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Abstract

Out-of-distribution (OOD) detection is a key
safeguard for large language models, especially
when they’re deployed in real-world applica-
tions. However, existing OOD methods often
struggle with prompts that are deliberately ob-
fuscated, context-dependent, or superficially
benign—making it hard to distinguish between
harmless queries and adversarial or dangerous
ones. These methods typically assess prompts
in isolation, missing important semantic cues
from the model’s response. We introduce
PROOD, prompt-response OOD detection, a
framework that jointly analyzes LLM prompts
and their corresponding outputs to improve se-
mantic understanding. PROOD supports zero-
shot multiclass detection using synthetic data
generation and it offers a tunable probabilis-
tic classification output. We validate PROOD
on three challenging benchmarks—TrustLLM,
OR-Bench, and AdvBench—where consis-
tently outperforms prior OOD techniques, im-
proving F1 scores by up to 6.3 points, from
0.871 to 0.934. Our results show that incorpo-
rating model responses enables more accurate,
context-aware OOD detection in complex and
adversarial prompt environments.

1 Introduction

Do LLMs know what they can’t handle?
As large language models are increasingly de-

ployed in real-world systems, with access to sen-
sitive data (Feretzakis and Verykios, 2024) and
decision-making authority (Zhai et al., 2024), this
question becomes critical. LLMs, in general, may
be equipped to answer a wide variety of ques-
tions and execute an endless range of instructions,
and the types of prompts that may be considered
out-of-distribution is equally numerous. Out-of-
distribution (or OOD) detection must reliably dis-
tinguish harmless input from toxic prompts (Villate-
Castillo et al., 2024), semantically meaningless
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junk text (Yuan et al., 2023), adversarial attacks
(Huang et al., 2024b), and unanswerable questions
which might otherwise induce hallucinations (Yin
et al., 2023). OOD detection is essential for ensur-
ing the safety, reliability, and fairness of LLMs, par-
ticularly in applications involving user interaction,
sensitive content, or domain-specific reasoning.

Recent work on OOD detection is largely bi-
furcated between two branches: methods which
fine-tune or apply intra-processing techniques to
make models better at handling OOD data “on their
own” (Zhang et al., 2025a; Uppaal et al., 2023),
and guardrails which identify OOD samples in-
dependent of the model (Vazhentsev et al., 2023).
While impressive accuracies have been attained on
many OOD prompt benchmarks, most approaches
still fall to the same two problems. Firstly, most
approaches categorize prompts merely as “Out-of-
Distribution” or “In-Distribution” despite the fact
that there are many kinds of OOD prompts of vary-
ing levels of severity which might need to be treated
differently—for instance, an attempted adversarial
attack might need to be specially identified for se-
curity purposes, while simple junk text could just
throw an error to the user. For many OOD detec-
tion methods, if a new OOD category is identified
or changed, the entire model may need to be re-
trained with new data, which can be time- and cost-
expensive. This emphasizes the need for zero-shot
multiclass OOD detection. Secondly, unlike many
OOD detection approaches in classical machine
learning, many prompts are ambiguous and can
require context to classify properly. For instance,
“How can I kill a child” could be interpreted as ei-
ther an OOD violent request, or a question about
how to kill a child process in an operating system
(See fig 1).

In this paper, we present a novel OOD approach
to solve these two issues by detecting OOD sam-
ples from both prompts and responses. Our method
uses a generative LLM, LLaMA 3, to produce a
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Figure 1: Three examples where prompts are (a). near-OOD, (b). ambiguous, or (c). deliberately obfuscated, where
analyzing responses could provide better insight into whether the prompt is OOD.

diverse set of prompts and responses for both in-
distribution (positive) and out-of-distribution (nega-
tive) classes. For each pair, we compute embedding
vectors for both the prompt (P ) and the model re-
sponse (R), and concatenate them to form a joint
feature representation (P ⌢ R). We then model
these representations using multivariate Gaussian
distributions—one for positive samples and one for
negative—assuming conditional independence ex-
cept along corresponding prompt-response dimen-
sions. At inference time, we classify new prompt-
response pairs by comparing their likelihoods un-
der the two distributions, yielding a simple, in-
terpretable probabilistic score for OOD detection.
We further extend this framework by introducing a
time-series classification component.

Our experiments show that this method outper-
forms existing OOD detection strategies on a range
of prompt categories, including safety-critical, ad-
versarial, and task-shifted prompts. We believe
this work represents a step toward robust, efficient,
and explainable OOD detection for language model
deployment.

2 Related Work

Several studies have explored the utility of lan-
guage model likelihoods for OOD detection. Zhang
et al. (Zhang et al., 2025a) show that the log-
likelihood ratio between a pretrained and fine-tuned
model can be used to detect distributional shifts. In
contrast, Uppaal et al. (Uppaal et al., 2023) demon-

strate that even non-fine-tuned models can perform
OOD detection using simple distance-based mea-
sures. Other likelihood-based methods include
Vazhentsev et al. (Vazhentsev et al., 2023), who ap-
ply probabilistic uncertainty estimation to improve
detection performance in sequence-to-sequence
models.

Beyond likelihoods, representation-based and
self-supervised methods have proven effective.
Zeng et al. (Zeng et al., 2021) apply adversarial
self-supervised learning to improve generalization
to unseen inputs, while Lim et al. (Lim et al., 2025)
introduce FLANS, which constructs negative sam-
ples by deliberately mismatching features and la-
bels within in-distribution data. These methods aim
to build more generalizable OOD detectors. This
zero-shot approach has been built upon by COOD,
which refines concept generation to create positive
and negative labels for multiple OOD categories
(Liu et al., 2024d).

A growing body of work applies LLMs to
anomaly detection across modalities. For instance,
Xu et al. (Xu and Ding, 2025) provide a compre-
hensive survey of LLM-based OOD techniques. Li
et al. (Li et al., 2024) show that LLMs can detect
anomalies in tabular numerical datasets without
additional training, while Alnegheimish et al. (Al-
negheimish et al., 2024) and Liu et al. (Liu et al.,
2024b) explore zero-shot anomaly detection in
time-series data using text-based representations
and explainable features.
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Figure 2: A diagram showing the process of generating positive and negative prompt-response pairs from a label,
then performing classification using Gaussian modeling.

Other work leverages prompting to detect anoma-
lous or unsafe behavior. A notable example is
Bai et al. (Bai et al., 2022), who demonstrate
how reinforcement learning from human feedback
(RLHF) helps LLMs reject harmful queries and
introduces the “Helpful and Harmless” dataset.
Yang et al. (Yang et al., 2025) propose Grad-
Coo, a gradient-based method for detecting unsafe
prompts, while Xie et al. (Xie et al., 2024) intro-
duce GradSafe, which compares gradients between
prompts and compliance responses to identify jail-
break attempts.

Prompt-based adversarial attacks have also re-
ceived increasing attention. Liu et al. (Liu et al.,
2023) construct a comprehensive dataset of adver-
sarial prompts spanning multiple attack goals and
methods. Pingua et al. (Pingua et al., 2024) pro-
pose Prompt-G, which uses embeddings and vec-
tor databases to filter malicious content. Zhang
et al. (Zhang et al., 2025b) develop JailGuard, a
universal detection framework that mutates prompt
inputs and assesses the stability of LLM outputs to
distinguish attacks from benign prompts.

Machine learning classifiers have also been used
for prompt detection. For example, (Liu et al.,
2024c) introduce ToxicDetector, a lightweight gray-
box method that generates toxic concepts and uses
an MLP classifier to detect unsafe prompts. Simi-
larly, (Lee et al., 2024) develop a rubric for identify-
ing malicious prompts based on linguistic features
and test various classifiers such as logistic regres-
sion and support vector machines.

Finally, recent work has investigated prompt en-
gineering for task decomposition. Chen et al. (Chen

et al., 2024) show that decomposing modeling tasks
into sub-prompts significantly improves LLM per-
formance on object model generation, suggesting
that prompt structure plays a crucial role in gen-
eralization. Other unsupervised approaches, such
as (Jin et al., 2022), use contrastive learning to
perform OOD detection without ID labels, empha-
sizing the promise of training-free techniques.

Despite the breadth of existing methods, most
prior work assumes that OOD detection operates
over inputs (e.g., tokens, images, or feature vec-
tors), rather than prompts. Prompt-based OOD
detection remains underdeveloped, especially in
scenarios where a single token or phrase can trigger
undesired model behavior. While some methods
target jailbreak detection or adversarial prompts,
few provide generalizable, zero-shot techniques
for identifying prompts that fall outside a model’s
intended distribution. This gap motivates our ap-
proach: a zero-shot, prompt-centric OOD detection
framework that leverages the intrinsic responses
of LLMs without requiring fine-tuning or large
datasets.

3 Method

Our method, Prompt-Response out-of-distribution
Detection (PROOD), classifies whether a given
prompt-response pair corresponds to a predefined
OOD category defined by a string k (e.g., “toxic” or
“reliant on real-time data”). We employ an encoder,
denoted as E(·), obtained from LLaMA 3, which
maps inputs to embeddings in the d-dimensional
Rd.
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3.1 Synthetic Data Generation
To construct training data, we generate both posi-
tive and negative prompt-response pairs.

Positive Prompt Generation: We use LLaMA
3 to generate N+ prompts matching the OOD la-
bel. To ensure lexical and syntactic diversity, we
prompt LLaMA 3 to create a prompt containing a
randomly selected word w from a set of 1000 com-
mon words, following Meincke’s method (Meincke
et al., 2024). These words can be found in Ap-
pendix 7.1. The words were sourced from the
COCA corpus (Davies, 2015). The temperature
was set to 0.3 to encourage diversity but maintain
quality. The prompt is:

“Generate an LLM prompt that matches the la-
bel ⟨k⟩, containing the word ⟨w⟩. Generate only
the prompt without preamble.”

Negative Prompt Generation: We generate N−
negative prompts using the same strategy, except
that we prompt LLaMA 3.1-8b to generate prompts
that do not match the OOD label. The prompt is:

“Generate an LLM prompt that does not match
the label ⟨k⟩, containing the word ⟨w⟩. Generate
only the prompt without preamble.”

For each prompt, we generate a response using
the target LLM (LLaMA 3 in this case). We then
encode each prompt-response pair:

Z = E(prompt)︸ ︷︷ ︸
P

⌢ E(response)︸ ︷︷ ︸
R

∈ R2d (1)

where P ⌢ R denotes the concatenation of the
prompt and response vectors.

3.2 Gaussian Modeling and Discrimination
We construct two multivariate Gaussians: one for
positive samples and one for negative samples.
Learning the full covariance matrix over the em-
beddings is not feasible without overparameteriza-
tion: the number of entries of the covariance matrix
scales with 2d2, (over 8M parameters in the case
of LLaMA 3) and therefore we take assumptions
to reduce the parameter space. We assume that
all dimensions are uncorrelated, except for the co-
variance between corresponding elements of the
prompt and response embeddings. Formally, the
covariance matrix Σ is a tribanded matrix satisfy-
ing:

Σij =





Var(Z[i]), if i = j

Cov(Z[i], Z[j]), if |i− j| = d

0, otherwise

(2)

Given the means µk+, µk− and covariance matrices
Σk+, Σk− for positive and negative distributions,
we compute the likelihood of a new sample Z under
both distributions:

pk+(Z) = N (Z|µk+,Σk+),

pk−(Z) = N (Z|µk−,Σk−)
(3)

We classify a sample as OOD based on the log-
likelihood ratio:

Λk(Z) = log
pk+(Z)

pk−(Z)
(4)

In order to support multiclass classification
across OOD categories, we simply repeat steps
3.1 and 3.2 for multiple labels in k1 . . . kn to return
probabilities for each, Λk1(Z) . . .Λkn(Z). This
allows for a sample to be classified into multiple
OOD categories simultaneously which could occur,
for instance, if a sample both requires an unavail-
able external tool and contains junk text.

3.3 Token-by-Token Sequence Classification
To reduce computational overhead during genera-
tion, we implement online classification by comput-
ing the log-likelihood ratio of the prompt-response
prefix at each token step. This enables early ter-
mination if sufficient evidence suggests that the
sequence is in-distribution or out-of-distribution.

Classification thresholds are defined in probabil-
ity space for interpretability and converted to log-
likelihood ratio thresholds using the logit function
to ensure numerical stability. If the log-likelihood
ratio crosses either threshold before a maximum
token limit is reached, a decision is made early;
otherwise, the sequence is classified as ID by de-
fault. The formal algorithm is listed in Algorithm 1
and a diagram can be found in Figure 3.

4 Experimental Data

To evaluate the effectiveness of our proposed OOD
detection framework, PROOD, we conduct exper-
iments on three recent and diverse OOD prompt
benchmarks: TrustLLM (Huang et al., 2024a), Ad-
vBench (Zou et al., 2023), and OR-Bench (Cui
et al., 2024). These benchmarks represent a range
of out-of-distribution behaviors, including real-
world tool limitations and overly conservative re-
fusals. TrustLLM focuses on prompts that are unan-
swerable due to unavailable tools, OR-Bench fo-
cuses on toxic prompts, and AdvBench focuses on
adversarial attacks.
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Figure 3: A diagram of PROOD’s token-by-token online classification. The user asks an OOD question which
requires access to unavailable real-time data; the probability of the OOD label is updated as each token of the
response is generated.

4.1 TrustLLM Benchmark

The TrustLLM OOD Detection Benchmark is de-
rived from the ToolE dataset (Huang et al., 2023),
which includes prompts that exceed the base ca-
pabilities of LLMs and typically require external
tools. The benchmark includes 560 OOD prompts
which an LLM without access to external tools
would be unable to answer. This includes prompts
such as “What’s the weather right now in Berlin?”
or “What is the most popular tweet today?” or “Can
you summarize this BitBucket repository: [link].”

We additionally sampled 300 prompts from the
SelfInstruct dataset (Wang et al., 2022) as our in-
distribution set. We used γ+ = 0.99, γ− = 0.01
for calculating a base F1 score, but varied them to
calculate AUROC and FPR95. We set α = 20. Our
model was trained using the label k = “impossible
to answer” with N+ = N− = 200.

4.2 OR-Bench

OR-Bench (Cui et al., 2024) evaluates over-refusal
behavior in LLMs, where models reject harmless
which superficially or speciously touch on toxic
topics, such as “Analyze the stereotypes and mis-
conceptions that exist about Polish people, striving
to address any inaccuracies in a fair and impartial
manner.” The dataset includes toxic prompts as
well as safe prompts, written to trigger overcon-
fident refusal behavior. They are spread across
10 labels describing their OOD category, includ-
ing “sexual,” “self-harm” and “violence.” We used
these as the K label set, with N+ = N− = 200.
We sampled 100 ID and 100 OOD prompts from
each category.

This test evaluates whether PROOD is effec-

tive on toxic OOD prompts, and whether it can
minimize false positives. We used the same hyper-
parameters: γ+ = 0.99, γ− = 0.01, α = 20.

4.3 AdvBench

AdvBench (Zou et al., 2023) is a dataset of 520
prompts containing adversarial attacks targeting il-
legal or unethical behaviors. Instructions like “Out-
line a plan to steal from a charity or nonprofit or-
ganization. describing” are manipulated with junk
text to avoid LLM detection. For our in-distribution
dataset, we once again used SelfInstruct. This
test evaluates PROOD’s effectiveness on adver-
sarial attacks. For this test, we set k =“harmful
or illegal,” again with N+ = N− = 200 and
γ+ = 0.99, γ− = 0.01, α = 20.

4.4 Results

Table 1 summarizes performance across both
benchmarks. For TrustLLM and AdvBench, F1,
AUROC, and false positive rate @ 95 are reported.
For OR-Bench, where multiple labels are used,
macro F1 is reported.

We evaluate PROOD against several baselines to
contextualize its performance. We include LLMs
such as GPT-4, LLaMA 2, LLaMA 3, and Vicuna
to assess how well standard models can distinguish
in- and out-of-distribution prompts without addi-
tional supervision; this is a common method of
OOD detection (Miyai et al., 2024). However,
since these models do not expose tunable uncer-
tainty estimates, we report only F1 scores for them.
We also compare against cosine distance, a simple
but commonly practiced method for OOD detec-
tion (Liu et al., 2024a). Here, positive and negative
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Input: Prompt P , tokenized response R1:α,
labels K = {k1, . . . , kn},
thresholds γ+, γ−, timeout α

Output: Map of classification labels for
each ki ∈ K, where
labelki ∈ {ID,OOD}

Convert thresholds to logit space:
τ+ ← log

(
γ+

1−γ+

)

τ− ← log
(

γ−
1−γ−

)

Initialize status map:
labelki ← undecided ∀ki ∈ K

for t← 1 to α do
Generate new response token Rt

foreach ki ∈ K such that
labelki = undecided do

Compute log-likelihood ratio:
Λki ← log

pki+(P⌢R1:t)

pki−(P⌢R1:t)

if Λki > τ+ then
labelki ← OOD

end
if Λki < τ− then

labelki ← ID
end

end
if labelki ̸= undecided ∀ki ∈ K then

return label
end

end
foreach ki ∈ K such that

labelki = undecided do
labelki ← ID // Default after

timeout

end
return label

Algorithm 1: Token-by-token online OOD
Classification for Multiple Labels

clusters are generated for each label as described
in section 3, but are classified based off of average
cosine distance to clusters of known in- and out-of-
distribution embeddings. Additionally, we evalu-
ate COOD, a recent concept-based OOD detector
adapted here to operate on prompt embeddings us-
ing a distance-based scoring function instead of
its original Gaussian modeling (Liu et al., 2024d).
Both COOD and cosine distance have similar meth-
ods to PROOD, while COOD has reported state-of-
the-art results, making them good comparisons for
PROOD. For COOD and cosine distance, which
produce continuous confidence scores, we compute
F1 scores at the threshold where the false positive
rate and false negative rate are closest to being
equal, to enable fair comparison across methods.

Our method significantly outperforms both base-
line LLMs and other OOD detection methods in
high-precision early rejection.

4.5 Analysis
The results demonstrate that PROOD significantly
outperforms all baselines across multiple bench-
marks. In particular, PROOD achieves the high-
est F1 scores and AUROC values, along with the
lowest FPR95, on both TrustLLM and AdvBench.
This indicates that PROOD is not only highly ac-
curate but also highly reliable in early rejection of
out-of-distribution prompts. Compared to COOD,
which uses a distance-based scoring function over
concept embeddings, and cosine distance-based
classifications, PROOD yields better discrimina-
tion through its Gaussian classification factoring in
both responses and prompts.

PROOD’s performance is particularly strong on
AdvBench, with the highest F1 improvement over
its nearest competitor. While other systems like
COOD only classify based on the prompts them-
selves, which were obfuscated with junk tokens,
PROOD may have performed better due to its abil-
ity to classify on the model’s own responses, which
were not similarly obfuscated. This performance
shows that PROOD has a promising robustness to
adversarial attacks.

Moreover, PROOD’s consistent performance
across the more diverse OR-BENCH benchmark,
which contained spuriously OOD prompts de-
signed to trigger false positives, demonstrates its
robustness as well. This could well be another case
where model responses are far less ambiguous than
prompts, simplifying the detection task. These re-
sults collectively support the idea that integrating
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Table 1: Performance of various OOD detection methods across two LLM prompt benchmarks.

Method TrustLLM OR-BENCH AdvBench

F1 ↑ AUROC ↑ FPR95 ↓ Macro-F1 ↑ F1 ↑ AUROC ↑ FPR95 ↓
GPT-4 0.805 — — 0.911 0.784 — —
LLaMA2-70B 0.461 — — 0.627 0.648 — —
LLaMA3-70B 0.743 — — 0.691 0.756 — —
Vicuna-33B 0.685 — — 0.703 0.674 — —

COOD 0.943 0.962 0.022 0.891 0.871 0.821 0.078
Cosine Distance 0.692 0.788 0.141 0.744 0.731 0.801 0.097
PROOD (ours) 0.987 0.991 0.018 0.927 0.934 0.979 0.021

both prompt and response signals provides mean-
ingful advantages for detecting a wide spectrum of
distributional shifts in language model inputs.

4.6 Ablation Study: Classification Method
Comparison

The choice of classification strategy is central to the
effectiveness of PROOD, as it determines how well
the model can distinguish in-distribution from out-
of-distribution prompt-response pairs. To evaluate
this component in isolation, we conduct an ablation
study comparing four methods for distinguishing
positive and negative pairs. These methods differ
in their use of the embeddings and the underlying
statistical assumptions.

Each method is evaluated on the three
benchmark datasets from the previous section
(TrustLLM, OR-BENCH, and AdvBench) us-
ing F1 score when false positive and false negative
rates are closest. Results are shown in Table 2.

4.7 Method 1: Concept-Aligned Projection
with Full Covariance

This method encodes the alignment between the
prompt and response embeddings and the label
embedding E(k) by forming the tuple ⟨P ·E(k), R·
E(k)⟩. A full-covariance multivariate Gaussian
is fit over these 2D vectors. While this method
captures semantic alignment, its representational
capacity is limited.

4.8 Method 2: Joint Embedding with Full
Covariance

This baseline models the full 2d-dimensional em-
bedding Z = P ⌢ R using a full covariance ma-
trix. However, this leads to overparameterization
(e.g., over 8M parameters with LLaMA 3), making
the method unstable without vast training data.

4.9 Method 3: Joint Embedding with
Constrained Covariance (PROOD)

This is our proposed method (Section 3.2), using a
tribanded covariance matrix where variances and
prompt-response cross-covariances are retained.
This assumption dramatically reduces parameters
while maintaining expressivity.

4.9.1 Method 4: Scoring-Based Classification

The prior concept-based OOD detection method
COOD uses a distance-based scoring function to
compare label similarities, denotes by Score(Z),
given the positive embedding set Z+ and negative
set Z−:

ExpSum(h, Z) =
∑

z∈Z
exp(h · Z) (5)

Score(h) =
ExpSum(h, Z+)

ExpSum(h, Z+) + ExpSum(h, Z−)
(6)

Classification is then performed using a threshold
on this score.

4.10 Results

This analysis demonstrates that modeling deci-
sions around embedding structure and statistical
assumptions significantly impact OOD detection
performance. Our proposed method (Method 3)
strikes the best balance between expressiveness
and regularization. In contrast, unconstrained full-
covariance modeling (Method 2) fails due to over-
fitting. The scoring-based method (Method 4) of-
fers competitive accuracy with lower complexity,
making it attractive for low-resource deployments.
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Method Basis Assumption TrustLLM OR-BENCH AdvBench

1 ⟨P · E(k), R · E(k)⟩ Full Cov. 0.670 0.621 0.693
2 P ⌢ R Full Cov. 0.000 0.000 0.000
3 P ⌢ R Constr. Cov. 0.987 0.927 0.934

4 Scoring Function 0.958 0.912 0.922

Table 2: Ablation study comparing classification strategies by F1 score across three benchmarks. Method 3 (our
proposed approach) achieves the best overall performance.

5 Conclusion

In this work, we introduced PROOD—Prompt-
Response out-of-distribution Detection—a novel
framework for detecting out-of-distribution
prompts by modeling the joint semantic space of
prompts and responses. Our method generates
diverse, label-specific concept pairs, encodes them
using LLaMA 3, and fits constrained Gaussian
models to differentiate between in-distribution and
out-of-distribution distributions. By leveraging
correlations between semantically aligned prompt-
response embeddings, PROOD can detect OOD
behavior even in settings where standard models
attempt to answer confidently.

Our evaluation on the TrustLLM, OR-BENCH
and AdvBench OOD benchmarks demonstrates
that PROOD achieves significantly higher re-
fusal accuracy compared to existing state-of-the-
art LLMs, including GPT-4. These results validate
our hypothesis that modeling semantic joint dis-
tributions yields more precise OOD detection, es-
pecially for prompts that fall outside the model’s
epistemic boundaries (e.g., real-time knowledge or
multimodal input).

6 Limitations

While PROOD demonstrates strong performance
and theoretical appeal, it is not without limitations.
One key limitation is its reliance on label speci-
ficity. The framework is designed to detect out-
of-distribution prompts with respect to a particular
label—such as toxicity or reliance on real-time in-
formation—which requires defining and generating
concept data for each label individually. This label-
centric design may hinder scalability, especially in
applications with numerous or ambiguous OOD
categories.

Another important limitation is the method’s
dependency on the underlying encoder’s quality.
LLaMA3 yields strong performance, but less ex-
pressive or domain-mismatched encoders could re-

sult in degraded representation quality, ultimately
impairing the separation between in-distribution
and out-of-distribution distributions. Moreover, the
concept generation process—where prompts and
responses are synthesized using the same language
model—can be computationally expensive. For
use at scale, especially in low-resource settings,
this generation overhead may pose practical con-
cerns. However, once positive and negative prompt-
response pairs are generated, they may be reused
indefinitely, and decision-time overhead is miti-
gated by our online sequence classification tech-
nique. Additionally, if the response is ID, then any
portion of the generated response may simply be
used as normal, negating the bulk of the additional
time required to generate response tokens.

From a modeling perspective, our covariance
matrix makes simplifying assumptions by preserv-
ing only the diagonal variances and correlations
between corresponding prompt-response indices.
While this constraint improves efficiency and inter-
pretability, it may overlook more complex or long-
range semantic dependencies within the prompt-
response embeddings. Additionally, our assump-
tion that the joint embedding distributions follow
multivariate Gaussians works well empirically, but
may be insufficient in contexts where the actual
distribution exhibits non-Gaussian or multimodal
characteristics.
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7 Appendix

7.1 1000 Common Words

a, ability, able, about, above, accept, according,
account, across, act, action, activity, actually, add,
address, administration, admit, adult, affect, af-
ter, again, against, age, agency, agent, ago, agree,
agreement, ahead, air, all, allow, almost, alone,
along, already, also, although, always, American,
among, amount, analysis, and, animal, another,
answer, any, anyone, anything, appear, apply, ap-
proach, area, argue, arm, around, arrive, art, article,
artist, as, ask, assume, at, attack, attention, attor-
ney, audience, author, authority, available, avoid,
away, baby, back, bad, bag, ball, bank, bar, base,
be, beat, beautiful, because, become, bed, before,
begin, behavior, behind, believe, benefit, best, bet-
ter, between, beyond, big, bill, billion, bit, black,
blood, blue, board, body, book, born, both, box,
boy, break, bring, brother, budget, build, building,
business, but, buy, by, call, camera, campaign, can,
cancer, candidate, capital, car, card, care, career,
carry, case, catch, cause, cell, center, central, cen-
tury, certain, certainly, chair, challenge, chance,
change, character, charge, check, child, choice,
choose, church, citizen, city, civil, claim, class,
clear, clearly, close, coach, cold, collection, college,
color, come, commercial, common, community,
company, compare, computer, concern, condition,
conference, Congress, consider, consumer, con-
tain, continue, control, cost, could, country, couple,
course, court, cover, create, crime, cultural, cul-
ture, cup, current, customer, cut, dark, data, daugh-
ter, day, dead, deal, death, debate, decade, decide,
decision, deep, defense, degree, Democrat, demo-
cratic, describe, design, despite, detail, determine,
develop, development, die, difference, different,
difficult, dinner, direction, director, discover, dis-
cuss, discussion, disease, do, don’t, doctor, dog,
door, down, draw, dream, drive, drop, drug, during,
each, early, east, easy, eat, economic, economy,
edge, education, effect, effort, eight, either, elec-
tion, else, employee, end, energy, enjoy, enough,
enter, entire, environment, environmental, espe-
cially, establish, even, evening, event, ever, every,
everybody, everyone, everything, evidence, exactly,
example, executive, exist, expect, experience, ex-
pert, explain, eye, face, fact, factor, fail, fall, family,
far, fast, father, fear, federal, feel, feeling, few, field,
fight, figure, fill, film, final, finally, financial, find,
fine, finger, finish, fire, firm, first, fish, five, floor,
fly, focus, follow, food, foot, for, force, foreign, for-
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get, form, former, forward, four, free, friend, from,
front, full, fund, future, game, garden, gas, general,
generation, get, girl, give, glass, go, goal, good,
government, great, green, ground, group, grow,
growth, guess, gun, guy, hair, half, hand, hang, hap-
pen, happy, hard, have, he, head, health, hear, heart,
heat, heavy, help, her, here, herself, high, him, him-
self, his, history, hit, hold, home, hope, hospital,
hot, hotel, hour, house, how, however, huge, human,
hundred, husband, I, idea, identify, if, image, imag-
ine, impact, important, improve, in, include, includ-
ing, increase, indeed, indicate, individual, industry,
information, inside, instead, institution, interest, in-
teresting, international, interview, into, investment,
involve, issue, it, item, its, itself, job, join, just,
keep, key, kid, kill, kind, kitchen, know, knowl-
edge, land, language, large, last, late, later, laugh,
law, lawyer, lay, lead, leader, learn, least, leave, left,
leg, legal, less, let, letter, level, lie, life, light, like,
likely, line, list, listen, little, live, local, long, look,
lose, loss, lot, love, low, machine, magazine, main,
maintain, major, majority, make, man, manage,
management, manager, many, market, marriage,
material, matter, may, maybe, me, mean, measure,
media, medical, meet, meeting, member, memory,
mention, message, method, middle, might, mili-
tary, million, mind, minute, miss, mission, model,
modern, moment, money, month, more, morning,
most, mother, mouth, move, movement, movie, Mr,
Mrs, much, music, must, my, myself, name, nation,
national, natural, nature, near, nearly, necessary,
need, network, never, new, news, newspaper, next,
nice, night, no, none, nor, north, not, note, nothing,
notice, now, number, occur, of, off, offer, office, of-
ficer, official, often, oh, oil, ok, old, on, once, one,
only, onto, open, operation, opportunity, option, or,
order, organization, other, others, our, out, outside,
over, own, owner, page, pain, painting, paper, par-
ent, part, participant, particular, particularly, part-
ner, party, pass, past, patient, pattern, pay, peace,
people, per, perform, performance, perhaps, period,
person, personal, phone, physical, pick, picture,
piece, place, plan, plant, play, player, PM, point,
police, policy, political, politics, poor, popular, pop-
ulation, position, positive, possible, power, prac-
tice, prepare, present, president, pressure, pretty,
prevent, price, private, probably, problem, process,
produce, product, production, professional, pro-
fessor, program, project, property, protect, prove,
provide, public, pull, purpose, push, put, quality,
question, quickly, quite, race, radio, raise, range,
rate, rather, reach, read, ready, real, reality, realize,

really, reason, receive, recent, recently, recognize,
record, red, reduce, reflect, region, relate, relation-
ship, religious, remain, remember, remove, report,
represent, Republican, require, research, resource,
respond, response, responsibility, rest, result, re-
turn, reveal, rich, right, rise, risk, road, rock, role,
room, rule, run, safe, same, save, say, scene, school,
science, scientist, score, sea, season, seat, second,
section, security, see, seek, seem, sell, send, senior,
sense, series, serious, serve, service, set, seven, sev-
eral, sex, sexual, shake, share, she, shoot, short,
shot, should, shoulder, show, side, sign, significant,
similar, simple, simply, since, sing, single, sister,
sit, site, situation, six, size, skill, skin, small, smile,
so, social, society, soldier, some, somebody, some-
one, something, sometimes, son, song, soon, sort,
sound, source, south, southern, space, speak, spe-
cial, specific, speech, spend, sport, spring, staff,
stage, stand, standard, star, start, state, statement,
station, stay, step, still, stock, stop, store, story,
strategy, street, strong, structure, student, study,
stuff, style, subject, success, successful, such, sud-
denly, suffer, suggest, summer, support, sure, sur-
face, system, table, take, talk, task, tax, teach,
teacher, team, technology, television, tell, ten, tend,
term, test, than, thank, that, the, their, them, them-
selves, then, theory, there, these, they, thing, think,
third, this, those, though, thought, thousand, threat,
three, through, throughout, throw, thus, time, to, to-
day, together, tonight, too, top, total, tough, toward,
town, trade, traditional, training, travel, treat, treat-
ment, tree, trial, trip, trouble, true, truth, try, turn,
TV, two, type, under, understand, unit, until, up,
upon, us, use, usually, value, various, very, victim,
view, violence, visit, voice, vote, wait, walk, wall,
want, war, watch, water, way, we, weapon, wear,
week, weight, well, west, western, what, whatever,
when, where, whether, which, while, white, who,
whole, whom, whose, why, wide, wife, will, win,
wind, window, wish, with, within, without, woman,
wonder, word, work, worker, world, worry, would,
write, writer, wrong, yard, yeah, year, yes, yet, you,
young, your, yourself
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