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Preface

Many Asian countries are rapidly growing these days and the importance of communicating and ex-
changing the information with these countries has intensified. To satisfy the demand for communication
among these countries, machine translation technology is essential.

Machine translation technology has rapidly evolved recently and it is seeing practical use especially be-
tween European languages. However, the translation quality of Asian languages is not that high compared
to that of European languages, and machine translation technology for these languages has not reached
a stage of proliferation yet. This is not only due to the lack of the language resources for Asian langua-
ges but also due to the lack of techniques to correctly transfer the meaning of sentences from/to Asian
languages. Consequently, a place for gathering and sharing the resources and knowledge about Asian
language translation is necessary to enhance machine translation research for Asian languages.

The Conference on Machine Translation (WMT), the world’s largest machine translation conference,
mainly targets on European language. The International Workshop on Spoken Language Translation
(IWSLT) has spoken language translation tasks for some Asian languages using TED talk data, but there
is no task for written language. The Workshop on Asian Translation (WAT) is an open machine tran-
slation evaluation campaign focusing on Asian languages. WAT gathers and shares the resources and
knowledge of Asian language translation to understand the problems to be solved for the practical use of
machine translation technologies among all Asian countries. WAT is unique in that it is an open innova-
tion platform": the test data is fixed and open, so participants can repeat evaluations on the same data and
confirm changes in translation accuracy over time. WAT has no deadline for the automatic translation
quality evaluation (continuous evaluation), so participants can submit translation results at any time.

Following the success of the previous WAT workshops (WAT2014 — WAT2024), WAT2025 will bring
together machine translation researchers and users to try, evaluate, share and discuss brand-new ideas
about machine translation. For the 12th WAT, we have 1 Patent Translation Task, 2 Document Transla-
tion Tasks and 5 Multimodal Translation Tasks. We have 6 teams who submitted their results.

In addition to the shared tasks, WAT2025 also features research papers on topics related to machine
translation, especially for Asian languages. We received 7 research papers submitted including ARR
commitment, and the program committee accepted 4 research papers.

We would like to thank all the authors who submitted papers. We express our deepest gratitude to the

committee members for their timely reviews. We also thank the AACL-IJCNLP 2025 organizers for their
help with administrative matters.

WAT 2025 Organizers
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Keynote Talk
Optimizing Large Language Models for Low-resource
Quality Estimation

Diptesh Kanojia
University of Surrey
2025-12-24 11:40:00 —

Abstract: Large Language Models (LLMs) are positioned as generalist models often claiming super-
lative performance on many Natural Language Processing (NLP) tasks. However, they tend to fail at
Quality Estimation (QE) of Machine Translation (MT), particularly for low-resource languages. The talk
investigates root causes of this disparity, such as tokenization inconsistencies arising from morphologi-
cal richness in natural languages. To bridge this gap, the talk introduces strategies to embed annotation
guidelines-based reasoning constraints directly in-context. Furthermore, our investigation on optimal
cross-lingual alignment shows that intermediate Transformer layers help produce performant adapters.
By attaching Low-Rank Adapter (LoRA) based regression heads to intermediate layers, we bypass the
generation-specific biases of the final layer, efficiently outperforming standard instruction fine-tuning
and SoTA encoders like COMETKiwi. Finally, via results from the WMT Unified Shared subtask on
QE-informed Correction, we demonstrate that these precise estimations can guide LLMs to produce re-
liable corrections. We discuss how these signals help address the diminishing returnschallenge, enabling
models to improve fluent outputs without diverging from human references.

Bio: Researcher working on problems within areas of Natural Language Processing (NLP) and Machine
Learning (ML) at the Institute for People-Centred Al (PAI) and School of Computer Science and Electro-
nic Engineering. As a research lead, I manage the NLP subgroup within the Nature Inspired Computing
and Engineering group (NICE) @ Computer Science Research Centre. I also lead teaching on the NLP
module offered to both undergraduate and postgraduate students.

My research focuses on developing scalable and safe human-machine interaction using foundation mo-
dels. Guided by the principles of Responsible and Inclusive Al, my work emphasises cross-lingual and
multimodal representation learning to address challenges like online toxicity, misinformation, and digital
accessibility for low-resource languages. Our research outcomes- code, data, and models, are publicly
available on the SurreyNLP GitHub and HuggingFace.

My prior roles include a Postdoctoral Fellowship at the Centre for Translation Studies, a joint PhD from
IIT Bombay and Monash University, and Research Engineer at the CFILT Lab.
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Findings of the First Patent Claims Translation Task at WAT2025

Toshiaki Nakazawa
The University of Tokyo
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Abstract

This paper presents the results and findings
of the first shared task of translating patent
claims. We provide training, development, and
test data for participants and perform human
evaluation of the submitted translations. This
time, 2 teams submitted their translation re-
sults. Our analysis of the human-annotated
translation errors revealed not only general,
domain-independent errors but also errors spe-
cific to patent translation. We also found that
the human annotation itself exhibited some se-
rious issues. In this paper, we report on these
findings.

1 Introduction

The performance of machine translation using
Neural Machine Translation (NMT) and Large
Langauge Models (LLMs) has improved dramat-
ically and in some cases can even surpass hu-
man translation depending on the language and
domain. However, currently there is no univer-
sal method to accurately evaluate the performance
of machine translation. Even widely used metrics
such as COMET (Rei et al., 2020) have been re-
ported to yield unstable or inaccurate evaluation
results (Kocmi et al., 2025) when applied to trans-
lations of texts from domains other than those used
in COMET’s training.

The same applies to the translation of patent
documents. Although the average translation qual-
ity has improved significantly, it remains difficult

1

Takashi Tsunakawa
Shizuoka University
tuna@inf.shizuoka.ac. jp

Kazuhiro Kasada
Japan Patent Information Organization
kasada.kazuhiro.cn@japio.or.jp

Shoichi Okuyama
Patent Attorney in Japan
okuyama@quon-ip. jp

Masaaki Nagata
NTT Inc.
masaaki.nagata@ntt.com

to accurately evaluate aspects such as appropriate
terminology usage and term consistency. In par-
ticular, patent claims present additional challenges
due to their length and distinctive writing style,
making an accurate evaluation even more difficult.

Therefore, we conducted a Shared Task fo-
cusing on translating Japanese-English patent
claims'. The goal is not only to compete on trans-
lation quality, but also to ultimately develop an au-
tomatic evaluation method that can accurately as-
sess translation results.

For this first iteration, our primary objective is
to collect translation outputs produced by various
methods and annotate them with human-identified
errors, thereby creating training data for future de-
velopment of models capable of accurately per-
forming automatic evaluation of translations in the
patent domain.

2 Training Data

We used the publicly available subset of JaParaPat,
the Japanese-English Parallel Patent Application
Corpus (Nagata et al., 2024), as the training data
for the shared task. In August 2025, the authors
released a subset of JaParaPat, covering the period
from 2016 to 2020, which comprises more than
100 million sentence pairs, for research purposes.’

JaParaPat is made from the publication of unex-

'https://sites.google.com/view/pat-claims-trans-2025/
Zhttps://www.kecl.ntt.co.jp/icl/lirg/japarapat/

Proceedings of the Twelfth Workshop on Asian Translation (WAT 2025), pages 1-15
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jp-us jp-x-us us-jp pct sum

2016 | 7,241,502 1,322,124 1,181,150 10,287,313 | 20,032,089
2017 | 7,892,204 1,399,012 1,226,177 10,354,135 | 20,871,528
2018 | 7,639,692 1,262,972 1,044,728 11,171,128 | 21,118,520
2019 | 8,867,148 1,450,851 1,157,361 11,625,720 | 23,101,080
2020 | 8,617,540 1,570,684 1,088,832 10,843,470 | 22,120,526
sum | 40,258,086 7,005,643 5,698,248 54,281,766 | 107,243,743

Table 1: Number of sentence pairs

amined patent applications from the Japan Patent
Office (JPO) and the United States Patent and
Trademark Office (USPTO) from 2000 to 2021.
They are aligned based on patent family informa-
tion from the DOCDB, a bibliographic database
maintained by the European Patent Office (EPO).

Table 1 shows the number of sentence pairs
available in the public version of JaParaPat. There
are two primary routes for filing international
patent applications: the Paris Convention route
and the Patent Cooperation Treaty (PCT) route.
JaParaPat includes data from both routes. In Ta-
ble 1, within the Paris route, ‘jp-us  refers to
patent pairs first filed in Japan and subsequently in
the United States. ‘us-jp’ refers to those first
filed in the United States and then in Japan. ° jp-
x-us ~ refers to patents initially filed in a country
other than Japan or the United States, and subse-
quently filed in both Japan and the United States.
The public version employs different methods for
document alignment, sentence segmentation, and
sentence alignment, resulting in a different num-
ber of sentence pairs compared to Table 1 in the
original JaParaPat paper.

As the training data for the shared task of Patent
Claim Translation, one of the most important
problems of JaParaPat is its sentence segmentation
and alignment for patent claims. It often segments
a long claim into segments by a new line and
provides segment-level alignment, which makes it
difficult to reconstruct claim-level alignment. We
are discussing with the authors of JaParaPat how
to solve this problem.

3 Development Data

This time we focused on claims rather than spec-
ification to see how different engines will handle
relatively difficult sentence structures, technical
terms, non-technical terms, ambiguous language
(i.e. phrases that can be interpreted in more ways
than one), etc. Claims serving as development

data were selected from existing patent application
documents. In the selection, we mainly consid-
ered the following factors as elements impacting
the difficulty of translation:

* Paragraph length
* Term peculiarity
* Construction

* Structural/semantic ambiguity (e.g. whether
a given phrase should be interpreted as "A in-
cluding B, and C (not included in A)", or "A
including both B and C")

* Terminological ambiguity (e.g. whether the
term "Xf[A]" in Japanese means "opposing",
"reverse"”, "facing", etc.)

* Whether a term has a corresponding
term/concept in target language

* Existence/lack of an official translation (e.g.
a US application having a corresponding JP
application)

Based on these criteria, we selected 13 Japanese
documents and 11 English documents for this
study. Example of development data is shown in
Table 7.

We translated the development data using two
types of translation engines: an NMT model
trained on JaParaPat and an open-weight LLM,
and conducted a preliminary human evaluation us-
ing this data. The purpose was to determine appro-
priate evaluation procedures and the feasible level
of granularity prior to performing the main evalu-
ation using the test data.

Figure 1 shows the excel interface of the human
evaluation. We instructed the annotators to per-
form the following three tasks:

1. Highlight segments containing translation er-
rors or input issues and specify the corre-
sponding error category within the cell.
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Figure 1: Human evaluation interface.

2. Assign a holistic quality score to the transla-
tion on a 100-point scale.

3. Post-edit the translation.

The post-edited translations were used as refer-
ence translations to form parallel data, which we
provided as development data.

4 Test Data

Source texts in Japanese and English were selected
from existing patent applications. We have consid-
ered the following factors when selecting source
texts.

* Type of machine translation: The type of
translation was estimated to be neural ma-
chine translation (NMT) or large language
model (LLM)-based translation.

* Length/construction: It is known that a
longer single text without a line break may
result in poorer translation quality (Kondo
et al., 2021). The primary purpose of this re-
search was not to examine how different en-
gines would deal with length, but to see if
general claim wording, which may contain
one or more of the factors mentioned above
or below, will be handled. As such, we se-
lected source texts that generally contained
no more than about 220 English words or 500
Japanese characters with or without one or
more line breaks in them. The purpose of in-
cluding a few longer texts was to see how a
relatively long text would be processed.

» Existing translation: A patent application

may have a family including a corresponding
application in another language; for example,
an application filed to the Japan Patent Of-
fice (JPO) may have a corresponding appli-
cation filed to the United States Patent and
Trademark Office (USPTO). Applications in
the same family are linked in some search
engines including Google Patents. An LLM
may be able to locate an official translation of
an application, i.e. correct solution, through
such search engines if the application has a
family. We therefore selected source texts
from applications that did not have a corre-
sponding application in the target language at
least at the time when the source texts were
distributed to the participants.
Because of this factor, we cannot automati-
cally collect reference translations from pub-
licly available data. In addition, we do
not have sufficient budget to create refer-
ence translations for the test data. There-
fore, as described in Section 6, we con-
ducted reference-free automatic evaluation
(i.e., quality estimation).

* Field: The source texts come from applica-
tions in a variety of fields including informa-
tion processing, communication, electric en-
gineering, chemistry, etc.

* Ambiguity/parsing: Machine translation is
processing that is based essentially or en-
tirely on natural language information. The
processing is not expected to rely on visual



or other non-natural language-based informa-
tion. Meanwhile, claim wording sometimes
requires reference to information based on
other than natural language, a typical exam-
ple of which is drawings that patent applica-
tions often contain. As the USPTO Patent
Application Filing Guide states "a patent ap-
plication is required to contain drawings if
drawings are necessary to understand the
subject matter", natural language per se
could be insufficient to arrive at a correct in-
terpretation of claim wording. In addition,
there are also cases where reference to the
specification is necessary to fully understand
the meaning of a claim. For instance, with
the phrase "a device comprising a controller
that has an analyzer, a processor, and a mem-
ory", it may be necessary to refer to the speci-
fication to determine whether the "processor"
and "memory" are part of the "device" or the
"controller".

For the current project, we have selected
source texts, the content of which was — at
least to the persons in charge of the selec-
tion — comprehensible on its own without
additional information. The selected source
texts contain ambiguous terms such as [X [
in Japanese, which can be interpreted as a
temporal concept (interval: period between
two times) or dimensional concept (interval:
space between two points). We allowed for
the inclusion of such terms only where it was
possible to ascertain the meaning of a term
from the context. For example, the aforemen-
tioned [X[#] is stated in the claim in which the
term appears to be a section of a road (a phys-
ical interval within a road) on which a vehicle
travels. So, it should be obvious that the term
does not mean a temporal concept.

Selecting a source text that does not require
additional information to interpret is also
beneficial from the perspective of evaluat-
ing the translation: A satisfactory evaluation
by either a human or non-human evaluator
should be possible without additional infor-
mation. This means that the respective eval-
uation abilities of a human evaluator and a
non-human evaluator can be put to compari-
son essentially on the basis of their abilities to
process natural language without additional
information.

Team ID Organization Country |J-E |E-J
UTSK25 University of Tsukuba |Japan 113
EHIME-U Ehime University Japan 1210
Commercial 1 | online service n/a 1|1
Commercial 2 | closed system n/a 1|1
Commercial 3 | free LLM model for MT |n/a 1|1

Table 2: List of participants and the number of submis-
sions for each direction. For the commercial systems,
the organizers collected the translations.

Taking the above factors into consideration,
we prepared 26 documents with 70 claims for
the Japanese—English direction and 30 documents
with 81 claims for the English—Japanese direction
as the test data.

5 Participants

Table 2 shows the list of participants and the num-
ber of submissions from each system. The orga-
nizers collected the translations of the commercial
systems. Whereas the UTSK25 conducted contin-
ual pretraining of an open-weight LLM on JaPara-
Pat, Ehime University performed prompt tuning
on a closed/proprietary LLM. For Commercial 1
we used a standard translation prompt. For Com-
mercial 3 we performed translation using the chat
template provided in its accompanying documen-
tation. Commercial 2 is a closed system.

We selected 1 submission for each translation
direction for all the systems except EHIME-U for
the human evaluation. For EHIME-U, we selected
2 submissions for Ja-En because they did not sub-
mit any result for En-Ja.

6 Automatic Evaluation

Automatic evaluation of MT has been stud-
ied for a long time, along with the evolution
of MT technologies. It faces new challenges,
such as very long and complex claim sentences
in our task. For the first attempt, we con-
ducted the automatic evaluation in a reference-free
manner using MetricX-24-Hybrid-XL? (Juraska
et al., 2024) and WMT23-CometKiwi-DA-XL*
(Rei et al., 2023) because the corresponding trans-
lations of the test set were not available, as men-
tioned above. We had two variants of automatic
evaluation: segment-level (claim-by-claim) and
document-level. The document-level evaluation

3ht’cps: //github.com/google-research/metricx
*https://github.com/Unbabel/COMET



System ja-en en-ja
y MetricX | CometKiwit MetricX |  CometKiwi 1
UTSK25 3761 41654 0.544 191020 3.623 L1474 0.641 19111
EHIME-U 1 2.882 £1614 0.560 4+0.134 n/a n/a
EHIME-U 2 2.978 +1.607 0.568 +0.131 n/a n/a
Commercial 1 2.792 +1.416 0.572 +0.133 2.916 +0.842 0.681 4+0.088
Commercial 2 3.879 +92.454 0.567 4+0.139 3.126 +1.031 0.676 4+0.093
Commercial 3 2.920 11107 0.573 £0.127 2.581 49780 0.707 +0.078
Table 3: Segment-level automatic evaluation results
Svstem ja-en en-ja
y MetricX | CometKiwi T MetricX |  CometKiwi 1
UTSK25 4.669 +1.439 0.313 +0.128 4.577 +1.605 0.489 40.118
EHIME-U 1 3.827 +1.392 0.308 +0.110 n/a n/a
EHIME-U 2 4.071 11613 0.305 +0.106 n/a n/a
Commercial 1 3.471 +1.003 0.279 40.123 3.435 +0.817 0.539 4+0.093
Commercial 2 5.303 +2.153 0.259 +0.139 4.022 +1.025 0.525 4+0.126
Commercial 3 3.568 +0.871 0.298 +0.127 3.183 +0.751 0.567 +0.098
Table 4: Document-level automatic evaluation results
considered the whole document as a single seg- System ja-en  en-ja
ment. UTSK25 63.04 79.29
Tables 3 and 4 show average segment- and ) )
document-level scores, respectively EHIME-U 1 8161 n/a
’ ' EHIME-U 2 86.07 n/a
7 Human Evaluation Commercial 1 87.68 70.00
Commercial 2 6696 60.71
Due to budget constraints, human evaluation was Commercial 3 67.50 54.11

conducted only on a subset of the test data. The
selection of evaluation files followed the same Di-
versity Sampling procedure used in the WMT25
General Machine Translation Shared Task(Kocmi
et al., 2025), resulting in 13 files per translation
direction.

Table 8 and 9 in Appendix A.2 shows the human
evaluation criteria we used. We made several mod-
ifications to Freitag’s metric (Freitag et al., 2021)
to better adapt it to the patent-translation domain.
We also referred to the MQM website® for the de-
scriptions and examples. Categories shown with
a gray background were deemed unnecessary for
patent translation and were therefore excluded.

8 Official Results

Table 5 shows the average socre of the human
evaluation. There was no system that achieved the
best accuracy in both translation directions. On

>https://themgm.org/the-mgm-full-typology/

Table 5: Average score of the human evaluation.

average, Commercial 1 exhibited the highest ac-
curacy.

Table 6 shows the correlation coefficients be-
tween human evaluation and each automatic eval-
uation measure. Surprisingly, none of the met-
rics showed substantial correlation with the human
evaluation. Several factors may account for this
outcome:

1. Both automatic evaluation methods used in
this study are reference-free, which may limit
their ability to accurately assess translation
quality.

2. These automatic evaluation methods may not
function effectively in the patent domain.

3. The human evaluations themselves may con-
tain inaccuracies (we discuss this in detail in



Measure ja-en  en-ja
MetricX (seg) -0.235 -0.121
MetricX (doc) -0.230 -0.023
CometKiwi (seg) 0.288 0.186
CometKiwi (doc) 0.029 -0.079

Table 6: Correlation coefficients between human eval-
uation and each automatic evaluation measure.

the Discussion section).

9 Discussion

Our analysis of the translation outputs and human
annotations revealed various issues on both the
translation side and the annotation side. In this
section, we discuss several of these problems.
The selected source texts contained several
phrases which could be interpreted or rendered in
more ways than one yet the correct meaning or
valid rendition of which could be derived from
the context. A few examples of such phrases
will be observed below along with annotations
they were marked with. In view of the follow-
ing examples, we shall focus on two issues that
are broadly applicable to translation in general
and more specifically to patent translation, namely
"use of generic or specific terms" and "differ-
ences in routines/legal restrictions between Coun-
tries/intellectual property (IP) offices".

9.1 Use of Generic or Specific Terms
Source: "HIELEHEEEA T O E S 176
fEX D /NI VIR /R L TV 2 X%
MENEXBE e LTHRAIL T
v i ORCOE B IR ORE OHE E W & . -
HTFC AR IEN R X & 1T L T S HiGE
fth ey D FEBIRFE 2 HEE L "

A technically correct translation should be
something along the lines of:

TR: Mees detects, as
a correction target section, a section in which
the confidence information continues to remain
below a preset threshold"

"the motion-state estimation unit
estimates the motion state of
the other vehicle traveling through the
correction target section”

Note that the discussion below focuses on the
term "[X 8", which can be rendered into a num-
ber of terms including "section", "interval", "seg-

ment", "portion" or the like as long as it is clear

that the term refers to a physical segment of a road,
not to a time interval. From the second phrase
above stating that the other vehicle travels through
this section, it should be obvious that the section
is not a time interval.

The following is a machine translation produced
by one of the six engines.

sys: Moo detect, as a correction-target
section, a section during which the reliability
information remains less than the predetermined
threshold"

"the motion state estimation unit is configured
to estimate the motion state of the other vehicle
traveling in the correction-target section”

Renditions of the underlined phrase by other en-
gines include:

* detects, as a correction-target section, a sec-
tion in which

* detect, as a correction target section, a period
during which

* detects the interval during which --- as a cor-
rection target interval

Both nouns "section" and "interval" on their
own could be either a physical or temporal con-
cept. In the above context, the preposition (plus
relative pronoun), i.e. "during (which)" or "in
(which)", is decisive in whether the preceding
noun will be interpreted as a physical or tempo-
ral concept. For the example above, it can be said
that while "during" is incorrect, "in" is ambiguous
(i.e. can be interpreted in more ways than one) yet
potentially correct (i.e. encompasses the correct
meaning). Choosing a specific term is preferable
if the concept including the term is unambiguous,
but if a concept is ambiguous, choosing a generic
term may increase the chance of the concept being
interpreted correctly.

Multiple human annotators, who must have
been exposed to the concept that the "section” is
a segment of a road on which a vehicle travels, did
not leave any annotation to the expression "a sec-
tion during which".

The following are a few examples of ambiguous
terms that are often used in patent-related docu-
ments.

o BEFEN 3 (hasamareru): The term means an
either physical or conceptual entity being lo-
cated, interposed, or held between two or
more other physical or conceptual entities. It



is often rendered as "sandwiched" but incor-
rectly in some contexts. A generic term sug-
gesting a location between two or more en-
tities, e.g. simply "between", may be more
suitable in some cases.

o (~T»H %) D ((dearu) ga): This is a highly
context-sensitive particle and could mean
"but", "and", "whereas", "yet", "thus", "in
this regard/respect”, etc. connecting the
phrases before and after it to some degree
and in some way. It is often rendered as
"but/however", but expressions such as "in
this regard/respect” may be a better option in
some contexts. Moreover, the term can often
be omitted entirely.

o XtR (taisho): One of the most ambiguous
yet convenient terms to refer to something
that the writer of a text wants to refer to.
"--- in question" should be one of the most
generic English equivalents, but it can make
the translation vague. In some cases, it may
be necessary to explicitly say what the writer
wants to refer to by converting the term into
a more specific concept.

See Appendix A.3 for more details.

9.2 Differences in Routines/Legal
Restrictions between Countries/IP offices

Source: - 7RI L THoT,

AP a—XK%,
V7T ¥ ELDET ZRETE.
DI VT Ty XFERETEZ0E0%H
ET 2 HETFE,
avFyVEREaryTF Y LTRET
LREETFBL.

- BUYSHEI % 2R X 1 5 FilfEFE,
ELTHREXE 5,

TR T L

A more or less literal/mirror translation would
be something along the lines of:

TR: A program ---, the program causing a
computer to function as

---a storage means that stores a clear deck -,
--a determination means that determines
whether one clear deck can be organized -,

---a specifying means that specifies, as specific
content, content that is -, and

--a control means that causes an acquisition
screen to be displayed ---.

The following is a machine translation provided
by one of the engines.

sys: A program --- causing a computer to: store
-+~ a clear deck ---; determine *-- whether at least
one clear deck -+ can be organized ---; identify
--+, as specific content, content that is -*-; and dis-
play ‘- an acquisition screen ‘.

The term "B (means)" is not reproduced
in this translation. From a technical point of
view, "causing a computer to function as a stor-
age means that stores information" is equivalent to
"causing a computer to store information". From
the perspective of patent prosecution, some patent
practitioners choose not to use the term "means"
or any equivalent thereof (unit, portion, etc.) to
avoid means-plus-function language (see, e.g., 35
U.S.C. 112(f)), a potential cause of rejection by a
US examiner. The presence of the term "means"
would probably not produce any benefit in patent
prosecution in other IP offices where an applica-
tion can be filed in English. Thus, since the use of
the term "means" does not seem to add any value
to this claim and may cause an issue in the US, it
may be better to omit the term.

If omission, or addition in some cases, of cer-
tain terms or concepts can improve the quality of
translation from the perspective of patent prosecu-
tion in the target country/region without distorting
the content of the source text more than allowed, it
should be considered an appropriate "adjustment".

The annotators marked the aforementioned
omission of "means" as an error, namely "omis-
sion; major". From the reasons explained above,
the omission may be beneficial. Although it may
be possible to mark the omission, it should not be
marked as a major error.

Other examples of appropriate adjustments are
as follows:

« Addition/omission: "FiH & § % (character-
ized)" is a good example of a term/concept
that may be added or omitted according to the
IP office the application is filed to.

* Inconsistency vs consistency: In Japan, trans-
lating a term into multiple equivalents is
generally regarded as careless inconsistency.
Outside Japan, in some cases, rendering a
term into multiple terms in the target lan-
guage can be beneficial. For instance, the ap-
plicant can let the examiner at some IP office
choose a most suitable term for them to allow
the claim.



9.3 Annotation Issues

As noted above, human annotations contained sig-
nificant issues. The following are examples of nu-
merous issues we found in the annotations, which
were provided by one of Japan’ s most well-known
patent translation companies.

Failure to detect errors
* "the first electronic device comprises a ther-
mostat" was translated as "RiiiCss 1 EF TN
A ZRPYP—FRAX Y N TDH 5 (the first elec-
tronic device is a thermostat)"

e "to the motion state estimation unit.,

wherein"

Failure to detect relatively minor error

* Inconsistency between "operate" and "travel"
as equivalents of "ZE{T". "A vehicle travel-
ing" in a segment of a road suggests any type
of vehicle running through that segment. "A
vehicle operating" in a segment of a road may
suggest a more specific type of vehicle (e.g.
truck) operating in that segment for a specific
purpose (e.g. moving goods).

Failure to detect relatively major error

* See above discussion on "section during
which".

* The source text states "characterized in that"
in one place; the translation strongly suggests
a different place for it.

Error detected by annotator is not an error

* Stating the subject matter of a claim twice,
i.e. at the beginning and end of the claim,
was marked as a major error. This is a com-
mon claim structure in Japanese patent appli-
cations.

Minor error detected should be relatively
major error

* "said first electronic device being adapted to
respond to user instructions by changing de-
vice state" was translated to mean "said first
electronic device being adapted change de-
vice state in response to user instructions
(ZOHE 1 DBEBTFHEEIZI—FHRIET
TEREBDREZZN S 5)". While the
Japanese translation was marked as "awk-
ward: minor" for some reason, the error is
obviously a major error significantly distort-
ing the meaning of the source text.

Major error detected should be relatively
minor error (or no error)

* "A sensor, comprising”" at the beginning of
the English claim was rendered as "\ N D
RELRMN S5+t >3 —: (A sensor com-
prising the following constituents:)" at the
beginning of the Japanese claim. Although
it is not a common claim structure in Japan, a
JPO examiner would probably accept it.

Human annotation may serve as training data
for developing automatic annotation technology.
Using erroneous annotations as training data will
have negative consequences. If the annotations
above, provided by a major translation company,
represent a typical quality of human annotation in
Japan, developing accurate automatic annotation
technology in this country may encounter difficul-
ties.

10 Conclusion and Future Perspective

This paper summarizes the first shared tasks of the
patent claims translation. This year, we had 2 par-
ticipants who submitted their translation results.
Based on the human evaluation results, no sys-
tem achieved consistently strong performance in
any translation direction. However, comparisons
with automatic evaluation results and analyses of
human annotations revealed various issues, as re-
ported in this paper.

In subsequent years, building on the insights
obtained here, we aim to define a framework for
more stable and higher-quality human evaluation,
as well as to use the human annotations as training
data to develop highly accurate automatic evalua-
tion methods for patent translation.
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A Appendix
A.1 Example of Development Data

Table 7 shows examples of development data.
Each document may contain one or more claims.
Each claim is basically composed of only one sen-
tence, but it may contain line breaks for readabil-

ity.

A.2 Human Evaluation Criteria

Table 8 and 9 shows the human evaluation criteria
we used.

A.3 Extensive Discussion

The discussion in the body text on the use of
generic or specific terms and differences in rou-
tines/legal restrictions between countries/IP of-
fices will be presented below with more details.
Note that some of the content below is a reproduc-
tion of Section 9.

Use of Generic or Specific Terms
Source: "HTFLEHEEEID T ORE S N
fE & D &/ NS WIREEAERE L T 2 X[ 2l
IEXRXE e LTRATL T
" HIELEBRBEHEE HRIE, AR IR X
g%iﬁbfm5ﬁﬁ@$ﬁ®ﬁﬁﬁ%%ﬁ
L

A technically correct translation should be some-
thing along the lines of:

TR: "--- detects, as a correction target section, a
section in which the confidence information con-
tinues to remain below a preset threshold" "the
motion-state estimation unit estimates the mo-
tion state of the other vehicle traveling through
the correction target section"

Note that the discussion below focuses on the
term "[X.fH", which can be rendered into a num-

ber of terms including "section", "interval", "seg-

ment", "portion" or the like as long as it is clear
that the term refers to a physical segment of a road,
not to a time interval. From the second phrase
above stating that the other vehicle travels through
this section, it should be obvious that the section
is not a time interval.

The following are the machine translations pro-
duced by the six engines.

sysl: "--- detect, as a correction-target section, a
section during which the reliability information
remains less than the predetermined threshold"
and "the motion state estimation unit is config-
ured to estimate the motion state of the other ve-
hicle traveling in the correction-target section"
sys2: "--- detects, as a correction-target section,
a section in which the state that the reliability in-
formation is less than the predetermined thresh-
old continues" and "the motion state estimation
unit is configured to estimate the motion state of
the other vehicle traveling in the correction-target
section”

sys3: "--- detect, as a correction target section, a
period during which reliability information - is
smaller than a predetermined threshold and such
a state continues longer than a predetermined
time" and "the motion state estimation unit esti-
mates the motion state of the other vehicles trav-
eling in the correction target section"



Japanese

[FRIET]

RVIZ—=FARYA—L (al) LEERRVA YT 32— (a2) ZRIGZVBTHRONE A VT3 — MERIGV L XY TV RY -2 8HT5
FAl (A, MRV A= (b 1), BEA (b2), ROHIEH (b3) 2EETHLA (B) 22543 PHEEY L X252 -k
MR BNT,

HEA (b 2) pEEES K>, HIEA (b3) BRFEKL 0~ 2 0 DRPIHERFEMBILKEERT 1O FaFs 73 L EEET 25E 4
W7 VBT LAFAYEER (FYTAABRR Y ZVEKZNAA IR) 7oA oo A5 WETH- T, EEA (b2) RUHIER (b
3) o, FH (A) LHELH (B) ORMEICBIZB40EHED (b2): 0. 1~1EE%. (b3):0. 001 ~10HB%TH2 %2k
WMErT2PEERYL X TSR b — R MR,

[GHRIE 2]

RVZ—FARV A= (al) bEERVAY ST A= (a2) ERIGEETHELNZA VST 2 - RO L XY TFLRY~—%2EHT 5
Iﬁ%m‘ﬁ6m£Uﬁ—w(bn\§%ﬂ(bD\&Uﬂ%ﬂ(bS)%ﬁﬁ?é@kﬂ(B)#6&6¥§%ﬁvv&ymix}v—%ﬁﬁ
MR BWT,

EEA (b 2) »EEEHD—K>, HIEH (b3) BRFEK]L 0~ 2 0 DEMHBERREMRIKERE LT 2O Faxs 7L F L EE2HT 554
W7 VR LAFAEER (M) IAFBRRYZVEAZNA IR) 7oA HEETH- T, EEH (b2) RUHlEH (b
3) o, £ (A) LAl (B) ORMEICBI2840&EED (b2): 0. 1~1H8&E%, (b3):0. 001 ~10HE%TH2 Ik &F
e 2PEEEYL XV T R b~ —ERIERSY,

English

1. An aftermarket vehicle communication device engageable to a vehicle for providing location information associated with the vehicle to a V2X data stream,
the device comprising:

a housing configured to be detachably engageable to the vehicle;

a GPS circuit disposable in communication with a GPS system to receive a GPS signal therefrom, the received GPS signal being representative of a location
of the vehicle when the housing is engaged to the vehicle; and

an antenna circuit coupled to the housing and in communication with the GPS circuit, the antenna circuit being configured to receive the GPS signal from the
GPS circuit and communicate the GPS signal to the V2X data stream;

a micro computing unit (MCU) coupled to the housing and in communication with the GPS circuit and the antenna circuit, the MCU being configured to
generate an alert signal communicable to the V2X data stream via the antenna circuit, the alert signal being receivable by autonomous vehicles via the V2X
data stream to facilitate assigning a prescribed margin of separation to the vehicle to which the housing is engaged;

the GPS circuit and the antenna circuit being configured to facilitate both the receipt of the GPS signal from the GPS system and communication of the GPS

signal to the V2X data stream independent of receiving information or data from the vehicle.

Table 7: Example of development data.

n

sysd: - reliability information --- is smaller
than a preset threshold value and the state contin-
ues for a longer time than a preset time" and "the
motion state estimation unit estimates a motion
state of the other vehicle traveling in the correc-
tion target section"

(Note: There was a significant omission in this
translation and the term "X " was not repro-
duced in the first clause.)

sysS: "--- detects the interval during which the
reliability information remains below the prede-
termined threshold as a correction target interval"
and "the motion state estimation unit estimates
the motion state of the other vehicle while it is
traveling through the correction target interval”
sys6: "--- detects, as a correction target section,
a section in which reliability information - is
smaller than a preset threshold value and the state
continues for longer than a preset time" and "the
motion state estimation unit estimates the motion
state of the other vehicle traveling in the correc-
tion target section"

Both nouns "section" and "interval" on their
own could be either a physical or temporal con-
cept. In the above context, the preposition (plus
relative pronoun), i.e. "during (which)" or "in
(which)", is decisive in whether the preceding
noun will be interpreted as a physical and/or tem-
poral concept. In this context, the preposition
"in" can be said to be a more generic preposi-
tion than "during". In other words, while "a sec-
tion/interval during which" represents a temporal
concept, "a section/interval in which" can repre-
sent both temporal and physical concepts. For the
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example above, it can be said that while "during"
is incorrect, "in" is ambiguous (i.e. can be inter-
preted in more ways than one) yet potentially cor-
rect (i.e. encompasses the correct meaning). Al-
though the latter clause " Hif ic ¥ B LK REHE & 5
W& - ATRCARIEN R X 2 EAT LT S AR
T o JEHIKEE % H#EF L (the motion-state esti-
mation unit estimates the motion state of the other
vehicle traveling through the correction target sec-
tion)" provides enough information to determine
if the "section" is a physical or temporal concept,
such a determination cannot be made solely from
the former phrase "HIFLIE B E D T ORE S
NTBRIME L D & /NZWIRRED AR L T 2 [XFH
PRIEMRXE E UTHRAI L T (- detects, as
a correction target section, a section in which the
confidence information continues to remain below
a preset threshold)".

From the above, it is conceivable that if a set
of information comprising one or more words is
ambiguous and remains ambiguous even with ref-
erence to other information that are processed to-
gether with said information, it is better for the en-
gine to choose one or more generic terms that keep
the interpretation of the information open-ended.
Moreover, if an engine is equipped with auto-
correct function, it is also conceivable that the en-
gine flags such ambiguous information while tem-
porarily providing a generic term to it, then after



processing other sections, refers back to it to ex-
amine if a more specific, context-suited term can
be provided.

Let us examine the present case from the per-
spective patent rights. Even if the preposition "in"
may render the first instance of "section" ambigu-
ous, the latter clause will clarify the meaning of
the term. Thus, an examiner, or a judge or oppo-
nent in a court case, will understand the meaning
of the term and there will be no clarity-related re-
jection (35 U.S.C. 112 (b)) or dispute due to the
ambiguity of the term. The meaning of a term
or concept in a claim is often interpreted in view
of the overall technical feature that is set forth by
the claim as a whole. Choosing a specific term is
preferable if the concept including the term is un-
ambiguous, but if a concept is ambiguous, choos-
ing a generic term may increase the chance of the
concept being interpreted correctly.

More than one human annotators, who were ex-
posed to the concept that the "section" is a segment
of a road on which a vehicle travels, did not leave
any annotation to the expression "a section during
which". The expression "as a correction target sec-
tion, a period during which" was marked with the
annotation "inconsistency: major”, but this prob-
ably refers to the inconsistency between "section"
and "period", not to the semantic/technical inaccu-
racy.

The following are just a few examples of am-
biguous terms that are often used in patent-related
documents.

e PiE N B (hasamareru): The term means
an either physical or conceptual entity be-
ing interposed or held between one or more
other physical or conceptual entities. A patty
held by a bun, an interval between the first
and second halves of a concert, Chomsky ~ s
thoughts between Marks * s and Fodor s, an
insulator between and in contact with or with
a gap to two layers, Jupiter in relation to Sat-
urn and Mars or even in relation to Uranus
and Earth, a river flowing between banks, or
any such concept can be described using £ %
#1%. The term is often translated as "sand-
wiched (between ---)", but obviously the ex-
pression can be misleading or incorrect in
some context. In a context in which the spe-
cific manner of interposition can be, or in-
tended to be, interpreted in more ways than
one, a specific term such as "sandwiched"
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should be avoided.

(Needless to say, however, that a specific
term such as "held (between)" should be cho-
sen if $EF 415 focuses on the concept of
an entity being physically held by other en-
tity/entities. Inappropriate ambiguity may
lead to abstract ideas, hence to clarity-related
issues in patent prosecution or litigations.)

(~TdH 3) D ((dearu) ga): This is a highly
context-sensitive particle and could mean
"but/however”, "and", "whereas", "yet",
"so/thus”, "in this regard/respect”, etc. con-
necting the phrases before and after it to some
degree and in some way. The particle is of-
ten used in office actions issued by the JPO
in the context of, for example: "Rk 112
F~PEEWMI T VRV, L 2 121
SLE XN T WS (Document 1 does not dis-
close ‘- but document 2 does)"; "k 1 1%
AAZELE L TV 2%, SCHR 2 12 BB %tk
LTED, Mi#EZHAGDE D ZLIZES
T® % (Document 1 discloses AA, whereas
document 2 discloses BB, and it would be
easy to combine the two)"; or "AJHIX CCA
LR L TWS A, #1113 CCB &Rtk
LTHED, k1L IZAEFERZHR LT
W 525 LW (The present application sets
forth CCA. In this regard, document 1 dis-
closes CCB and can be regarded as disclosing
an equivalent of the invention of the present
application)". Note that the generic concept
"in this regard" may replace "but" and "and"
in the first two example sentences. Moreover,
it may be possible to entirely omit "23" and
say "Document 1 does not disclose *--. Doc-
ument 2 does”, “Document 1 discloses AA;
document 2 discloses BB; it would be easy
to combine the two", and "The present appli-
cation sets forth CCA. Document 1 discloses
CCB and can be regarded as disclosing an
equivalent of the invention of the present ap-
plication."

YR (taisho): This is probably one of the
most ambiguous yet convenient terms to
refer to something that the writer of a text
wants to refer to. The term could mean
"target", "+ in question", "destination",
"--- to be", "subject", "object", etc. In this
research, an engine translated "fifi IE F R X



fil" as "correction target section". Although
the translation is not erroneous, a more
accurate and natural rendition would be
"a section to be corrected" or "a segment
subject to correction".

In some cases, it may be necessary to ex-
plicitly say what the writer wants to refer to
by converting the term into a more specific
concept. For instance, in an invention in
which a tune is differentiated from the tune
being analyzed and the analyzed tune is
referred to as XT5ZEH (literally, e.g. "the
tune in question"), it may be better to refer
to this tune as "the tune being analyzed".
This is the case where use of a generic
term does not work and it is better to use a
more specific term, which may involve some
additional/supplemental/complementary
concepts.

Differences in Routines/Legal Restrictions
between Countries/IP offices

Source: -+ BT L THo T,
aVVa—&%E,

V7T FELET SRLETFE.
DI VT Ty FEFRTEZ20E»%H
ET 2 HETFE,

Ay FYVEREaAY TV LTRETY
LREETFEL.

- BUSHE % 2R X 1 5 FilEFEL,
ELTHREXE 5,

A= S/ VNS

A more or less literal/mirror translation would
be something along the lines of:

A program -, the program causing a computer
to function as

---a storage means that stores a clear deck -,
-'a determination means that determines
whether one clear deck can be organized -,

---a specifying means that specifies, as specific
content, content that is -+, and

--a control means that causes an acquisition
screen to be displayed *--.

The following are the machine translations pro-
duced by the six engines.

sysl: A program - causing a computer to:
store -** a clear deck ‘--; determine ‘- whether
at least one clear deck ‘- can be organized -**;
identify---, as specific content, content that is -*-;
and display ‘- an acquisition screen .

sys2: A non-transitory computer-readable
medium storing instructions causing a
computer to: store ‘- a clear deck -*-; determine
.- whether one clear deck ‘- can be organized;
identify -+, as specific content, content -*-; and
cause an acquisition screen ‘- to be displayed
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sys3: A program -

causing a computer to function as:

a storage means for storing ‘- a clear deck;

a determination means for determining
whether a clear deck - can be organized;

a specifying means for specifying -+, as specific
contents, contents that are'--; and

a control means for displaying - an acquisition
screen “-.

sys4: Program ---, wherein a storage means
for storing a clear deck ‘- the computer *-; a
determination means for determining whether or
not one clear deck ‘- can be organized ‘-; and,
the control unit causes (the player) to function
as: a specifying unit that specifies content *** as
specific content; and a control unit that causes
-+ to display an acquisition screen *-.

sys5: A program ‘- (comprising:)

a computer configured to function as:

a memory means for associating (each quest)
with a cleared deck -*-;

a judgment means for determining ‘- whether
their owned content is sufficient to assemble ---;
a specification means for identifying ‘- the
content items - as specified content items; and
a control means for displaying - an acquisition
screen .

sys6: (Omission --) storing a clear deck ---;
determining whether or not a clear deck ‘- can
be organized ---; identifying, as specific content,
content that is ---; and causing an acquisition
screen ‘- to be displayed ---.

In Japanese patent-drafting routines, it is com-
mon to repeat the subject matter of a claim at the
end of the claim, as it can be seen in the above
text where the term "7’ 1 2 L (program)" ap-
pears at the beginning and the end of the claim. In
view of how applications are drafted in English-
speaking countries/regions, this repetition should
not be reproduced in an English translation. In this
regard, most of the engines seem to have managed
to adopt a relatively correct sentence construction
without such repetition.

Some engines (see Sys 1, Sys2, and Sys6) omit-
ted the term "Bt (means)" from the translation.
This omission may be evaluated from a techni-
cal point of view as well as from the perspective
of patent prosecution. From a technical point of
view, "causing a computer to function as a stor-
age means that stores information" is equivalent to
"causing a computer to store information". Both
expressions mean that a computer having a mem-
ory is caused to store information in the mem-
ory. From the perspective of patent prosecution,
some patent practitioners choose not to use the
term "means" or any equivalent thereof (unit, por-
tion, etc.) to avoid means-plus-function language
(see, e.g., 35 U.S.C. 112(f)). Means-plus-function
language may benefit the applicant under certain



conditions but may also narrow the scope of the
claim, especially in the US. In other countries and
regions where it is possible to file an application in
English, the omission of the term "means" would
probably not result in any disadvantage for the ap-
plicant. So, for the current case, since the use of
the term "means" does not seem to add any techni-
cal value to the claim, it may be better to omit the
term at least in terms US drafting routines. From
the above, it can be said that omission of certain
terms or concepts, which may be called an appro-
priate "adjustment”, may enhance the quality of
translation from the perspective of patent prose-
cution. Similar adjustments can often be seen in
more general writing. For example, a meaning-
ful translation of the phrase "I am all ears" will be
distant from a literal/mirror translation. Transition
of a phrase from one sprachbund to another may
require an appropriate adjustment. The value of
a patent application is bound to the routines and
legal restrictions exiting in the country/region in
which the application is filed. When evaluating the
quality of patent translation, the value of an appro-
priate adjustment should be taken into account in
view of the routines and legal restrictions in the
country/region to which the translation is destined
to.

The annotators marked the aforementioned
omission of "means" as an error in the form of
"omission; major". From the reasons explained
above, the omission may be beneficial, and al-
though it may be possible to mark the omission
as an error, the error should not be marked as "ma-
jor".

Other examples of appropriate adjustments are
as follows:

* Addition/omission: H#f# (characteristic fea-
ture) is a good example of a term that may
be added or omitted according to the IP office
the application is filed to. The term means the
characteristics of an invention that make the
invention novel and inventive over prior art.
Some IP offices may request that the charac-
terizing potion (e.g. novel engine) of a claim
be distinguished from the part of the claim
adopting prior-art (e.g. any automobile) by
using the term "

* Inconsistency vs consistency: As a general
rule, a term used in a claim should be used
consistently throughout the claim and in its
dependent claims. In Japanese practice, a
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term that is used in the specification (e.g. &
% (e.g. audio)) and that corresponds to the
term in the claim (e.g. 18+ (sound signal))
is often also used consistently throughout the
specification. Translating %% into two or
more terms (audio, acoustic, voice, etc.) may
be considered careless inconsistency. How-
ever, &2 encompasses a wide range of con-
cepts and different examiners in certain IP of-
fices may have different word choice prefer-
ences. Translating &% into different equiv-
alents and amending the claim according to
the examiner ’ s preferred word choice may
render the prosecution smoother.



Top Category

Mid Category

Sub Category

Description

Example

Accuracy

Addition

Omission

Untranslated
text
Mistranslation

(Mistranslation)
(Mistranslation)

(Mistranslation)

(Mistranslation)

(Mistranslation)

Numerals /
Symbols
Article

Incorrect
pendency

Unknown de-

pendency

Ambiguity

Translation includes infor-
mation that is not present in
the source and that is not
supposed to be included.
Translation is missing con-
tent from the source and the
omission is inappropriate.
Source text has been left
untranslated.

Translaiton does not accu-
rately represent the source.

Translation errors related to
numerals and symbols.
Incorrect use of articles

The adjective phrase or par-
allel structure has an in-
correct dependency (please
point out the correct depen-
dency)

The dependency structure
of the source is not main-
tained.

The translation is more am-
biguous than the source text
(e.g. the source text can
be interpreted in two ways,
whereas the translation can
be interpreted in three or
more ways).

A translation includes portions of another
translation that were inadvertently pasted
into the document.

A paragraph present in the source is missing
in the translation.

A sentence in a Japanese document trans-
lated into English is left in Japanese.

A source text states that a medicine should
not be administered in doses greater than
200 mg, but the translation states that it
should be administered in doses greater
than 200 mg (i.e., negation has been omit-
ted).

3000 is translated as 30000

A translation uses "a" for the item which ap-
pears for the second time.

A of B, and C is translated as A of B and C
(the dependency of C is incorrect)

said drive link being formed of one integral
metallic piece = BXEj ) > 7 12BWT, —
KRIED BB 557D

Fluency

Punctuation

Spelling
Grammar

Register

Inconsistency

Character
coding

en-

Incorrect punctuation (for
locale or style, including
improper sentence division,
since patent claims must be
written in one sentence).

Incorrect spelling or capi-
talization.

Problems with grammar,
other than orthography.
Wrong grammatical regis-
ter (eg, inappropriately in-
formal pronouns).

Internal inconsistency (not
related to terminology)

Characters are garbled due
to incorrect encoding.

1) An English text uses a semicolon where
a comma should be used. 2) A two-digit
year reference begins with an open single
quote instead of a close single quote (apos-
trophe). 3) A Greek text uses a question
mark instead of the anticipated semicolon
to express a question. 4) German quota-
tion marks are carried over into English or
French target content.

The German word Zustellung is spelled
Zustetlugn.

An English text reads “The man was seeing
the his wife.

A formal letter uses contractions, collo-
quialisms, and expressions characteristic of
spoken rather than written language, and
those elements come across as less serious
than intended.

1) One part of a text is written in a clear,
“terse” style, while other sections are writ-
ten in a more wordy style. 2) The same
text recurs at several points in a large docu-
ment that has been divided up and submit-
ted to multiple translators, with the result
that that text is translated in three different
ways, which can involve different style as
well as terminology or register differences.
A text document in UTF-8 encoding is
opened as ISO Latin-1, resulting in all “up-
per ASCII” characters being garbled.

Table 8:

Human Evaluation Criteria.
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Top Category |Mid Category |Sub Category |Description Example
Terminology  |Inappropriate Terminology is  non-|The word ’river’ in an English source text is
for context standard or does not fit|translated into French as ’riviere’ . But the
context. river in question flows into the sea, not into
a lake or another river, so the correct French
translation should have been ’ fleuve’.
Inconsistent Terminology is used incon- | The text refers to a component as the "brake
use sistently. release lever’, ’brake disengagement lever’
, “manual brake release’, and *manual dis-
engagement release’.
Style Awkward Translation has stylistic| A text is written with many embedded

Other

problems.

Any other issue.

clauses and an excessively wordy style.
While the intended meaning can be under-
stood, and the text is grammatically correct,
the text is very awkward and difficult to fol-
low. “ However, a personal language vari-
ety (in such approaches called “idiolect )
usually is internally heterogeneous (it varies
in particular according to different situa-
tions and/or media) and therefore not suit-
able to serve as the smallest unit of linguis-
tic variation, whereby in contrast, idiolects
according to the framework developed in
this document, are homogeneous by defini-
tion, whereas personal varieties are sets of
idiolects. ”

Source error

An error in the source.

Non-translation

Impossible to reliably char-
acterize distinct errors.

Table 9: Human Evaluation Criteria (contd.).
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Abstract

The Ehime University team participated in
the Japanese-to-English Patent Claim Trans-
lation Task at WAT 2025. We experimented
with (i) Judge and Refinement, (ii) Specialized
Prompting, and (iii) Few-Shot Prompting. We
used GPT-5 as the LLM. Evaluation based on
the LLM-as-a-Judge framework confirmed im-
provements for (i), while (ii) and (iii) showed
no significant effects. On the other hand, the
official human evaluation indicated that the
translation quality of method (i) decreased.

1 Introduction

In patent documents, patent claims represent a
critically important section defining the scope of
rights. Patent claims often consist of extremely
long sentences with complex structures, making
it difficult to translate them while maintaining
correct legal interpretation. Additionally, select-
ing appropriate translations for patent-specific ex-
pressions and technical terminology presents chal-
lenges. The emergence of large language models
(LLMs) in recent years has enabled machine trans-
lation to achieve results surpassing existing tasks.
In the patent claim translation task, Azami et al.
(2025) performed continued pre-training and fine-
tuning of publicly available LLMs using parallel
patent-translation data. However, human evalua-
tion was not conducted for patent claim transla-
tions, leaving the challenges in patent claim trans-
lation unclear.

This paper describes the Ehime-U team’s
Japanese-to-English translation system for the
WAT2025 patent claim translation task. We im-
plemented three approaches in our LLM-based
translation system. First, to address the issue that
the challenges in patent claim machine translation
have not been clearly identified, we introduce (i)
Judge and Refinement based on the method of
Chen et al. (2024) and (ii) Specialized Prompt-

Isao Goto
Ehime University

goto.isao.fn@ehime-u.ac. jp
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ing . Furthermore, to improve terminology selec-
tion and consistency, we search training data for
usage examples and employed them as (iii) Few-
Shot training. We use GPT-5 as the base LLM.
Evaluation using the LLM-as-a-Judge framework
confirmed the effectiveness of (i) Judge and Re-
finement. However, (ii) Specialized Prompting
and (iii) Few-Shot showed no discernible effect.
On the other hand, the official human evaluation,
which assessed only method (i), showed no im-
provement of method (i). This result indicates that
the performance of the LLM-as-a-Judge frame-
work was not sufficient in this case. Although the
three methods evaluated in this study improved
surface-level quality errors, we observed an in-
crease in errors related to the fidelity of the orig-
inal patent claims. This suggests that, when con-
straints are imposed through prompting, the LLM
used in this work struggles to satisfy those con-
straints without degrading the overall fidelity of
the content.

2 System Description

In this section, we describe the three techniques in-
corporated into our system: Judge and Refinement,
Specialized Prompting, and Few-Shot.

2.1 Judge and Refinement

Judge and Refinement (Judge&Refinement) con-
sists of three processing stages, and the procedure
of each stage is described in order.

(1) Base Translation The Japanese patent claims
are translated by an LLM on a per-claim basis
while preserving line breaks. We defined a
PROMPT_POLICY for the model as follows:

* Ensuring fidelity to the source text,
including prohibiting additions, omis-
sions, changes in legal meaning or legal
scope, alterations of dependencies, and
modifications of numerical values;

Proceedings of the Twelfth Workshop on Asian Translation (WAT 2025), pages 16-29
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* Enforcing the distinction between inde-
pendent claims, which are written with-
out referencing preceding claims, and
dependent claims, which must explicitly
reference preceding claims;

 Standardizing punctuation;
e consistent antecedent references;

* complete preservation of numerical val-
ues, units, and formulas;

* consistent terminology across technical
domains.

After that, We instructed the model to trans-
late Japanese patent claims into U.S.-style
English claims by using the policy as the per-
sona of a professional patent-claim translator.
In addition, we instructed the model not to
add any annotations and to avoid any addi-
tion, omission, splitting, or merging of con-
tent. The detailed prompt is shown in Fig-
ure 1 in Appendix A. This method is called
as Base Translation.

(2) Judge Using the source text and the generated
translation, an LLM as a Judge evaluates the
translation quality. The evaluation is con-
ducted across the six criteria (Table 1), and an
overall score (0-100 points) is calculated by
averaging them equally. The detailed prompt
is shown in Figure 3 in Appendix A.

(3) Refinement Without using any reference
translations, the model is instructed to au-
tomatically extract and organize translation
errors from the evaluation report, and then
retranslate accordingly. From the LLM
evaluation results obtained in (2), the model
performs knowledge distillation to generalize
the insights useful for refinement. Instead of
focusing on specific errors (e.g., individual
grammar or lexical mistakes), it abstracts
recurring error patterns and systematic weak-
nesses into generalized categories, which
serve as revision policies for refinement.
Since the goal is to apply generic rather than
case-specific corrections, all specific and
unique information are removed, and each
error is labeled according to one of the six
categories used in (2). Common patterns
within each category are then rewritten into
rule-like sentences, typically following a
two-part structure: “Symptom — Expected
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Form.” For example: Symptom: “Range
expressions use ‘X-Y’.” Expected Form:
“Write ‘X to Y’ in ascending order.” This
design clarifies the purpose of the correc-
tion while avoiding semantic changes or
redundant fixes.

we provide the extracted evaluation results,
the Japanese source text, and the Base Trans-
lation as input to the LLM, expecting it to
produce an English output with only minimal
modifications. Here as well, we instructed
the model to translate the text into U.S.-style
English patent claims, in the same manner as
in the Base Translation. The detailed prompt
is shown in Figures 4 and 5 in Appendix A.

2.2 Specialized Prompting

In this section, we describe three methods for im-
proving the translation prompts introduced in Sec-
tion 2.1 to achieve translations that adhere more
closely to U.S. claim conventions.

Specialized Base Translation

Instead of the simple instruction in Section 2.1
(1), “Translate into U.S. claim style,” we adopt a
strict audit-based translation prompt. The main re-
visions are as follows:

¢ Pre-output audit (SILENT QA): The model
self-verifies claim type, numbers/units, an-
tecedents, and sentence structure before out-
put.

* Stronger output constraints: Restriction to
ASCII only, single-sentence structure, and en-
forcement of “colon + semicolon + ; and”
pattern.

* Explicit prohibitions: Elimination of
“and/or,” non-ASCII symbols, ambiguous
pronouns, and unnecessary respectively.

* Fixed terminology and style: Explicit en-
forcement of standard phrases such as “ap-
paratus,” “configured to,” and “equal to or
greater than ...”.

This enables the translator to function simultane-
ously as a self-auditing agent, ensuring both legal
and structural consistency. The detailed prompt is
shown in Figure 6 in Appendix B.

Select of Evaluation Results
The phase that extracts only the information nec-
essary for refinement from the evaluation output is



Criterion

Description

fidelity_legal scope
us_style structure
numbers_units ranges
antecedent dependency
terminology
naturalness

Fidelity to legal scope and limitations

Conformity to the format and structure of U.S. patent claims
Accuracy of numbers, units, ranges, and formulas
Consistency of antecedents and referential dependencies
Accuracy and consistency of terminology

Naturalness and readability of expressions

Table 1: Evaluation criteria used in the LLM-as-a-Judge framework.

Development Data Test Data
Number of patents 13 26
Number of claims (sentences) 19 70

Table 2: number of claims

redesigned as a systematic error-category extrac-
tion prompt as follows:

* Priority of extraction: Fidelity > depen-
dency > numbers/units > legal format.

* Controlled output volume: Limited to 10—
15 representative issues, merging duplicates
and superficial errors.

* Unified output format: Exampled as
“Symptom > Expected Form” structure.

* Noise filtering: Extraction limited to essen-
tial issues that affect legal meaning.

This allows the system to identify the core issues
to be fixed in refinement using the evaluation re-
sults. The detailed prompt is shown in Figure 7
Appendix B.

Refinement
In the refinement phase, a minimal-edit policy is
introduced to suppress overcorrection.

* Two-layered objective: (1) Maximize se-
mantic and legal consistency, (2) Preserve n-
grams for minimal editing (BLEU retention).

Limited edit scope: Revise only the portions
listed in “Issues to fix.”

Format revalidation: Re-enforce the U.S.
claim structure (colon, semicolon, “; and”,
single-sentence rule).

Local correction policy: Prohibit any
rephrasing beyond essential grammatical cor-
rections.
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Through this approach, refinement is defined not
as a full rewrite but as a localized legal correction
phase. The detailed prompt is shown in Figure 8
in Appendix B.

2.3 Few-shot Prompting

We extend the method described in Section 2.1 by
incorporating a few-shot mechanism (Brown et al.,
2020) using translation examples based on FAISS
(Douze et al.,, 2024) and SentenceTransformer
(Reimers and Gurevych, 2019). FAISS is a high-
speed library for vector similarity search, designed
to efficiently retrieve “similar vectors” from large-
scale vector datasets. When constructing the
FAISS index, we use bilingual Japanese—English
sentence pairs from the Patent Cooperation Treaty
(PCT) route portion of the JaParaPat (Nagata et al.,
2024) corpus, which is the training data for this
task. Under the PCT route, a single international
patent application is submitted to multiple national
offices through translation, making the resulting
multilingual publications effectively parallel. Be-
cause these pairs represent direct translations of
the same application, they can be regarded as
highly reliable parallel data.

The Japanese claim sentences are embedded us-
ing the multilingual sentence embedding model
(intfloat/multilingual-e5-base), enabling the sys-
tem to evaluate semantic similarity between sen-
tences based on cosine similarity. Consequently,
for a given input claim, semantically similar
Japanese—English pairs can be efficiently retrieved
and utilized as reference examples in few-shot
translation. Few-shot prompting is applied to the



System LLM as a judge score (%)
Base Translation 91
Base Translation + Judge&Refinement 92
Specialized Prompting 80
Specialized Prompting + Judge&Refinement 84
Few-shot (sentence) 84
Few-shot (sentence) + Judge&Refinement 84
Few-shot (sentence) + Specialized Prompting 78
Few-shot (sentence) + Specialized Prompting + Judge&Refinement 79
Few-shot (term) 78
Few-shot (term) + Judge&Refinement 83
Few-shot (term) + Specialized Prompting 82
Few-shot (term) + Specialized Prompting + Judge&Refinement 83

Table 3: Evaluation results based on LLM as a judge for the test data

System COMET BLEU
Base Translation 84.59 53.81
Base Translation + Judge&Refinement 84.95 48.89
Specialized Prompting 85.35 56.55
Specialized Prompting + Judge&Refinement 85.48 55.64
Few-shot (sentence) 84.45 50.09
Few-shot (sentence) + Judge&Refinement 84.67 5143
Few-shot (sentence) + Specialized Prompting 85.14 53.88
Few-shot (sentence) + Specialized Prompting + Judge&Refinement 85.08 52.43
Few-shot (term) 85.01 53.54
Few-shot (term) + Judge&Refinement 84.97 51.92
Few-shot (term) + Specialized Prompting 85.16 52.92
Few-shot (term) + Specialized Prompting + Judge&Refinement 85.15 52.21

Table 4: Evaluation results based on COMET and BLEU for the development data

translation and refinement stages.
Two types of few-shot examples are used in this
study:

Sentence-Level Example The first method per-
forms cosine similarity search against the
FAISS index built from full-sentence vectors.
The top three most similar Japanese—English
pairs are retrieved and inserted into the trans-
lation prompt as few-shot (sentence) exam-
ples.

Term-Level Example To retrieve translation ex-
amples including important terms in the
source sentence, the second method uses the
LLM to extract three terms from the input
sentence and uses them as queries. These
queries are used for FAISS retrieval, and the
retrieved bilingual sentence pairs are orga-
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nized into a few-shot sentence. This method
is referred to as few-shot (word) in the follow-
ing evaluation.

Additionally, both of these few-shot methods
are combined with the specialized prompt de-
scribed in Section 2.2 for comparative evaluation.
The detailed prompt is shown in Figure 9 in Ap-
pendix C.

24 LILM

In this system, we use OpenAl’s GPT-5' as the
underlying LLM.

2.5 Dataset

We use the official development and test data pro-
vided for the WAT 2025 “Patent Claims Transla-
tion / Evaluation Tasks”. The development data

"https://platform.openai.com/docs/models/gpt-5


https://platform.openai.com/docs/models/gpt-5

consist of source-language patent claims and their
corresponding translations, whereas the test data
contain only the source-language patent claims.
We show the number of patent and patent claims
for each data point in the Table 2. In addition, we
use data from JaParaPat for the Few-Shot Prompt-
ing. JaParaPat is a large-scale Japanese—English
parallel corpus aligned between Japanese and En-
glish patent application documents. It consists of
approximately 107 million Japanese—English sen-
tence pairs automatically extracted from patent
document families filed between 2016 and 2020,
and includes metadata such as application-type la-
bels and document IDs. From this corpus, we used
only the sentence pairs whose document IDs cor-
respond to claim sections.

3 Evaluation

3.1 Our Evaluation

Patent claim translation involves very long and
syntactically complex sentences, making it dif-
ficult to fully understand the structure of each
claim. Furthermore, accuracy must be preserved
across multiple dimensions—not only in mean-
ing but also in legal scope and technical termi-
nology—thus, existing automatic evaluation meth-
ods struggle to precisely assess translation ade-
quacy. In contrast, LLM-as-a-Judge, which evalu-
ates translations using an LLM, is expected to con-
sistently assess the appropriateness of translations
across all parts of a long sentence. Therefore, we
employ the LLM-as-a-Judge as our primary evalu-
ation method. The evaluation criteria are the same
as those defined in Section 2.1 (2).

For evaluation, we use the test dataset described
in Section 2.5, which does not include reference
translations. The results are shown in Table 3.
The Judge&Refinement configuration achieved a
higher score than the Base Translation. On the
other hand, the Specialized Prompting score was
lower than the baseline, and both Few-shot (sen-
tence) and Few-shot (term) also showed lower
scores than the baseline. Therefore, the effective-
ness of these few-shot and specialized prompting
methods was not confirmed.

For reference, Table 4 presents the results of
automatic evaluation using the COMET (wmt22-
comet-a; Rei et al., 2022) and BLEU (sacrebleu;
Post, 2018) metrics. These scores were calculated
using the development dataset, which includes ref-
erence translations, instead of the test dataset.
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3.2 Official Evaluation

As the official evaluation for WAT 2025, the task
organizers conducted human assessment. Man-
ual error annotations and evaluation scores were
assigned to each source sentence and its trans-
lated output by human evaluators. FError anno-
tations were assigned to problematic segments
based on error categories such as mistransla-
tion, omission, and hallucination, with each er-
ror being labeled for severity (major or minor).
In addition, an official score out of 100 points
was assigned to each sentence. After assigning
evaluation priorities to the translation results of
the test data and submitting all results shown
in Table 2, two systems—Base Translation and
Judge&Refinement—were evaluated by the orga-
nizers. For each system, the 28 sentences out of
the 70 test sentences were evaluated by humans.
The official human evaluation results for error cat-
egories and average scores are presented in Tables
5 and 6. Compared with the Base Translation,
the number of major errors in the Refinement out-
put increased from 18 to 42, and the number of
minor errors increased from 119 to 150. There-
fore, the total number of errors increased from
137 to 192. In addition, the average score de-
creased from 86.07 for Base Translation to 81.60
for Judge&Refinement.

4 Analysis
4.1 Analysis Based on the Official Evaluation

We analyze the reasons why Judge&Refinement
received lower evaluation scores than Base Trans-
lation While surface-level errors—such as gram-
matical errors and punctuation issues involving the
use of commas and semicolons—were improved,
no improvements were observed for other types
of errors. In particular, substantial increases were
observed in hallucination, omission, and mistrans-
lation errors, indicating a rise in errors related to
the fidelity of the original patent claims. However,
many of the mistranslation errors were attributable
to article-related issues, such as incorrect selection
of “a” or “the” and omitted articles. When these ar-
ticle errors are excluded, the number of remaining
mistranslations becomes much closer, with 11 for
Base Translation and 13 for Judge&Refinement.
Although the change in the number of these errors
was not large, many errors related to terminology
consistency and contextual inappropriateness were
also observed.



Base Translation ~ Judge&Refinement

Error Category Major Minor  Major Minor
Omission 8 13 24 14
Terminology Consistency 1 33 0 36
Grammar 1 8 2 1
Mistranslation 5 18 7 25
Other 0 2 0 5
Contextually Inappropriate 3 11 2 14
Hallucination 0 10 5 34
Source Text Error 0 3 1 2
Punctuation 0 17 0 8
Lack of Consistency 0 0 0 4
Awkward Expression 0 4 0 5
Article Error 0 0 1 2
Total Errors 18 119 42 150
Total (Major+Minor) 137 192

Table 5: Official human evaluation results (number of error categories).

Base translation

Judge&Refinement

Average score

86.07

81.60

Table 6: Official human evaluation results (average score)

In the Judge&Refinement method, the initial
translation is evaluated using the LLLM-as-a-Judge
framework, and the output is refined based on the
abstract error types extracted from the evaluation
report. In addition to the strict U.S.-style con-
straints defined in the PROMPT_POLICY used
for the Base Translation, the model is explicitly in-
structed to revise the English text in accordance
with the identified issues. As a result, while
surface-level improvements were made—such as
corrections to grammar and punctuation, better
adherence to U.S. claim style, and the introduc-
tion of common expressions used in patent transla-
tion—we consider that there was also an increase
in errors related to loss of fidelity to the origi-
nal text, including incorrect scope or comparison
direction, erroneous antecedent references (mis-
translations), the addition of elements not present
in the source (hallucination), and the omission
of obligatory elements (omission). In particular,
the refinement step appears to prioritize produc-
ing well-formed English over maintaining strict fi-
delity to the source text, as it tends to rewrite the
entire sentence rather than apply minimal edits.

A comparison between the official evaluation
and the LLLM-as-a-Judge evaluation shows that, al-
though the score for Judge&Refinement improved
under the LLM-as-a-Judge framework, its transla-
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tion quality deteriorated in the human evaluation.
Therefore, it was confirmed that the performance
of the LLLM-as-a-Judge framework was not suffi-
cient in this study.

4.2 Analysis of Results Not Assigned Official
Evaluation

For Specialized Prompting and Few-Shot Prompt-
ing, we conducted our evaluation using the
LLM-as-a-Judge framework. @ Compared with
Judge&Refinement, Specialized Prompting and
Few-Shot Prompting improved consistency with
U.S. patent-claim style, the naturalness of the
English output, and the stability of terminol-
ogy and unit expressions. As a result, their
scores for us_style_structure and naturalness in
Table 1 increased. However, incorrect modifica-
tions of claim scope and the insertion of erro-
neous dependency relations led to decreases in
fidelity_legal_scope and antecedent_dependency
scores. In Specialized Prompting, the model
is strongly biased toward producing “natural En-
glish” and adhering to “U.S. claim style” whereas
essential aspects of patent translation—such as
structural preservation and legal fidelity—tend to
degrade. We consider that this imbalance led to
lower LLM-evaluation scores. Similarly, Few-
Shot Prompting showed improvements in stylis-



tic aspects of the translation, including punctua-
tion placement, element enumeration, lexical con-
sistency such as the use of “configured to,” and sta-
bilization of U.S.-claim-specific sentence patterns.
However, while Few-Shot Prompting improves
stylistic consistency and terminology, we consider
that it is strongly influenced by the structural bias
of the retrieved examples, causing structural dis-
tortions in the translated output—such as reorgani-
zation of elements, shifts in clause positions, and
unnecessary insertions of wherein. These issues
likely resulted in substantial score reductions in
the fidelity and antecedent_dependency categories
of Table 1. We consider that the performance of
Few-Shot Prompting declined relative to Special-
ized Prompting because the model was heavily in-
fluenced by the complexity of the retrieved exam-
ples. This influence led to several structural dis-
tortions, such as subtle alterations of numerical
and range expressions, shifts in the positions or
antecedents of modifiers and conditional clauses,
the splitting of a single original element into mul-
tiple parallel components, and the unnecessary in-
sertion of wherein clauses. Since these distortions
are treated as structural deviations from the source
text in the evaluation, substantial penalties were
applied to the fidelity and antecedent dependency
categories.

Based on our analysis, when constraints are im-
posed on the LLM through prompting, it is dif-
ficult for the model used in this study to satisfy
those constraints without reducing the overall fi-
delity of the content, indicating that this remains
an important challenge for future work.

5 Conclusion

For patent claim translation using LLMs, we
explored three different approaches. = Among
them, Judge and Refinement successfully im-
proved the evaluation scores under the LLM-
as-a-Judge framework. the other two ap-
proaches—Specialized Prompting and Few-shot
did not show any improvement in the LL.M-as-a-
Judge evaluation. In the official human evaluation,
the comparison between Judge and Refinement
and Base Translation showed that the total number
of errors increased, and the average score dropped
from 86.07 for Base Translation to 81.60 for Judge
and Refinement, confirming that human-evaluated
quality declined. This result indicates that the
performance of the LLM-as-a-Judge framework
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was not sufficient in this study. The analysis
showed that although the three methods improved
surface-level quality errors, they also led to an in-
crease in errors related to the fidelity of the origi-
nal patent claims. When constraints are imposed
on the LLM through prompting, it is difficult for
the model used in this study to satisfy those con-
straints without reducing the overall fidelity of the
content, making this an important challenge for fu-
ture work.
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A Prompt for Judge and Refinement

You are a professional Japanese-English translator for patent claims.

Follow the full policy below strictly. Translate the single input line into exactly one line of
US-style claim English.

Return only the translation (no notes). Do not add/omit/split/merge content.

Figure 1: System Prompt for Base Translation

Translate this single Japanese claim line into English:

Figure 2: User Prompt for Base Translation

You are a meticulous patent-claim reviewer. Evaluate an English translation (PRED) against the
original Japanese claim (JA) with NO reference translation.

Rubric categories (each 0-100; all categories have equal weight):
- fidelity_legal_scope

- us_style_structure

- numbers_units_ranges

- antecedent_dependency

- terminology

- naturalness

Output MUST be valid GitHub-flavored Markdown with the following sections:

Findings (>= min_findings items)

- Bullet list of concrete issues or confirmations (legal style, fidelity,
numbers/units/formulas/ranges, terminology consistency, antecedent  basis, dependency,
punctuation/format, naturalness).

- Each item starts with a label like [Fidelity], [Numbers/Units], etc., and quotes the exact
snippet(s) from JA/PRED.

Fix Suggestions
- Bullet list mapping to the Findings, each with a minimally-edited corrected English fragment.
- Preserve scope; do not introduce new elements.

One-line Verdict
- One sentence stating whether the PRED is acceptable for filing.

Subscores

Provide a JSON code block with EXACT keys and integer values 0-100:
"''Jjson

{{ "fidelity_legal_scope”: 0,

"us_style_structure”: 0,

"numbers_units_ranges"”: 0,

"antecedent_dependency”: 0,

"terminology": 0,

"naturalness”: @

FIaN

Figure 3: Prompt for Judge
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BT FRERE AR T, AJIEHAGE + RO A TR S Wikl L A — b,
Z DXED O SRSUTMAT U2\l e TRIE X 1 778 L9 WiEIR) 7200 2 filidi U,
fEig#EHE (10~150HH) TreEARHAZ BRI L TS 230 ( TER - M h sy ) .

Figure 4: Prompt for Error-pattern Distillation

You are a professional patent-claims translator performing a second pass.

Obey the full policy below. You do NOT see any reference translation.

Given the Japanese line, your first-pass English line, and abstract issue types, fix the English
**xwithout adding/removing content*x.

Return exactly one English line in US claim style.

Figure 5: Prompt for Refinement

B Prompt for Specialized Prompting

You are a professional Japanese-English translator specialized in **US-style patent claimsx.
Translate **each input line** into x*exactly one English claim linexx.
Output: **ONLY*x the final English claim line (no notes, no bullets, no brackets, no extra spaces).

HARD CONSTRAINTS (must all hold):

- *x0One sentencex* per claim; period at the end; ASCII-only characters.

- US claim formatting: colon after the preamble; #**semicolons*x between parallel elements; *x’;
and’** before the last element.

- **xDo not add/omit/reorderx* content; preserve all numbers, units, symbols, ranges ("X to Y"),
inequalities (<=, >=, <, >), equations, and dependencies.

- Maintain claim category (apparatus/method/etc.), numbering, and antecedent basis (first mention
"a/an/at least one [X]" = thereafter "the [X]"; keep singular/plural consistent).

- For dependent claims: "The [subject] according to claim X (or X or Y/any one of claims X to Y),
wherein . . . ."” No new elements introduced in dependents.

- Forbidden: "and/or”, non-ASCII dashes (—~), ambiguous pronouns without antecedent,
"respectively” unless explicitly warranted by the JP text.

SILENT QA (do internally and **do not print*x the checks):

1) xxCategory map**: identify claim type; keep it unchanged.

2) **Numbers/units audit*x: 1list every value/unit/range/inequality/equation and verify 1:1
preservation; replace wave dashes with "to"; add a space between number and unit (10 mm); % is
attached (10%).

3) **Antecedent map#**: ensure every "the [X]" has a prior "a/an [X]" (or "first/second [X]1").

4) x*Format skeleton**: preamble + colon; element list with semicolons; insert "; and” before the
last element; final period.

5) *xTerminology lock*x: prefer "apparatus” (when appropriate), "configured to"”, "equal to or
greater than/less than or equal to", "idle channel”, "suction air temperature”, "thermo-OFF/ON",

etc., as aligned with the policy below.

Figure 6: Prompt for Specialized Base Translation
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BT IFBER S EOERE T, AJIE JA & PRED OATIES N L R— h T,

ANF T D1 S GE I+ +EExx T 5 10~15 D TFIEX 1 7 GER-MFRE) | 2, BEEEZZ DT
fEUTHH LT ZE N,

BRSNS :

1) BEMORME (EFE/BEE/ S/ LUiR /A& /EIR /S E /AR

2) R0 ZIT - IFBIR (antecedent., wherein D#EEfE, FEREA/FHEGORES

3) B - BAAT - HPH - AEES - A (ASCII/NER /& Stk /M X 0 /B A R—R)

4H FEWT7A—<v b (Zuy/eIavay/r; and" /IR

x REOSVHZ O AITERIN, BR/IENIRICHET 2IHE 28,

WhEX (H) -
- [#PERB) "A~B" & "A to B" IZHi—, BEHRDO=/z13 JA IZHE,
- [antecedent] "the X" \ZIX5E4T "a/an/first X" % @ZEAL, B TO RGN Z 21,

- [FIZAER] ST VILERZIFE I au U HIE+REEZIZ 7 and”,

Figure 7: Prompt for Specialized Error-pattern Distillation

You are a senior patent-claims translator performing a =*xtargeted second pass** with **no

reference translation*x.

Objectives (in this order):

1) xxSemantic adequacy legal correctness** (maximize human adequacy judgment).

2) **Minimal-edit policy** to preserve n-grams/phrases of the first-pass English *xoutside the

problematic spans*x (helps BLEU and perceived consistency).

HARD CONSTRAINTS:
- Do NOT add/remove meaning vs. Japanese; preserve all numbers, units, symbols, ranges ("X to Y"),

inequalities, equations, dependencies, and claim category.
- Enforce US claim style: one sentence; colon after preamble; semicolons between parallel elements;

"s; and” before the last element; final period; ASCII-only.
- Maintain antecedent basis; attach "wherein” to the correct antecedent; do not introduce new

elements in dependent claims.
- *xEdit only spans implicated by the "Issues to fix" sectionx*; elsewhere keep tokens identical

to the first-pass output unless grammar requires a local micro-fix.
- Avoid "and/or"” and non-ASCII dashes; keep spacing for numbers/units; keep thousands separators;

noom_mon
®oorume .

SILENT QA BEFORE OUTPUT (do not print): numbers/units audit, antecedent map, format skeleton, and
dependency sanity check.

Figure 8: Prompt for Specialized Refinement
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C Prompt for Few-shot Prompting

"B HAGER A RIEDEMETT, MFOHAGEITT 2L —254) IZ20WT,
"FAISS CrRfEE Iz 255 7= D THARE
"E TV (A) HREEATE (HMEE

"

i
. ~FB,. ~[#, configured to %§) | "

FEI TV Zxxb & D E3MFxx, JSONELFITHAL TLZE W,
L% - BEPREESR - ERMEEAL R Y) |
CxxEDHTL XN,

HeRE (~
" fREE (EE. R, T —X%) OBBIREEZ B, SEIZAFA D T8~ 24 X FREE s TN £ T, "
RN - 2AEE - BREKGEXFIEMHLEEA,
MR ER TR IRD T A =y h DA "

’

(B) Hlk 23 /5%
"(C) WEMZREIR (whereinfefh, BUEL > o, AES, BAL, RIS, REBELR) 2l AR 7%

AR R R XTI~ R VW T ZE W,

Figure 9: Prompt for generating FAISS search queries
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Source Sentence

[RAORIF2) ATACES 1 #EEE 7OVIE, BTALHE | 2 — RO TN T WO 21—V ORME LA 1 7 -7V 7 — X & H
RSB ENEFNDIHEHORHE L oRIFIH | 2 —YBHOZNEND 2 —FITRIGT DG ZE N ENDIHE OfE
EHEEL,

BIELEE 2 HEEETVIE, it — Y HOZTh T NO -V ORBEB L HHE 2 T -7V T — X 2K T 5%
NZENDOIHE ORE & 2 Sl i@ L — PO TN TN D 2 —FIZHIE S 5 FiEL T N TN O H O % #HEE
L.

HURCHERERIE, BURCER | HEEE TV CHA S A RIRCE | 2 — VRO TN TN O 1 —H ORHE & BiRces 2 #E
ETNVCHHINBHEHE 2 T — 7T — X &R s 2 TN ThDIHE ORE L IO WT, #iitib@a—v
FEZPRSHTRCES 1 2— PRI DWW T ORI 2 T — X DIEZHET 5. G5RIE 1 IZGLBOHEELEE,

Base Translation

2. The estimation apparatus according to claim 1, wherein: the first estimation model is configured to
estimate values of respective items corresponding to each user of the first user group based on feature
quantities of each user of the first user group and feature quantities of the respective items constituting
the first table data; the second estimation model is configured to estimate values of respective items
corresponding to each user of the common user group based on feature quantities of each user of the
common user group and feature quantities of the respective items constituting the second table data; and
the estimation unit is configured to estimate values of the second data for the first user group excluding
the common user group, based on the feature quantities of each user of the first user group used by the
first estimation model and the feature quantities of the respective items constituting the second table
data used by the second estimation model.

Refinement

2. The estimation apparatus according to claim 1, wherein: the first estimation model is configured to
estimate values of the respective items corresponding to each user of the first user group based on
features of each user of the first user group and features of the respective items that constitute the first
table data; the second estimation model is configured to estimate values of the respective items
corresponding to each user of the common user group based on features of each user of the common
user group and features of the respective items that constitute the second table data; and the estimation
unit is configured to estimate values of the second data for users of the first user group excluding users
of the common user group based on (i) the features of each user of the first user group that are used by
the first estimation model and (ii) the features of the respective items that constitute the second table
data and that are used by the second estimation model.

Table 7: Example Output of Judge and Refinement
Examples in which, although punctuation errors were reduced, hallucinations and omissions occurred.
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Source Sentence

[F5RIE1] K CHEEASRIE G EICET S K5 ICHE X ., il BiRfle 35 & 251202 TRl 3557k
BERIEET B,

HIFC RO A B i & AL, B ECEiR 5 I O B iR &

HTECENER Iz 5525 X v, ATECIRIR N CRIEDHIRE DR A MITIE D A & & $ 2T Etlin o B A Iz iy & -5 o 7
ORSEAEEL, BIECERRE] 0 I EEETRER T RS &

BIE A THRZ 7 a R U TRl R OB D72 L nWIhh—HIZ T 5, BiEBHICIEY s &
t;h%ﬁ%ﬁ@ﬂ%ﬂén\%ﬁ%%%i%ﬁé@ﬁ@xb?vh&

% i A\

HIECEBDO A b Ty ME, B FARICEEC THIECENGR % i 2 JFR I U TAEARFNCEE X 4,

BiE A NSy FRTOMERBED S bR &6 1 DOMEMEIZ. MOREA NS v MR+ OMEBE S i
)

BTG % 38 2 & S 1T KFEAANTIEAET B KFHEIZN LT, EFAMBEHICAZRL & E 1 DDFFA Ty M3
BEINTWD, #HEE,

Base Translation

1. A propulsion apparatus comprising: a tubular portion arranged below a water surface such that an
axis extends in a fore-aft direction, the tubular portion forming a flow path in which a front side is an
upstream side and a rear side is a downstream side; a shaft portion disposed inside the tubular portion
and extending in an axial direction; a propeller mounted to the shaft portion, the propeller having a
plurality of propeller blades that extend in a radial direction of the axis and are arranged in a
circumferential direction of the axis, the propeller being rotatable about the axis; and a plurality of
struts provided in the flow path on at least one of a front side and a rear side with respect to the
propeller, the plurality of struts extending in the radial direction and being arranged in the
circumferential direction, the plurality of struts supporting the shaft portion; wherein: (i) the plurality of
struts extend in a vertical direction and are disposed left-right symmetrically with respect to a symmetry
line passing through the axis; (ii) at least one angular interval among angular intervals between the
struts is different from other angular intervals between the struts; and (iii) with respect to a horizontal
plane extending horizontally so as to pass through the axis, at least one of the struts is disposed on each
of both sides in a vertical direction.

Refinement

1. A propulsion apparatus comprising: a tubular portion arranged below a water surface such that an
axis of the tubular portion extends in a fore-aft direction, the tubular portion forming a flow path in
which a front side is an upstream side and a rear side is a downstream side; a shaft portion disposed
inside the tubular portion and extending in an axial direction; a propeller mounted to the shaft portion,
the propeller having a plurality of propeller blades that extend in a radial direction of the axis and are
arranged in a circumferential direction of the axis, the propeller being rotatable about the axis; and a
plurality of struts provided in the flow path on at least one of a front side and a rear side of the propeller,
the plurality of struts extending in the radial direction and being arranged in the circumferential
direction, the plurality of struts being configured to support the shaft portion; wherein: (i) the plurality
of struts extend in a vertical direction and are disposed left-right symmetrically with respect to a line of
symmetry that passes through the axis; (ii) at least one angular interval between the struts differs from
the other angular intervals between the struts; and (iii) with respect to a horizontal plane that passes
through the axis, at least one of the struts is disposed on each of an upper side and a lower side.

Table 8: Example Output of Judge and Refinement
Examples of increased hallucinations and omissions.
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UTSK?25 at WAT2025 Patent Claims Translation/Evaluation Task

Haruto Azami, Zhang Yin, Futo Kajita, Nobuyori Nishimura, Takehito Utsuro
Deg. Prog. Sys.&Inf. Eng., Grad. Sch. Sci.&Tech., University of Tsukuba

Abstract

This paper presents the submission of UTSK25
for the English-Japanese and Japanese—English
at the WAT2025 Patent Claims Translation/E-
valuation Task. We use a single translation
model for both translation directions, built from
a large language model through monolingual
and bilingual continual pretraining and bilin-
gual supervised fine-tuning. We finally gener-
ate translations via prompt engineering to re-
duce omissions and hallucinations.

1 Introduction

We describe our UTSK2S5 translation system for the
WAT2025 English-Japanese (En—Ja) and Japanese—
English (Ja—En) Patent Claims Translation/Eval-
vation Task. Our translation model is trained
on a pretraining large language model (LLM),
rinna/llama-3-youko-8b'. We combine two train-
ing stages (Kondo et al., 2024; Azami et al., 2025)
to train a single model for both directions: contin-
ual pretraining (CPT) (Ke et al., 2023) and super-
vised fine-tuning (SFT) (Zhang et al., 2024). After
training the single translation model, we generate
translations with prompt engineering techniques
designed to mitigate omissions and hallucinations.
The following sections show the details of our sys-
tem.

2 Approaches
2.1 Training

Continual pretraining Continual pretraining
(CPT) extends the training of LLMs by further
optimizing the causal language modeling objective
on new monolingual corpora (Ke et al., 2023). The
goal is to optimize the model parameters ¢ by min-
imizing the negative log-likelihood Lcpr over a

corpus Dcpr. Given a corpus Dcpr = {yi}gﬁ" g
composed of token sequences y = (y1,---,Yy|)

"https://huggingface.co/rinna/
1lama-3-youko-8b
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from the vocabulary V (where y € V*), the loss is
defined as:

argmin > Leer(y;0), (1)
YE€Dcpr
lyl

Lerr(y;0) == =) logpp(uly<). ()
t=1

This objective trains the model to predict the
next token y; given its history y.;. For effi-
ciency, practical implementations often limit the
context to a fixed-size window ¢, using y;_ s =
(Yt—c, - - - Yt—1) as the condition instead of the full
sequence y ;. This formulation is identical to the
standard pretraining objective for causal LMs.

Supervised fine-tuning Supervised fine-tuning
(SFT) optimizes pretrained model parameters 6 for
downstream tasks using a labeled dataset (Zhang
et al.,, 2024). This dataset, Dspr
{(xi, yi)}lzsl”' C V* x V*, contains pairs of an
input x and its corresponding ground-truth output
y. The optimization objective is to minimize the
negative log-likelihood Lspr over all pairs in Dgpr:

argmin Z Lsrr(x,y;0), 3)
(x,y)EDskr
Lsrr(x,y;0) = —logpy(y | x). “)

This process steers the model to generate outputs
conditioned on the input that are consistent with
the human-annotated targets.

2.2 prompt engineering

We generate translations with prompt engineering
techniques designed to mitigate omissions and hal-
lucinations only for the En—Ja translation.

3 Submission System

We train the En—Ja and Ja—En single translation
model from a pretrained LLM, llama3-youko-8b.

Proceedings of the Twelfth Workshop on Asian Translation (WAT 2025), pages 30-34
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Submission En-Ja Prompt Used

System 1 (Primary) Prompt 2
System 2 (Not Primary)  Prompt 3
System 3 (Not Primary)  Prompt 1

Table 1: Submitted systems. All systems use the iden-
tical bilingual (En—Ja/Ja—En) model trained with CPT
and SFT, differing only in the prompt used for the En—Ja
direction.

According to our preliminary experiments and sub-
jective judgment, we selected the combinations of
training methods and prompts.

We show the system overview in Table 1.

3.1 Continual Pretraining

We perform bilingual CPT for our translation
model. For CPT, we use a subset of the JParaPat
dataset (Nagata et al., 2025).Table 3 summarizes
the data statistics for CPT.

We filter this subset to remove entries where
the English side contains "(canceled.)". The CPT
corpus is balanced, containing 50% English-to-
Japanese (En—Ja) and 50% Japanese-to-English (Ja—
En) examples.

The CPT hyperparameters are listed in Table 2.

3.2 Supervised Fine-tuning

Following CPT, we conduct supervised fine-tuning
(SFT). For SFT, we use the 2020 patent claims data
from JParaPat (Nagata et al., 2025).

While the original dataset consists of line-by-
line parallel data, some patent claims span multiple
lines. To address this, we first construct claim-level
pairs by segmenting the Japanese text at kuten (,
) and the English text at periods (.). We also filter
out pairs containing "(canceled.)" on the English
side, similar to the CPT data preparation.

From this processed dataset, we then sample
our final training data, selecting only pairs with
LaBSE (Feng et al., 2022) embedding similarity
scores between 0.9 and 0.95. Table 3 summarizes
the SFT data statistics. The final SFT corpus is also
balanced, with 50% En-Ja and 50% Ja—En pairs.

The SFT hyperparameters are also listed in Ta-
ble 2.

3.3 Prompt Engineering

We use one prompt for Ja—En translation and three
distinct prompts for En—Ja translation.

Hyperparameter =~ CPT SFT
Optimizer AdamW (81 = 0.9, B2 = 0.95)
(Loshchilov and Hutter, 2019)

Learning rate 2.5 x107° 1x107°
Scheduler cosine inverse square root

Warmup ratio 1% 1%

Weight decay 0.1 0.1

Gradient clip 1.0 1.0

Epoch 1 3

Batch size 1,024 chunks 64 sentence pairs

Chunk size 2,048 tokens  N/A

Accelerator DeepSpeed ZeRO-2 (Rasley et al., 2020)

Precision bfloat16 bfloat16

Table 2: Hyperparameters of CPT and SFT.

Usage Time Data Sentence | English
Period Type Pairs | Words

CPT 2016~2019, train | 97,491,362 3.09B
2020(non-claims) | dev 10,000 317K

train 30,000 824K

SET 2020 dev 3,000 88.9K

Table 3: Usage and Details of Patent Parallel Data

Ja—-En Prompt

The prompt used for Ja—En translation is as follows:

Ja-En Prompt

Nz HAGEP O RFBIZFIERL T 23
[N

2 USCBEICBERO R W R H I 20
oL TLEX N,

HKZE: {japanese_text}

TLEh.
G=p

The English translation of the above prompt is:
"Translate this from Japanese to English. However,
do not start the sentence with an irrelevant number."

En-Ja Prompts

The three distinct prompts used for En—Ja transla-
tion are shown below.

En-Ja Prompt 1 : Not Primary

Translate this from English to Japanese:
English: {English_text}
Japanese:




SFT Configuration En-Ja(Ref 2) Ja-En
Data Construction Data Filtering BLEU COMET Ref 1 Ref 2
BLEU COMET BLEU COMET
line-by-line length-based 48.0 89.63 59.4 84.59 65.3 84.96
line-by-line LaBSE and length-based 494 89.59 58.5 84.65 65.3 85.13
claim-level LaBSE-based 49.3 89.41 63.0 85.10 70.4 85.62

(a) Comparison of SFT Data Preparation Strategies (All SFT models are initialized from the CPT model.)

Training Configuration En-Ja (Ref 2) Ja-En
CPT SFT BLEU COMET Ref 1 Ref 2
BLEU COMET BLEU COMET
X 4 24.5 87.67 16.8 75.54 20.0 75.97
v v 49.3 89.41 63.0 85.10 70.4 85.62

(b) Comparison of SFT-only vs CPT+SFT.

Table 4: Automatic Evaluation Results on the WAT2025 Development Sets (Underlined configuration denotes the

one used in our submission system.)

En-Ja Prompt 2 : Primary

Translate from English to Japanese.

Keep all meanings. Do not skip or invent any-
thing.

English: {English_text}

Japanese:

.

En-Ja Prompt 3 : Not Primary

Translate this from English to Japanese.

Do not include anything unrelated to the input.
English: {English_text}

Japanese:

4 Experiments

4.1 Ablation study of training methods

We investigate the effects of each training method.

Setup To validate our SFT data preparation strat-
egy, we conduct a comparative study on different
configurations, as detailed in Table 4a. All SFT
models are initialized from the same CPT model.
To separately analyze the contribution of CPT it-
self, we additionally report a comparison between
models trained with SFT only and those trained
with CPT followed by SFT. The results are summa-
rized in Table 4b. Specifically, we investigate the
impact of data construction and the corresponding
filtering methods:

* Data Construction: We compare models
trained on the original line-by-line data
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against the claim-level data used in our sub-
mission system.

Data Filtering: We apply filtering strategies
appropriate for each construction method. For
the line-by-line data, which includes many
short segments, we test a length-based fil-
ter and a combination of LaBSE and length-
based filters. For our claim-level data, where
sentences are already concatenated and suffi-
ciently long, we apply only the LaBSE-based
filter (Sub.).

All models are trained with the same hyperparam-
eters as our submission system, as described in
Section 4.1, unless otherwise noted.

For En-Ja translation, we used prompt 2, as de-
scribed in Section 3.3.

Results The results of the automatic evaluation
on the WAT2025 Patent Claims Translation/Evalu-
ation Tasks development sets are presented in Ta-
ble 4. Although two references are publicly avail-
able for both En—Ja and Ja—En, only reference
2 is used for the En—Ja evaluation due to omis-
sions found in reference 1, while both references
are reported for Ja—En. As shown in Table 4a,
our submission configuration—-claim-level data
construction combined with LaBSE-based filter-
ing—achieves the best performance across both
Ja—En reference sets (Ref 1: 63.0 BLEU, Ref 2:
70.4 BLEU) and also maintains competitive per-
formance in En-Ja. Furthermore, Table 4b demon-



strates that CPT+SFT yields substantial improve-
ments over SFT-only training in all evaluation set-
tings, confirming the effectiveness of CPT as a
pretraining stage.

5 Conclusion

We built our system for the WAT2025 Patent
Claim Translation/Evaluation Task. Our model
was trained with the combinations of CPT and SFT,
initializing from a pretrained LLM (rinna/llama-3-
youko-8b). To mitigate omissions and hallucina-
tions, we generated translations via prompt engi-
neering, especially for the En—Ja direction.

In our experiments, we observed that the SFT
data preparation strategy is a critical factor for
patent translation. We demonstrated that our sub-
mission’s approach—using claim-level data con-
struction and LaBSE-based filtering—yielded the
best performance, particularly in the Ja—En direc-
tion. This highlights the importance of aligning
SFT data with the logical structure of patent claims,
rather than using simple line-by-line data.

Nevertheless, as patent claims often contain com-
plex dependencies, eliminating omissions and hal-
lucinations remains a challenge. We hope to fur-
ther improve the adequacy and robustness of patent
claim translation in future work.

Limitations

Small Development Set Size Although we con-
ducted a comparative analysis in our ablation
study (Section 4.1), the development sets provided
by the task organizers are small. Therefore, it re-
mains uncertain whether the strong performance
of our submission configuration will generalize ro-
bustly across all types of patent claims.

Data Construction Imperfections Our claim-
level data construction method relies on automatic
segmentation using end-of-sentence symbols (Sec-
tion 3.2). However, exceptions to these rules exist,
which may lead to some data pairs having bro-
ken parallel relationships. Although we employed
LaBSE-based filtering to mitigate this issue, it is
not guaranteed that this filtering process success-
fully eliminated all such misaligned pairs from the
SFT dataset.
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Abstract

Existing Machine Translation (MT) research of-
ten suggests a single, fixed set of hyperparame-
ters for word segmentation models, symmetric
Byte Pair Encoding (BPE), which applies the
same number of merge operations (NMO) to
train tokenizers for both source and target lan-
guages. However, we demonstrate that this uni-
form approach doesn’t guarantee optimal MT
performance across different language pairs
and data sizes. This work investigates BPE seg-
mentation recipes across various data volumes
and language pairs to evaluate MT system per-
formance. We find that utilizing asymmetric
BPE—where the source and target languages
have different NMOs—significantly improves
results over the symmetric approach, espe-
cially in low-resource settings (50K, 100K, and
500K sentence pairs). Specifically, asymmet-
ric BPE yield statistically significant (p<0.05)
average gains of 5.32, 4.46, and 0.7 CHRF++
on English-Hindi in low-resource setups (50K,
100K, and 500K sentence pairs, respectively).
We validated this trend across six additional
language pairs (English<»Telugu, Shona, Nor-
wegian, Kyrgyz, Hausa, and Inuktitut), ob-
serving statistically significant improvement
in 10 out of 12 systems compared to symmetric
BPE. Our findings indicate a high NMO for the
source (4K to 32K) and a low NMO for the
target (0.5K to 2K) provides optimal results,
particularly benefiting low-resource MT.

1 Introduction

Efforts have been made to include low-resource lan-
guage pairs in Neural Machine Translation (NMT),
e.g. Workshop on Technologies for MT of Low Re-
source Languages. Often, successful past method-
ologies on high-resource language pairs, like hy-
perparameters for preprocessing, are used without
considering their suitability for specific language
pairs. For example, if we take a preprocessing step,
such as word segmentation, a key preprocessing
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step, divides words into subwords to enhance learn-
ing and manage vocabulary size, handling rare and
unknown words to boost MT performance. Notable
Techniques include BPE (Sennrich et al., 2016),
word piece (Devlin et al., 2019), sentence piece
(Kudo and Richardson, 2018), and morfessor (Smit
et al., 2014). BPE compresses data by merging
frequent character pairs into symbols (Gage, 1994),
with the number of merge operations (NMO) as a
key parameter. A lower NMO (e.g., 500, Table 1)
reduces vocabulary size with more segmentation,
while a higher NMO (e.g., 32K) results in larger
vocabularies and less segmentation. Typically, the
same NMO is applied to both source and target
languages. Recent work have shown that examin-
ing BPE parameters in low-resource MT is vital
(Ding et al., 2019; Abid, 2020), but uniform NMOs
for source and target (symmetrical BPE) (Huck
et al., 2017; Ortega et al., 2020; Lankford et al.,
2021; Domingo et al., 2023; Lee et al., 2024) pre-
vail, with little exploration of asymmetrical BPE in
MT. Earlier work Ngo Ho and Yvon (2021) looked
at asymmetric BPE for language alignment, not
for MT. Our work is a result of a multi-year ex-
ploration of the impact of asymmetrical subword
segmentation in bilingual MT systems.

While we acknowledge the rise of multilin-
gual and decoder-only models, our study focuses
on the effect of asymmetric BPE in bilingual
setups, particularly in low-resource conditions
where pretrained tokenizers or joint vocabular-
ies may be unavailable. Bilingual systems re-
main a research focus, with studies in Cantonese-
Mandarin (Liu, 2022), English-Luganda (Kimera
et al., 2025), Wolof-French (Dione et al., 2022),
Bavarian-German (Her and Kruschwitz, 2024), and
English-Manipuri (Singh et al., 2023; Singh and
Singh, 2022) using bilingual data and transformer-
based architectures with customized subword seg-
mentation like BPE or morphology-aware tokeniza-
tion. These efforts, along with Li et al. (2024),

Proceedings of the Twelfth Workshop on Asian Translation (WAT 2025), pages 35-53
December 24, 2025 ©2025 Association for Computational Linguistics


mailto:saumitra.yadav@research.iiit.ac.in
mailto:m.shrivastava@iiit.ac.in
https://aclanthology.org/venues/loresmt/
https://aclanthology.org/venues/loresmt/

Sentence bosusco , 54 , runs an adventure tourism bureau .
500 NMO bo@@ su@R@ sc@@0,5@@ 4 ,r@@ un@@ s an

ad@@ v@R@ en@@ ture t@@ our@@ is@@ mbu@R@ re@@ a@@ u .
32K NMO | bo@@ su@ @ sco, 54 , runs an adventure tourism bureau .

Table 1: Effect of NMO variation: 500 NMO yields highly segmented tokens, while 32K retains most vocabulary

cover underrepresented languages and diverse writ-
ing systems, proving the continued relevance of
bilingual systems. Our work investigates asymmet-
rical BPE’s impact on bilingual MT systems, utiliz-
ing different merge operation counts for source and
target languages across varied dataset sizes and re-
sources. Extending these results to multilingual or
decoder-only models is beyond this work’s scope
but represents an interesting future direction.

We define the “BPE configuration" as mi_msy,
with m and mg representing the merge operations
for source and target languages. Our study on sym-
metric and asymmetric BPE configurations for En-
glish—Hindi under varying data conditions shows
asymmetric configurations performing best, espe-
cially in low-resource context. We extend these in-
sights to six additional language pairs—English <>
Telugu, Shona, Norwegian, Kyrgyz, Hausa, Inuk-
titut—selected for diverse language families and
morphological typologies. Our findings consis-
tently demonstrate that, in low-resource envi-
ronments, the most effective BPE configuration
for the majority of language translation direc-
tions tends to be asymmetric. Specifically, setups
with 4K to 32K NMO for the source and 500 to
2K for the target outperform symmetric BPE
configurations.

Section 2 summarizes previous efforts to use
symmetric BPE merge operations to improve MT
performance. Section 3 explains our motivation for
finding optimal BPE configurations by exploring
asymmetric BPE. Section 4 outlines our experi-
mental setup and presents the performance of the
English-Hindi MT system on FLORES and Do-
main testsets. Section 5 evaluates the setup for
other language pairs in low resource context, con-
cluding our observations in Section 6.

2 Related Work - Symmetrical BPE

Most bilingual MT systems—especially for low-
resource pairs—use the same number of merge
operations (NMO) for source and target languages.
Studies show that smaller vocabularies (0—4K
NMO) outperform the common 32K setting by up
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to 4 BLEU points in low-resource scenarios (Ding
et al., 2019); similar patterns are reported for En-
glish—-Egyptian, English-Levantine (Abid, 2020),
and English—Irish (Lankford et al., 2021).

Other work adapts segmentation for polysyn-
thetic languages (Ortega et al., 2020), rich mor-
phology (Lee et al., 2024), or target-side varia-
tion (Domingo et al., 2023). Alternative strate-
gies include cascading segmentations (Huck et al.,
2017), vocabulary refinement (Xu et al., 2021), and
multi-BPE—setting corpora (Poncelas et al., 2020).
While (Ngo Ho and Yvon, 2021) varied NMOs
for alignment, no prior study systematically evalu-
ates asymmetric BPE—using different NMOs for
source and target—across resource levels. This
work addresses that gap.

Though multilingual MT research now domi-
nates, bilingual MT remains vital for low-resource
pairs, where symmetric BPE is still common (Liu,
2022; Kimera et al., 2025; Dione et al., 2022; Her
and Kruschwitz, 2024; Singh et al., 2023; Singh
and Singh, 2022). Recent work on Parity-Aware
BPE (Foroutan et al., 2025) introduces fairness-
oriented subword allocation, reducing disadvan-
tages for low-resource languages in multilingual
tokenization. Although our experiments are limited
to bilingual MT, asymmetric BPE could comple-
ment such fairness-aware methods in multilingual
systems; extending this remains outside our current
scope.

3 Exploring Asymmetrical BPE

In practice, for a BPE configuration m;_ms, the
values of m; and ms are usually the same, with
the number of merge operations (NMO) ranging
from 8K to 40K (Wu, 2016; Denkowski and Neu-
big, 2017; Cherry et al., 2018; Renduchintala et al.,
2019). However, Ding et al. (2019); Dewangan
et al. (2021) found these settings suboptimal for
low-resource language pairs. Ding et al. (2019)
observed that m; = mgy < 4K NMO outperforms
32K in low-resource conditions, consistent with our
experiments on (.1 million sentence pairs (English
< {Hindi, Telugu}) (Figure 1). Dewangan et al.
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Figure 1: CHRF++ Scores for Symmetrical BPE
(32K ,4K) vs Asymmetrical BPE (mj # mo)

(2021) further showed that identical BPE configura-
tions yield differing performance across language
pairs, exemplified by English-Hindi vs. English-
Telugu comparisons at 4K NMO (Figure 1).

Work by Ortega et al. (2020); Mujadia and
Sharma (2021) suggests that selecting NMO should
be done while considering dataset size and lan-
guage pair, as nuanced BPE strategies benefit mor-
phologically complex languages. We study sym-
metrical BPE configurations with identical NMOs
for source and target, and investigate alternatives
by varying m; and ms independently in English-
Hindi across datasets from 50K to 8M sentences.
This approach improves results in low-resource set-
tings (Figure 1). Extensive experiments on English-
Hindi, evaluated on FLORES (Goyal et al., 2022),
confirm better performance of atypical BPE for tok-
enization. We further validate these findings by ex-
tending experiments to English <+ {Telugu, Shona,
Norwegian, Kyrgyz, Hausa, Inuktitut}. Our results
strongly support optimizing NMO based on train-
ing data size and language pair. Figure 2 presents
a conceptual overview of the optimal ranges for
BPE configurations found in English-Hindi across
resource settings. Here, “ranges” indicate the spec-
trum of NMO values used as hyperparameters for
source and target subword tokenization in word seg-
mentation. The performance gap between the best
and symmetrical BPE systems is shown by shades
of green, with the largest gains in low-resource sce-
narios (darker green). As dataset size increases,
performance differences among configurations di-
minish (lighter green).

4 Evaluation on English <+ Hindi

We explore BPE configurations with the Samanan-
tar dataset (Ramesh et al., 2022) for English-Hindi

containing 8 million parallel sentences. English
text is tokenized, normalized, and lowercased using
Moses scripts!, while preprocessing of Hindi uti-
lizes the Indic NLP library (Kunchukuttan, 2020).
We simulate various training set sizes by group-
ing sentences based on English sentence length
(Table 2) and randomly sample datasets of sizes
0.05M, 0.1M, 0.5M, 1M, 4M, and 8M, maintaining
sentence length proportions (see Appendix A.1 for
details). The BPE tokenizer is trained per language
and dataset size with eight NMOs: 0.5K, /K, 2K,
4K, 8K, 16K, 25K, and 32K.

All possible BPE configurations (e.g., srcsop-
tgts00, SIC500-tgt1000) are trained using the Trans-
former architecture (Vaswani et al., 2017) with hy-
perparameters detailed in Appendix A.2. Training a
single BPE configuration mj_ms across all dataset
sizes averages 1040 GPU hours on a 1080T1I, re-
sulting in 64 configurations per language direc-
tion and 768 total systems (64 configurations x 6
dataset sizes x 2 directions). For evaluation, we
use the FLORES dataset (Goyal et al., 2022) and
report CHRF++ scores (Popovi¢, 2015) to analyze
the impact of different BPE configurations. We
adopt CHRF++ rather than embedding-based met-
rics such as COMET (Rei et al., 2022), as not all
language pairs have COMET support and we aim
to compare performance using a consistent metric
across all pairs. Validation and test set statistics are
provided in Appendix A.8.

4.1 Best and Worst Configurations

To maintain clarity and brevity in our observations,
Tables 3 and Table 4 show the performance of five
selected configurations out of 64. For each dataset
size, the systems represented are:

* High A and B: The two systems with the high-
est performance across all asymmetric config-
urations for each dataset size.

* Low A and B: The two systems with the low-
est performance across all asymmetric config-
urations for each dataset size.

* Baseline: The best system among all sym-
metric BPE configurations (m_m, where
mC{500,1K,2K,4K,8K,16K,25K,32K }).

Performance of all configurations for all systems is
provided in the Appendix A.3.

"https://github.com/moses-smt/mosesdecoder/
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Length bin 1tol10 | 11to15 | 16t020 | 21t025 | 26t030 | 31to 35 | 35t040 | >=41 Total
No. of sentences | 2792334 | 1655162 | 1150396 | 854091 | 617318 | 420583 | 275774 | 414926 | 8180584
Percentage 34.13 20.23 14.06 10.44 7.55 5.14 3.37 5.07 100
Table 2: Distribution of sentences in groups based on token length for full data
Dataset Size 0.05 M 0.1M 0.5M
Performance Tier | src  tgt CHRF++ 1) scc  tgt  CHRF++ 1) scc  tgt  CHRF++ 6
Low A 500 1K 1956  -393 | 500 25K 2336 -1592 | 2K 32K 4892 -353
Low B 500 2K 1958 -391 | IK 32K 24.2 -15.08 | 25K 32K  49.62  -2.83
Baseline 4K 4K 23.49 0 500 500 39.28 0 4K 4K 52.45 0
High B 25K 500 28.47%* 498 | 16K 500  40.66* 1.38 8K 2K 53.19* 0.74
High A 16K 500  29.33* 584 | 8K 500  40.75% 1.47 | 4K 500  53.37%  0.92
Dataset Size 1M 4 M &M
Performance Tier | src tgt CHRF++ 1) src  tgt  CHRF++ 1) scc  tgt CHRF++ 1)
Low A 500 32K 5327 -1.77 | 500 1K 56.1 -1.73 | 500 2K 56.26  -2.45
Low B IK 32K 5358 -146 | 1K 2K 56.3 -1.53 | 500 500 56.43  -2.28
Baseline 8K 8K 55.04 0 32K 32K  57.83 0 32K 32K 58.71 0
High B 16K 8K 55.19 0.15 | 32K 16K  58.06 0.23 | 16K 25K  58.74 0.03
High A 16K 4K 55.39 035 | 25K 16K  58.18 035 | 4K 32K  58.75 0.04

Table 3: Performance of the top 2 (High A, High B) and bottom 2 (Low A, Low B) tokenization configurations
compared to the symmetric baseline for Hindi-to-English across dataset sizes. Bold indicates statistically significant
improvement over baseline (p < 0.05); bold with * denotes high significance (p < 0.01). J shows CHRF++

difference from best baseline. srec and tgt are source and target merge operations (NMO).

Dataset Size 0.05 M 0.1M 0.5M
Performance Tier | src  tgt CHRF++ é src  tgt  CHRF++ § scc  tgt  CHRF++ é
Low A IK 25K 13 -5.39 | 500 32K 1649  -12.55 | 500 32K  43.57 -3.5
Low B 500 4K 13.55 -4.84 | 500 25K 16.74 -123 | IK 32K 4388  -3.19
Baseline 8K 8K 18.39 0 4K 4K 29.04 0 4K 4K 47.07 0
High B 16K 500  23.19% 48 | 16K 500  34.73* 569 | 8K 500 47.12 0.05
High A 8K 500 23.83* 544 | 8K 500 35% 596 | 4K 500 47.55 0.48
Dataset Size 1M 4 M 8M
Performance Tier | src  tgt CHRF++ § src  tgt CHRF++ 1) src  tgt CHRF++ §
Low A IK 32K 4723 -193 | 8K 2K 50.64 -1.12 | 500 1K 50.79  -1.84
Low B 2K 32K 4783 -1.33 | 500 2K 50.73 -1.03 | 32K 2K 5129 -1.34
Baseline 8K 8K 49.16 0 16K 16K  51.76 0 25K 25K  52.63 0
High B 4K 2K 49.74 0.58 | 16K 32K  51.95 0.19 | 25K 32K  52.63 0
High A 8K 2K 49.75 0.59 | 32K 25K 52 0.24 | 16K 25K 53 0.37

Table 4: Performance of the top 2 (High A, High B) and bottom 2 (Low A, Low B) tokenization configurations
compared to the symmetric baseline for English-to-Hindi across dataset sizes. Bold indicates statistically significant
improvement over baseline (p < 0.05); bold with * denotes high significance (p < 0.01). § shows CHRF++
difference from best baseline. srec and tgt are source and target merge operations (NMO).
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Figure 2: Changes in Optimal BPE Configuration from Low- to High-Resource Settings
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Figure 3: CHRF++ scores for 0.1M sentence pairs for
Hindi-to-English MT systems using configurations of
the form /6K _x, where x € {500, IK, 2K, 4K, 8K, 16K,
25K, 32K}.

0.5M

20

™M 4M

Data Set Size

As shown in Tables 3 and 4, for low-resource
settings (<1M), the best system outperforms the
weakest by ~15 CHRF++ scores and the best sym-
metric BPE by =5. In medium-resource scenarios
(1M), the optimal source and target NMO shift to
the medium range (2K—8K), with smaller perfor-
mance variation (=3 CHRF++). For high-resource
settings, the difference between best and worst con-
figurations is minimal (< 2 CHRF++), with the
best system using 32K NMO on the target. This
highlights the advantage of asymmetric BPE in low-
resource contexts. This trend of shifting optimal
BPE values with dataset size also appears when
varying target NMO while keeping source NMO
fixed. For example, English<»Hindi systems with
source NMO fixed at 16K on 0.1M data (Figures 3
and 4) show gradual performance changes as tar-
get NMO varies from 500 to 32K. Similar patterns
with other fixed source or target values are detailed
in Appendix A.3. This highlights that modifying
the NMO on the target side, especially in a low-
resource scenario, plays a vital role in determining
the optimal BPE configuration.

We conclusively find that symmetric BPE con-
figurations underperform compared to asymmetric
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Figure 4: CHRF++ scores for 0.1M sentence pairs for
English-to-Hindi MT systems using configurations of
the form /6K_x, where x € {500, IK, 2K, 4K, 8K, 16K,
25K, 32K}.
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Figure 5: CHRF++ score comparison of Asymmetric
BPE with VOLT for English to Hindi

ones in low-resource MT systems. As dataset size
grows, symmetric configurations perform compara-
bly to asymmetric. Nonetheless, asymmetric BPE
yields statistically significant improvements in low-
resource settings.

We compare our systems with optimal BPE con-
figurations against VOLT (Xu et al., 2021)?. Fig-
ures 5 and 6 show CHRF++ comparisons between
VOLT tokenization, optimal BPE, and “best" base-
line symmetric BPE (source NMO = target NMO)

2Using hyperparameters specified in the original paper.
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Figure 6: CHRF++ score comparison of Asymmetric
BPE with VOLT for Hindi to English

Hindi Tokens
8441
9368

# of Sentences
389
392

Domain
Artificial Intelligence
Chemistry

English Tokens
6965
7761

Table 5: Statistics of ICON 2020 Domain Adaptation
Testset

configuration. Systems using asymmetric BPE out-
perform VOLT across all dataset sizes, with statis-
tically significant improvements (p < 0.05) espe-
cially in low-resource settings.

4.2 Performance on Domain Test

Subword models must handle rare or unseen words,
making domain-specific datasets effective for eval-
uating asymmetric BPE in MT systems. Thus, to
demonstrate the impact of segmentation strategies,
we evaluate all systems on Artificial Intelligence
(AI) and Chemistry (CH) domain test sets from the
ICON 2020 Domain Adaptation Task>. Table 5*
presents domain test data statistics. Table 6 show
the performance of configurations from Table 4 on
domain datasets for English-to-Hindi systems. Per-
formance of Hindi-to-English systems is given in
Appendix A.4.

For English<+Hindi domain test set translation,
we observe:

* In low- to medium-resource settings, asym-
metric BPE systems outperform baselines sig-
nificantly when source NMO is much higher
than target NMO. This aligns with FLORES
results (Tables 3 and 4) and highlights asym-
metric BPE benefits for domain translation
with limited data.

In high-resource settings, symmetric and
asymmetric systems perform similarly.
3We thank task organizers for access.

“After removing 12 and 5 lines from Al and CH test sets
respectively, that overlapped with the 8M training set.
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These results demonstrate the potential transla-
tion improvements from asymmetric BPE in new
domains under limited-resource conditions. Perfor-
mances of all systems on Al and CH test sets is in
Appendices A.5 and A.6, respectively.

Figure 7 illustrates, with an example on Al do-
main, the advantage of asymmetric BPE over sym-
metric BPE for 0.1M parallel sentences. Configu-
rations like /6K_500 or 8K_500 produce more nat-
ural, semantically faithful Hindi translations than
symmetric 32K_32K or 4K_4K setups. Translation
improves as we move from symmetric high NMO
(32K_32K), to symmetric low NMO (4K_4K), to
asymmetric (/6K_500 or 8K_500).

* 32K 32K — In the output with delimiters, most
of the tokens are already fully merged into
complete words. While this segmentation
yields a large vocabulary, in low-resource con-
ditions, it results in sparsity: many source and
target tokens appear too infrequently for ef-
fective parameter learning. Consequently, the
network fails to learn robust mappings, lead-
ing to incomplete or inaccurate translations
despite having fully merged tokens.

4K_4K — The glossary shows an improvement
in overall translation fluency, but important
content words such as system, commonly and
click are missing, both explicitly and implic-
itly (meaning that they cannot be inferred
from context). The improvement is due to
the increased recurrence of subword units in
the training data from the reduced vocabulary
size, which strengthens learned associations,
but at the cost of certain semantic details.

Asymmetric (I16K_500, 8K_500): Bet-
ter meaning preservation than symmetric.
Whereas /6K_500 omits “post” and drops fi-
nal language reference, 8K_500 conveys al-
most full meaning but mistranslates “post”
as a job title. From a learning perspective,
the smaller decoder vocabulary improves the
alignment and connection learning between
the source and target segments (similar to
Ngo Ho and Yvon (2021)), aligning with pre-
vious findings (Domingo et al., 2023) that the
target side vocabulary influences NMT per-
formance. Although overly constrained vo-
cabularies can still introduce semantic drift in
rare or domain-specific terms, overall transla-


https://www.iitp.ac.in/~ai-nlp-ml/icon2020/shared_tasks.html

Dataset Size 0.05M 0.1M 0.5M
Performance Tier | src  tgt Al CH src tgt Al CH src gt Al CH
Low A IK 25K 1598 14.13 | 500 32K 1846 16.67 | 500 32K 5332 47.44
Low B 500 4K 1597 1503 | 500 25K 18.80 16.86 | 1K 32K 53.99 47
Baseline 8K 8K 20.76 1934 | 4K 4K 3579 32119 | 4K 4K 58.63 50.64
High B 16K 500 26.76* 24.03* | 16K 500 42.97* 37.94* | 8K 500 5891 50.94
High A 8K 500 28.28* 25.14* | 8K 500 44.05* 38.57* | 4K 500 58.70 51.53
Dataset Size IM 4M 8M
Performance Tier | src  tgt Al CH src tgt Al CH src tgt Al CH
Low A IK 32K 5858 51.78 | 8K 2K 6223 5455 | 500 1K 6191 5478
Low B 2K 32K 58.88 51.65 | 500 2K 61.51 54.01 | 32K 2K 6252 54.63
Baseline 8K 8K 61.22 53.6 | 16K 16K 63.12 55.14 | 25K 25K 63.95 55.65
High B 4K 2K 60.39 5355 | 16K 32K 63.21 55.84 | 25K 32K 639 5592
High A 8K 2K 60.01 5327 | 32K 25K 63.6 55.74 | 16K 25K 63.53 55.69

Table 6: Performance of the top 2 (High A and High B) and bottom 2 (Low A and Low B) systems with respective
tokenisation configurations compared to the symmetric baseline for English-to-Hindi systems across dataset sizes
for AT and CH Domains. Bold scores indicate statistically significant improvements over the baseline (p < 0.05);
bold scores with an asterisk (x) indicate high significance (p < 0.01)

BPE configuration 32K_32K 4K_4K 16K_500 8K_500
integr@@ ated mach@@ ine
integrated machine translation systems trans@@ |@@ ation systems are integrated machine translation systems
are commonly used in social media comm@@ only used in social media are commonly used in social media
Segmented Source | services where the posts of users can services where the po@@ sts of services where the posts of users can
be translated into the reader 's own us@@ ers can be trans@@ @@ be translated into the reader 's own
language with a single click . ated into the read@@ er 's own language with a single click .
language with a single cl@@ ick .

integrated machine fransi@@ ation
systems are comm@@ only used in
social media services where the posts
of users can be transi@@ ated into
the read@@ er 's own language with a
single click .

tee Fee Fee e Yee Jlee Fee Fe@ I 7ee Ie@ <
aﬁ wlh @@ 3@@%%@@ TV@@ P@ q%sa@%m@@ TIe@ “Ta@@ g
: @@ PIe@ P9 NIQE@ 7 3MHe@ | Te@ IFTIINVIeeIQ@ T |@@ Ne@ i 313e@ Y@@ @@
outout with W%mﬁmmﬂﬁm mwﬁmlﬁ%mﬁaﬁ?mmg vﬁ@@%mﬁ@gm@@qhﬁu@@ Tee TVee e I He@ a1
Delimiters S T ST 2 ST T T el SU@@ A@@ FAls b JY | AN U1 I § Y@@ T SIe@  |Je@ @@ 3 har 5 § ve@
heshehhane2 waﬁw%wwﬂ_g@@mm de@ Tee@ eeTee M | TSiee Jee Tee TIQ@
STHHAR | @ ¥ 9@e Nee & » TN Tee | Tee@ I » Q@ @@ - 3 o
se@ 7 ¥ Hee Jeet Faw | dree Ree® ¥ 9 sHae
THaIg | @@ G a1 ol Ghal ¢ |

Tdipd HRIM FaIG JONTer &1
THIPd 7 3ETE GHR T S — Integrated machine

T@IPpd FRIH JUIR — Integrated

machine system Q?ﬁﬁ Bic 3fgdlc e Hifsar ﬁ'ﬁ Integrated machine translation translation systems are used
Fin ﬁﬂ-ﬂm% — Integrgted m.achme. commonly xﬁamtﬁ%mﬁmaﬁﬁﬁfmm%—»
translation is only used in social media .
&S S G R o fan in social media services
Output with % — Is being used SIgi SUGRTHAlH & TIY — where with | ST % — used in social media services
GIZssa users Sl STENTEarst & Ual B — where
v gl GiRre Hifsar ?ﬂ’a’a T UG 3FESh users’ posts (here “posts” refers to

el STETEwaisi &I U ¢ s &
Th ‘(ﬁ U9 & TS ERCIE forar s Y — where users, with one click
‘\‘Iao_cﬂ% | — translation can be done

H o S8, — where social media
sites are used in English

positions in an organisation, not social
media posts)

d @ % = i eny one languege c:n translate lnto\_rg\e readzrI - & il 1 N
where they can use the language m% | — can be translated with a
single click

Figure 7: Examples of English-to-Hindi translations across different BPE configurations, showing segmented source
text, outputs with delimiters ‘@ @’, and output without delimiters with corresponding English glossaries for each
segment.
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tion remains improved compared to symmet-
ric configurations.

5 Exploring Asymmetrical BPE
Configurations for other language pairs

To evaluate the transferability of optimal sub-
word segmentation from English—Hindi to typo-
logically diverse languages, we extend experiments
to English<»{Telugu, Shona, Norwegian, Kyrgyz,
Hausa, Inuktitut}. Corpora sources are:

* English—-{Hausa, Shona, Norwegian, Kyr-
gyz}: Gowda et al. (2021)

* English-Telugu: Ramesh et al. (2022)
¢ English-Inuktitut: Joanis et al. (2020)

To simulate low-resource settings, we sampled
0.1M sentence pairs per language via sentence-
length binning, analogous to English—Hindi, statis-
tics are in Appendix A.7.

These language pairs were chosen to assess the
impact of symmetric and asymmetric BPE con-
figurations in low-resource scenarios across di-
verse language families with varying morpholog-
ical and typological complexity. Baselines used
symmetric BPE (4K_4K, 32K_32K), while asym-
metric settings (8K_500, 16K_500) derive from
English-Hindi optimal configurations at 0.1M sen-
tence pairs. For evaluating we use the FLORES
test set, except English<»Inuktitut tested on Joanis
et al. (2020) (Appendix A.8).

Experiments are repeated three times for repro-
ducibility (sampling, BPE training, model training).
Figures 8 and 9 compare average asymmetric and
symmetric BPE results for translations to and from
English. Asymmetric BPE significantly improves
four of six L-to-English systems and all English-
to-L systems (p < 0.05, indicated by *), under-
scoring the benefits of asymmetric BPE and the
need to explore beyond conventional settings for
low-resource pairs.

6 Conclusion

In-depth examination of BPE configurations across
diverse language pairs and differing dataset sizes
reveals that typical configurations (n_n) do not al-
ways produce optimal results. As referenced in
Section 2, in low-resource settings, systems benefit
from using symmetric n NMO configurations when
n is significantly smaller than 32K; our experiments

42

W 32000_32000 [ 4000_4000 16000_500 [ 8000_500

—
Kyrgyz S

Shona*

Inuktitut

Hausa*

To English

Telugu*

Norwegian*

15 25 35 45 55

Figure 8: CHRF++ scores improvement with asymmet-
rical over symmetrical BPE for English to L Languages
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Figure 9: CHRF++ scores improvement with asym-
metrical over symmetrical BPE from L Languages to
English

with asymmetric BPE n_m show that further im-
provement in translation performance is possible,
under low-resource conditions, when n » m where
n, m represent NMOs for source and target respec-
tively. This study highlights the need to go beyond
default segmentation in machine translation, espe-
cially for low-resource languages. While symmet-
ric BPE configurations may suffice with medium
to large datasets, their effectiveness drops in low-
resource settings. Using asymmetric BPE—with a
higher number of merge operations for the source
language and fewer for the target—yields signif-
icant translation quality gains. These configura-
tions consistently outperform across varied lan-
guage families and morphological complexities,
underscoring the importance of tailored segmenta-
tion for optimizing low-resource translation.

Limitation

This study is limited by the computational cost
of exhaustively analysing all BPE configurations
for each language pair and by its focus only on
bilingual encoder—decoder NMT. However, the re-



sults show that certain configuration ranges consis-
tently improve translation quality in low-resource
settings, substantially reducing the search space.
These findings suggest promising extensions to
multilingual models, potentially combined with
fairness-aware tokenisation such as Parity-Aware
BPE (Foroutan et al., 2025) to deliver both perfor-
mance gains and balanced vocabulary distribution.
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A Appendix
A.1 English-Hindi Training Data Statistics

We use an 8-million-sentence English—Hindi cor-
pus from the Samanantar dataset and execute strati-
fied random sampling across sentence length bins
to simulate different resource availability levels.
Table 7 summarises the statistics for sentence pairs
corresponding to each level of resource availability.

A.2 Hyperparameters for Training
Transformer Model

We followed the official Fairseq tutorial instruc-
tions for preprocessing, training, and translation”,
and customised the parameters given in Table 8
with respective values for all experiments.

A.3 Performance of all systems for English <>
Hindi for all dataset scenarios

Figures 10 present the performance of all config-
urations for English <+ Hindi systems in a low re-
source scenario (for data set sizes of 0.05M, 0.1M
and 0.5M). And Figures 11 show the performance
of all configurations on 1M, 4M and 8M dataset
sizes. Each subgraph represents performance on
a particular dataset size, with the x-axis being the
source NMO. The black stepped dotted lines indi-
cate the maximum CHRF++ score for each dataset
size considering for each source NMOs. In figure
10 for low-resource environments (0.05M, 0.1M
and 0.5M) systems, as noted by (Ding et al., 2019),
the use of symmetric BPE configuration with lower
NMOs improves performance over high NMOs.
However, the best results are achieved using asym-
metric BPE configurations when the source has a
higher NMO than the target. We see a maximum
performance gain when the source NMO is very
high and the target NMO very low (we see con-
sistent performance with the target NMO = 500).

5https ://fairseq.readthedocs.io/en/latest/
getting_started.html
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Conversely, when the target’s NMO is greater than
that of the source, performance declines, like for
the Hindi to English 0.1M dataset, performance of
500_25K and 500_32K was worse than symmetric
BPE configurations.

A.4 Performance of Hindi-To-English
Selected Configurations on Domain Test
set

Table 9 shows the performance of the Highest and
Lowest performing asymmetric BPE systems with
baseline systems for Hindi-To-English systems.
Like in English to Hindi systems, we see signif-
icant improvement when using asymmetric BPE
configurations in low-resource settings.

A.5 Evaluation of English <+ Hindi systems
on Al for all BPE Configurations

Figures 12 and 13 depict the performance of all
configurations for English <> Hindi systems during
translations in the AI domain. A similar perfor-
mance pattern appears across configurations here,
as observed with the FLORES test set (see Ap-
pendix A.3).

A.6 Evaluation of English <+ Hindi systems
on Chemistry for all BPE Configurations

Figures 14 and 15 depict the performance of all
configurations for English <+ Hindi systems during
translations in the Chemistry domain. A similar
performance pattern appears across configurations
here, as observed with the FLORES test set (see
Appendix A.3).

A.7 Statistics of Bitext for secondary set of
experiments

Table 10 gives the statistics of the original bitext
that we obtained for the secondary set of exper-
iments, to see the transferability of asymmetric
BPE configurations. And to simulate low-resource
settings, we sampled 0.1M sentence pairs per lan-
guage using sentence-length binning, as done for
English—Hindi; statistics are shown in Table 11.

A.8 Validation and Test Set Statistics

As noted, for English—Inuktitut validation and test
sets, we use Joanis et al. (2020). For all other
language pairs, the FLORES dataset was used. Ta-
ble 12 shows token-level statistics for validation
and test sets across all language pairs.


https://doi.org/10.18653/v1/2021.acl-long.571
https://doi.org/10.18653/v1/2021.acl-long.571
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Figure 10: Evaluation of English <> Hindi MT Systems for 0.05M, 0.1M and 0.5M dataset sizes on FLORES, x-axis

is source NMO and y-axis is CHRF++ scores
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Figure 11: Evaluation of English <+ Hindi MT Systems for 1M, 4M and 8M dataset sizes on FLORES, x-axis is

source NMO and y-axis is CHRF++ scores
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Length Range | # of Lines | % of Total 4aM M 0.5M | 0.1M
1to 10 2,792,334 34.13% | 1,365,200 | 341,300 | 170,650 | 34,130
11to 15 1,655,162 20.23% 809,200 | 202,300 | 101,150 | 20,230
16 to 20 1,150,396 14.06% 562,400 | 140,600 | 70,300 | 14,060
21to0 25 854,091 10.44% | 417,600 | 104,400 | 52,200 | 10,440
31to35 420,583 5.14% 205,600 | 51,400 | 25,700 | 5,140
36 to 40 275,774 3.37% 134,800 | 33,700 | 16,850 | 3,370
>41 414,926 5.07% 202,800 | 50,700 | 25,350 | 5,070
Total 8,180,584 3,999,600 | 999,900 | 499,950 | 99,990

Table 7: Distribution of English—Hindi sentence pairs sampled from Samanantar across sentence length bins and
different dataset sizes.

Parameter Value
arch transformer
optimizer adam
adam-betas (0.9, 0.98)
clip-norm 0.0
1r Se-4
lr-scheduler inverse_sqrt
warmup-updates 4000
warmup-init-1r le-07
dropout 0.3
attention-dropout 0.1
activation-dropout 0.1
weight-decay 0.0001
criterion label_smoothed_cross_entropy
label-smoothing 0.1
max-tokens 6000
max-update 300000
patience 20
update-freq 10

Table 8: Training hyperparameters used across all ex-
periments.
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Dataset Size 0.05M 0.1M 0.5M
Performance Tier | src  tgt Al CH src tgt Al CH src tgt Al CH
Low A 500 1K 20.87 19.64 | 500 25K 2522 2356 | 2K 32K 57.8 50.82
Low B 500 2K 1971 1846 | IK 32K 26.65 24.61 | 25K 32K 5935 52.27
Baseline 4K 4K 2461 2292 | 500 500 4755 4121 | 4K 4K 637 56.61
High B 25K 500 31.22* 28.17*% | 16K 500 50.36* 42.12* | 8K 2K  64.07 56.61
High A 16K 500 32.74* 29.78* | 8K 500 50.41*% 42.41* | 4K 500 64.29*% 56.84
Dataset Size IM 4M 8M
Performance Tier | src  tgt Al CH src tgt Al CH src tgt Al CH
Low A 500 32K 6375 5723 | 500 1K 6751 61.19 | 500 2K 68.02 613
Low B IK 32K 6433 57.13 | IK 2K 6786 61.55 | 500 500 68.12 61.24
Baseline 8K 8K 6552 59.18 | 32K 32K 68.1 62.1 | 32K 32K 69.74 63.24
High B 16K 8K 66.07* 59.03 | 32K 16K 68.08 6194 | 16K 25K 69.47 63.05
High A 16K 4K 65.68 60.11 | 25K 16K 69.32 6245 | 4K 32K 69.68 63.18

Table 9: Performance of the top 2 (High A and High B) and bottom 2 (Low A and Low B) systems with respective
tokenisation configurations compared to the symmetric baseline for Hindi-to-English systems across dataset sizes
for AT and CH Domains. Bold scores indicate statistically significant improvements over the baseline (p < 0.05);

bold scores with an asterisk (x) indicate high significance (p < 0.01)

Language | # Sentence Pairs | English Tokens L Tokens
Telugu 508,557 9,277,916 6,861,361
Shona 9,463,612 98,089,812 | 76,046,554
Norwegian 1,454,765 22,223,984 | 20,541,537
Kyrgyz 21,603,490 251,345,836 | 168,333,543
Hausa 4,452,045 57,987,583 | 64,016,592
Inuktitut 733,624 15,751,147 7,991,818

Table 10: Original corpus statistics English - L. Lan-
guage for secondary language pair.

Language | English Tokens | L Tokens
Telugu 2,471,877 1,919,321
Shona 1,228,485 965,502

Norwegian 1,791,571 1,641,309
Kyrgyz 1,385,891 936,543
Hausa 1,531,132 1,679,785

Inuktitut 2,148,188 1,089,834

Table 11: Token statistics after sampling 0.1 million
training sentence pairs per language pair (English - L).

1 Split # Sentences | English Tokens | L Tokens
Hindi validation 997 23,586 27,325
test 1,012 24,722 28,534
Telugu validation 997 23,586 19,443
test 1,012 24,722 20,213
Shona validation 997 23,586 19,116
test 1,012 24,722 19,958
Norwegian | validation 997 23,586 23,472
test 1,012 24,722 24,213
Kyrgyz validation 997 23,586 18,935
test 1,012 24,722 20,022
Hausa validation 997 23,586 27,031
test 1,012 24,722 28,018
Inuktitut | validation 5,433 66,431 37,321
test 6,139 86,661 47,813

Table 12: Validation and test set statistics for all lan-

guage pairs.
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Abstract

Hindi has many dialects, and they are vital to
India’s cultural and linguistic heritage. How-
ever, many of them have been largely over-
looked in modern language technological ad-
vancements, primarily due to a lack of proper
resources. In this study, we explore speech-
to-speech machine translation (S2ST) for four
Hindi dialects, i.e., Awadhi, Bhojpuri, Braj
Bhasha, and Magahi. We adopt a cascaded
S2ST pipeline comprising of three stages: Au-
tomatic Speech Recognition (ASR), Machine
Translation (MT), and Text-to-Speech (TTS).
We evaluate many recent large language mod-
els (LLMs) for dialect-to-Hindi and dialect-
to-English translations in zero-shot, few-shot,
and chain-of-thought setups. Our comparative
analysis offers insights into the current capabil-
ities and limitations of LLM-based approaches
for low-resource dialectal S2ST in Indian con-
text. Dataset and code are available at https:
//github.com/flamenlp/S2ST-Dialect.

1 Introduction

The “Hindi Belt” or northern-central region of In-
dia includes various dialects such as Awadhi, Bho-
jpuri, Braj Bhasha, Magahi, Bundeli, etc., each
holding significant cultural value but largely ne-
glected in contemporary language technologies.
This neglect is mainly due to the dominance of
Modern Standard Hindi (MSH) following its in-
stitutionalization, which has marginalized these di-
alects and put their linguistic diversity at risk. Al-
though computational tools and resources for MSH
have advanced considerably, equivalent support
for its dialects remains lacking. The scarcity of
text and speech datasets hinders the development
of NLP and speech technologies tailored to these
dialects. Modern NLP systems prioritize high-
resource languages, leaving Hindi-belt dialects un-
derserved. This highlights the urgent need for tar-
geted research on these dialects.
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Dialects of Hindi

Figure 1: Dialects in the Hindi Belt.
Source: https://www.instagram.com/@indiainpixels

Speech-to-Speech Machine Translation (S2ST)
offers a transformative solution to bridge the lin-
guistic divide. By automating speech translation,
S2ST enables real-time access to essential ser-
vices in education, healthcare, and governance,
particularly in regions where local dialects are
primary. Furthermore, S2ST can help preserve
linguistic diversity by allowing speakers to use
their native dialects in the digital world. Over
the years, S2ST systems have evolved consider-
ably, with cascaded architectures emerging as the
predominant approach due to their proven effec-
tiveness for low-resource languages. These sys-
tems decompose the translation process into dis-
tinct components—automatic speech recognition
(ASR) (Kumar and Akhtar, 2025; Javed et al.,
2025), machine translation (MT) (Gala et al., 2023;
Kartik et al., 2024), and text-to-speech (TTS) (V
et al., 2025)—enabling independent optimization
of each module.

Mhaskar et al. (2023) introduced VAKTA-
SETU, a speech-to-speech machine translation ser-
vice that integrates Vakyansh Wav2Vec2 ASR
(Gupta et al., 2021; Chadha et al., 2022), Indic-

Proceedings of the Twelfth Workshop on Asian Translation (WAT 2025), pages 54—65
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Trans2 (Gala et al., 2023), and Tacotron 2 TTS
(Shen etal., 2017) to support language pairs includ-
ing English-Hindi, English-Marathi, and Hindi-
Marathi. Complementing this effort, the IWSLT
2024 Indic Track (Sethiya et al., 2024) demon-
strated that a Whisper (Radford et al., 2022) — In-
dicTrans2 cascade consistently outperformed end-
to-end models on low-resource languages such as
Bengali, Tamil, etc. This finding reaffirms the ro-
bustness and effectiveness of modular systems in
resource-scarce settings (Dabre and Song, 2024).

Recent studies have extensively explored
prompting strategies for machine translation using
large language models. Vilar et al. (2023) demon-
strated that the quality of few-shot examples is
the most critical factor for effective prompting,
highlighting careful example selection over se-
mantic proximity. Zhang et al. (2023) conducted
a systematic study analyzing various prompt
templates and showed that both the template word-
ing and the number of shots significantly affect
translation quality, with suboptimal examples
leading to degraded performance. Hendy et al.
(2023) further evaluated prompting effects across
diverse GPT models, confirming that optimal shot
numbers and example relevance markedly influ-
ence model outputs, especially in low-resource
settings.  Collectively, these works emphasize
the importance of designing suitable prompt
templates, determining an effective number of
few-shot demonstrations, and selecting relevant
examples to enhance MT with LLMs.

Adapting general-purpose LLMs to dialectal
machine translation presents distinct challenges.
Court and Elsner (2024) showed that retrieval-
augmented generation can aid smaller models for
Southern Quechua-Spanish translation, while zero-
shot prompting remains the most effective ap-
proach for state-of-the-art LLMs. However, these
advanced models still frequently produce mistrans-
lations and raise ethical concerns, especially when
errors go unnoticed. Similarly, Almaoui et al.
(2025) examined Arabizi and Arabic dialects, re-
vealing significant performance disparities: Egyp-
tian Arabic benefits from considerable media ex-
posure, whereas Algerian Arabic struggles due to
heavy code-switching and limited training data.
These findings highlight the complexities involved
in translating non-standardized dialectal varieties
using general-purpose LLMs.

Building on the need for dedicated research,
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this study introduces a cascaded S2ST pipeline
with a primary focus on the machine translation
stage. We present a detailed exploration of LLMs
for dialect-to-Hindi and dialect-to-English trans-
lation, investigating the performance of different
prompt templates, including zero-shot, few-shot,
and chain-of-thought (CoT) prompting.

2 Dataset

The development of effective S2ST systems for
low-resource languages requires carefully curated
datasets that address the challenge of resource
scarcity. For Hindi dialects including Awadhi,
Bhojpuri, Braj Bhasha and Magahi, the availabil-
ity of high-quality parallel speech data remains
severely limited, necessitating a multi-faceted ap-
proach to combine parallel speech corpora, mono-
lingual audio resources, and text-based datasets.

Our research leverages the SpeeD-IA dataset
from KMI Linguistics (Kumar et al., 2022), which
is one of the few available parallel speech re-
sources for Hindi dialects. The corpus originally
consisted of 369 Hindi sentences that were trans-
lated into Awadhi, Bhojpuri, Braj Bhasha, and Ma-
gahi through spoken renditions by native speakers.
These audio translations were then transcribed us-
ing ASR systems to generate corresponding text
transcriptions. We pruned this set—removing du-
plicates and poorly formed sentences—and pro-
duced a clean collection of 267 parallel sentences
available across every dialect, Hindi, and English.
For each sentence, we select the best translation
from multiple transcriptions and further refined
these transcriptions using a multilingual LLM to
ensure quality and accuracy.

In addition, the dataset also included monolin-
gual audio from every speaker recorded through
39 carefully designed questions on lifecycle events
(birth, marriage, and death), yielding spontaneous
narrative recordings. This resulted in roughly 2-
3 hours of audio data for each dialect, totaling
around 10 hours. This data was subsequently used
to fine-tune ASR models, thereby enhancing their
performance on natural dialectal speech. We uti-
lize the VAANI dataset (Team, 2025), a collabo-
rative initiative by the IISc, Bangalore and ART-
PARK. We sampled ~ 4 - 5 hours of audio for each
of our target dialects —Awadhi, Bhojpuri, Braj
Bhasha, and Magahi— resulting in a total of 18
hours of monolingual data. We employ it for fine-
tuning our ASR components.



Automatic Speech
Recognition (ASR)
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H Machine Translation (MT) H Text-to-Speech (TTS)
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Awadhi e Whisper e Sarvam-1B e Kokoro TTS Hindi
Bhojpuri e Google STTAPI e Mistral [7B, 24B] e IndicF5 English
Braj Bhasha e DeepSeek [7B, V3]
Magahi e Llama3 [8B, 70B, 17B Maverick]
e GPT [40, 40-Mini]

Figure 2: Cascaded pipeline for speech-to-speech Machine Translation.

3 Methodology

Our approach employs a cascaded architecture
comprising three main components: ASR, MT,
and TTS. Figure 2 depicts the cascaded pipeline
along with models we experiment with in this pa-
per. We now provide the details of each phase in
the subsequent subsections.

3.1 Machine Translation (MT)

For machine translation, we explore a diverse set
of LLMs with varying scales, architectures, and
specialization to assess their performance across
resource levels and reasoning capabilities. We em-
ploy following set of models in our experiments:
» Lightweight models:

— Meta-Llama-3-8B

— Mistral-7B-v0.1

— deepseek-11m-7b-chat

* Larger, more powerful variants:

— Meta-Llama-3-70B-Instruct
— Mistral-Small-24B-Instruct-2501
* Large reasoning models:
— gpt-4o
— DeepSeek-V3
— Llama-4-Maverick-17B-128E-Instruct

* Indic-language specific model:
— sarvamai/sarvam-1

The inclusion of large reasoning models was mo-

tivated by their advanced multi-step inference and

language understanding capabilities, which could

potentially compensate for the lack of training data

in low-resource dialects by better capturing contex-

tual and semantic nuances. Moreover, we evaluate

the following prompting strategies:

*» Zero-shot: The model received the dialect input
with a general instruction for the translation.

* Few-shot: The prompt included two translation
pairs before presenting the target input.

» CoT: The prompt guided the model to explain or
interpret the input dialectal sentence before gen-
erating the translation. An example of Bhojpuri
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CoT prompt given to the LLM is as follows:

Bhojpuri Prompt = You are a Bhojpuri language expert translating Bhojpuri
sentences into fluent English. Follow a logical, step-by-step process to break down
each sentence: identify names, pronouns, verbs, objects, and sentence structure
before generating the final English translation.

# Few-shot Examples
Example 1:

1. Bhojpuri: X7&T XY & I &R TS|

Step-by-step reasoning:

« Step 1: YTT is a proper noun, “Radha”.

« Step 2: IHY & H means “with Ramesh”.

« Step 3: ¥EX means “city”.

« Step 4: TS is past tense of ‘to go’ — “went”.

Final Translation: Radha went to the city with Ramesh.
. Bhojpuri: 9 %8 ¥ i RS a1

Step-by-step reasoning:

« Step 1: TAE means “leaf”.

« Step 2: WS I means “from the tree”.

« Step 3: a7 fIRS AT means “falls down”.

Final Translation: The leaf falls down from the tree.

### Now Translate:
Bhojpuri: {{INPUT}}
Step-by-step reasoning:
Step 1:

Step 2:

Final Translation:

3.2 Automatic Speech Recognition (ASR)

Given that the primary focus of this study is on the
MT stage, and to manage computational costs, we
select a single, powerful multilingual ASR model
for our pipeline: OpenAl’s Whisper-medium (Rad-
ford et al., 2022). We employ Whisper due to its
state-of-the-art performance across a wide range of
languages and dialects, making it a highly capable
and suitable candidate.

To adapt the Whisper model to the phonetic and
prosodic characteristics of the Hindi Belt dialects,
we employ a unified multilingual fine-tuning strat-
egy. This approach, rather than training dialect-
specific models, leverages cross-dialectal phonetic
similarities and morphological patterns to improve
generalization and robustness across the target
varieties. In addition, we also utilize Google’s
Speech-to-Text API as a zero-shot baseline to as-
sess ASR performance on dialectal speech without
domain adaptation.



LLM Awadhi Braj Magahi Bhojpuri
BLEU chrF BERTScore BLEU  chrF BERTScore BLEU  chrF BERTScore BLEU  chrF  BERTScore
Sarvam - 1B 12.07 3523 93.18 6.45 33.24 93.95 14.00 3733 93.38 8.44 31.08 92.92
Mistral - 7B 3.46 30.96 93.01 7.73 34.93 94.31 8.75 41.03 94.32 1.30 21.93 91.69
DeepSeek - 7B 3.57 30.10 93.31 1395  36.58 94.23 7.51 33.49 93.35 4.86 28.97 92.65
Llama3 - 8B 6.19 37.94 94.07 11.97  42.50 94.80 12.19 4347 94.61 4.18 30.01 93.03
Mistral 24B 1426  41.19 94.27 2599  49.29 94.98 8.56 31.72 92.65 16.00  41.96 94.65
Llama3 - 70B - instruct 1691  45.52 94.99 26.58  56.01 96.17 32.01 55.29 96.03 9.25 42.83 94.75
GPT - 40 Mini 26.51 5024 95.35 26.79  52.62 95.81 21.16  46.67 95.20 3033 54.66 96.17
GPT - 40 29.74 5328 95.93 3722 57.46 96.57 37.63 57.64 96.71 38.28 5835 96.24
Llama 17B Maverick 26.79  54.16 95.76 25.09 56.44 95.93 3031  58.63 95.82 20.77  49.14 95.38
DeepSeek v3 2422 5250 96.03 23.40  55.81 96.13 23.63  49.39 95.64 36.76  59.99 96.84
Table 1: Dialect to Hindi: Zero-shot results.
LLM Awadhi Braj Magahi Bhojpuri
BLEU chrf  BERTScore BLEU  chrF BERTScore BLEU  chrF BERTScore BLEU  chrF  BERTScore

Sarvam - 1B 10.73  33.40 92.98 10.43  28.85 92.90 20.61 38.08 94.07 1499 3475 93.06
Mistral - 7B 20.27 4044 94.51 30.54  47.66 94.88 2477  47.80 94.68 11.37 3417 9291
DeepSeek - 7B 5.55 25.53 91.25 1142  34.06 90.65 8.43 29.43 92.06 4.57 26.45 91.33
Llama3 - 8B 27.55 4797 95.42 26.12 4250 93.63 3142  51.06 95.31 21.00 41.19 94.18
Mistral 24B 19.51  46.52 94.81 10.64 3397 93.00 28.75 5342 94.68 17.10  40.94 93.71
Llama3 - 70B - instruct 3047  52.47 96.11 25.10 52.03 94.86 33,77  58.05 96.54 3225 5235 95.75
GPT - 40 Mini 2992  53.60 96.01 41.37  59.09 96.19 42.53  65.10 96.22 43.54  62.00 96.19
GPT - 40 3272 5590 96.11 42.77  60.07 96.68 47.65 67.64 97.41 4752  67.64 97.41
Llama 17B Maverick 3558 57.26 96.27 43.19 62.93 96.54 42.17 6233 96.44 36.60 63.94 96.33
DeepSeek v3 39.94 61.53 97.09 3724 58.03 95.75 4378  63.29 97.17 4552 62.74 96.69

Table 2: Dialect to English: Zero-shot results.

3.3 Text-To-Speech (TTS)

For the Text-to-Speech (TTS) component, we se-
lect models that offer a strong balance of perfor-
mance and linguistic coverage for both English
and Hindi. For English, we adopt KOKORO-TTS,
a high-quality neural TTS model recognized for
its naturalness and intelligibility. KOKORO-TTS
provides superior prosody and voice clarity, mak-
ing it a reliable choice for the downstream appli-
cation in our cascaded S2ST pipeline. For Hindi,
we utilize the IndicF5 (V et al., 2025) model de-
veloped by Al4Bharat', a widely used model for
Indian languages that demonstrates strong perfor-
mance on native phonetic structures. These selec-
tions ensure that the final synthesized output in
both languages maintained high fidelity and are in-
telligible to native speakers, thereby enhancing the
overall usability of the system.

4 Experimental Results and Analyses

We now present a detailed analysis of the results
from each phase of the study.

4.1 Machine Translation (MT) Results

To ensure focused evaluation, we filter a rep-
resentative test set from our original dataset of

"https://ai4bharat.iitm.ac.in/areas/tts
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267 parallel sentences across the four regional
Hindi dialects. Results of Dialect—Hindi and
Dialect—English are listed in Tables 1 & 2 (zero-
shot), Tables 3 & 4 (few-shot), and Tables 5 & 6
(CoT prompting), respectively.

Effect of Prompting Techniques: Prompting
strategies show significant effect on translation
quality across all dialects and models. As shown
in Table 2 and Table 4, few-shot prompting con-
sistently improved performance over zero-shot
for Dialect-to-English translations. For exam-
ple, DeepSeek v3’s Braj translations increased
from 37.24 to 49.16 (a 32% gain). CoT prompt-
ing yielded further improvements, particularly for
weaker models. For example, Mistral-7B’s Mag-
ahi BLEU score rose from 8.75 (zero-shot) in Ta-
ble 1to 21.54 (CoT) in Table 5 for Dialect-to-Hindi
translations.

However, top-tier models showed diminish-
ing returns with CoT prompting, with few-shot
prompting sometimes matching or even surpass-
ing CoT performance. This suggests that, unlike
weaker models which benefit significantly from
explicit reasoning prompts, stronger models al-
ready possess substantial internal reasoning capa-
bilities, reducing the added value of CoT prompt-
ing. Table 3 and Table 5 show that CoT prompt-
ing offers limited gains for Hindi from regional di-


https://ai4bharat.iitm.ac.in/areas/tts

LLM Awadhi Braj Magahi Bhojpuri
BLEU chrF BERTScore BLEU  chrF BERTScore BLEU  chrF BERTScore BLEU  chrF  BERTScore
Sarvam - 1B 9.99 354 93.33 1849  42.18 94.98 11.16 4231 93.53 6.62 29.25 93.02
Mistral - 7B 532 32.71 93.36 1445  38.68 93.7 15.15  44.17 94.84 6.16 29.17 93.30
DeepSeek - 7B 3.19 32.13 93.81 10.02  34.62 94.31 8.77 35.00 93.36 3.73 25.98 92.22
Llama3 - 8B 18.15  46.34 94.98 19.85  46.62 95.83 3124  53.63 95.85 8.16 37.29 94.22
Mistral 24B 1041 3543 93.31 21.68 4331 94.91 21.54 4537 94.84 16.53  41.52 94.57
Llama3 - 70B - instruct  19.44  45.71 94.80 30.79  53.90 96.07 37.86  60.98 96.57 19.44 4329 94.80
GPT - 40 Mini 24.65 49.85 95.48 39.10  58.92 96.39 41.63  62.42 96.83 29.10  49.60 96.03
GPT - 40 3237  58.13 96.48 37.55  58.26 96.34 50.51  70.06 97.69 41.12  63.35 96.75
Llama 17B Maverick 35.62 60.39 96.49 39.35  61.63 96.61 37.11  58.50 96.70 26.10  54.04 95.60
DeepSeek v3 36.23 5851 96.32 3145  56.94 96.32 41.63  62.42 96.83 22.76 433 95.17
Table 3: Dialect to Hindi: Few-shot results.
LLM Awadhi Braj Magahi Bhojpuri
BLEU  chrff BERTScore BLEU  chrF BERTScore BLEU  chrF BERTScore BLEU  chrF  BERTScore

Sarvam - 1B 1473 34.09 93.21 14.55 3573 93.15 17.90  42.17 94.41 7.41 27.28 91.49
Mistral - 7B 21.54  46.04 94.25 1632 3421 90.99 23.88 4297 93.39 1433 3596 93.09
DeepSeek - 7B 9.55 3445 92.96 1748  40.03 92.49 11.78  35.32 93.11 11.81  33.85 92.23
Llama3 - 8B 31.14  53.54 96.18 28.03 4438 95.18 37.15 5435 96.01 27.79  48.78 95.05
Mistral 24B 22.66 51.74 95.18 3147 4932 95.13 37.99 5740 96.71 1445 3548 93.57
Llama3 - 70B - instruct  36.41  59.89 96.63 3342 55.04 95.34 37.31  60.64 96.80 37.13 5837 95.85
GPT - 40 Mini 3559 5823 96.60 4239  64.07 96.95 58.54  73.20 98.10 46.95  63.86 97.07
GPT - 40 3589  60.38 96.60 43.83 6391 96.73 58.74  74.50 98.68 5230  70.26 97.61
Llama 17B Maverick 4293  63.89 97.32 43.09  64.69 97.17 S1.11 67.84 98.05 36.58 6191 95.88
DeepSeek v3 38.67  60.20 96.83 49.16 6747 97.01 4991 6754 97.19 3832 5879 96.38

Table 4: Dialect to English: Few-shot results.

alects. Often, its performance is marginal or below
that of few-shot prompting, which appears more ef-
fective at capturing translation patterns for dialects
that are linguistically close to Hindi.

Effect of Target Language: English transla-
tions consistently outperformed Hindi across all
evaluation metrics. For example, in the few-
shot setting, GPT-40 Mini scored 46.95 BLEU
for Bhojpuri-English (Table 4) versus 29.10 for
Bhojpuri-Hindi (Table 3) —a gap of over +17
points. Similarly, in the zero-shot setting, Llama3-
8B achieved 31.42 for Magahi-English (Table 2)
but only 12.19 for Magahi-Hindi (Table 1).

This performance gap largely stems from the
training and optimization of LLMs. They are ex-
posed to much larger and more diverse English
corpora, leading to richer linguistic knowledge,
and better alignment for English outputs. In con-
trast, Hindi has comparatively less training data
and fewer fine-tuning resources, resulting in lower
fluency and accuracy.

Effect of Model Size: Translation quality gen-
erally improved with larger model sizes, though
gains were not always consistent across architec-
tures. Within the LLaMA family, LLaMA3-70B
Instruct substantially outperformed LLaMA3-8B
(CoT Magahi-English BLEU scores: 46.80 vs
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34.66 in Table 6), while in the Mistral family,
performance varied massively —M istral-24B im-
proved over Mistral-7B in Magahi-English few
shot results from 23.88 to 37.99 as shown in Ta-
ble 4. However, in many other cases, Mistral-7B
also outperformed its larger counterpart, Mistral-
24B. Very small models, such as Sarvam-1B, de-
livered poor results despite Indic-specific train-
ing, indicating that limited parameter capacity re-
stricts generalization beyond high-resource lan-
guages. In terms of practical usability, moderate-
sized models like GPT-40 Mini offered strong per-
formance relative to their larger counterpart, GPT-
40, providing a favorable balance between accu-
racy, cost, and accessibility. For example, as
shown in Table 2, GPT-40 Mini achieved a BLEU
score of 41.37 compared to GPT-40’s 42.77 for
Braj-English translation.

Large Reasoning Models in Low-Resource MT:
Large Reasoning Models (LRMs) such as GPT-4o,
GPT-40 Mini, and Llama 17B Maverick consis-
tently outperform traditional LLMs by leveraging
enhanced reasoning capabilities and instruction-
following training. For instance, in Table 6,
GPT-40 achieves a BLEU score of 64.98 in
Magahi-English translation, significantly surpass-
ing the best traditional LLM (Llama3 - 70B - in-
struct), which reached only 46.80. Unlike stan-



LLM Awadhi Braj Magahi Bhojpuri
BLEU chrF BERTScore BLEU  chrF BERTScore BLEU  chrF BERTScore BLEU  chrF  BERTScore
Sarvam - 1B 8.79 314 92.63 1444 4123 93.3 9.05 40.17 92.36 5.62 25.25 91.02
Mistral - 7B 16.53  41.52 94.57 21.68 4331 94.91 21.54 4537 94.84 1041 3543 93.31
DeepSeek - 7B 5.57 33.32 94.21 1099  33.26 94.23 12.21 35.89 94.14 2.6 26.75 92.46
Llama3 - 8B 1238 41.49 94.27 1291 43.04 94.96 12.06  41.77 94.53 6.64 35.94 93.87
Mistral 24B 2392 4422 94.63 21.39 4515 95.09 19.79 4447 95.41 6.48 32.14 93.13
Llama3 - 70B - instruct  22.28  50.49 95.57 2692  51.62 95.89 28.04  53.55 96.07 19.31  45.08 95.07
GPT - 40 Mini 23.7 48.95 95.49 32.04 5343 95.96 28.74  53.77 96.19 2636  51.65 96.21
GPT - 40 29.76  55.96 96.76 32,66  56.18 96.66 51.57 68.01 97.29 3346 59.07 96.71
Llama 17B Maverick 2648  54.14 96.60 3438  56.80 96.53 41.58  60.80 96.77 27.73 5032 95.81
DeepSeek v3 29.04 5245 96.17 3454 5713 96.66 42.05 5895 96.13 22.76 433 95.17
Table 5: Dialect to Hindi: Chain of thought (COT) results.
LLM Awadhi Braj Magahi Bhojpuri
BLEU  chrf BERTScore BLEU  chrF BERTScore BLEU  chrF BERTScore BLEU  chrF  BERTScore

Sarvam - 1B 20.6 34.23 93.66 1559  33.76 92.76 1524 36.19 93.39 9.16 32.07 92.50
Mistral - 7B 26.86  48.96 95.75 3579  48.09 95.19 27.7 50.48 95.44 17.01 3754 93.33
DeepSeek - 7B 11.85  33.87 92.76 2224 4227 92.95 1227 3224 93.04 12.37 3191 92.40
Llama3 - 8B 354 51.84 95.93 3499  50.27 94.99 3466 54.78 95.88 3021  48.57 95.49
Mistral 24B 25.61 51.17 95.95 29.61  47.62 94.56 3549 5545 95.38 19.49 4022 93.59
Llama3 - 70B - instruct 3447  57.71 96.19 3896  57.64 95.86 46.80  63.27 98.74 36.89  60.56 96.05
GPT - 40 Mini 28.56  53.17 95.85 48.59  66.41 97.03 5532 68.86 97.09 4727  65.01 96.73
GPT - 40 3547  58.66 96.75 50.21 68.83 97.87 64.98 78.52 98.74 53.19  70.62 97.47
Llama 17B Maverick 42.16  63.77 97.00 51.73  69.37 97.67 52.54 7239 97.49 3420  60.29 95.15
DeepSeek v3 3897 5824 96.43 56.14  72.49 96.99 55.56  68.81 96.66 53.21  68.40 96.87

Table 6: Dialect to English:

dard LLMs primarily trained for next-token pre-
diction, LRMs are fine-tuned on multi-step rea-
soning and instruction-following tasks, enabling
them to “reason through” prompts. This reasoning-
centric ability helps LRMs handle dialectal varia-
tion and limited supervision more effectively than
mere increases in parameter size. Even smaller
instruction-tuned variants like GPT-40 Mini main-
tain strong translation quality, with BLEU scores
exceeding 55 across multiple dialects. This under-
scores that reasoning ability, rather than parameter
count alone, is key to enhancing low-resource MT.

4.2 Ablation Study

For ablation study, we use a single large language
model: Llama-3.3-70B-Instruct-Turbo-Free (Al,
2023), accessed through the TogetherAl APIL.

Results for different prompt templates: We
ran translation experiments from four dialects
{Awadhi, Bhojpuri, Braj, Magahi} — {English,
Hindi} using four different prompt templates as
shown in Table 7.

Our evaluation showed clear differences in per-
formance, helping us choose the best prompt tem-
plate. The four prompt templates represent dif-
ferent instructional approaches: Role prompting
assigns a professional translator identity to the
LLM, direct prompting provides straightforward

Chain of thought (COT) results.
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Type Prompt

Role Prompting

You are a professional translator. Translate {Language} sentences into flu-
ent English.

Translate the following {Language} sentences into English.

This is a translation exercise focused solely on {Language} input and En-
glish output. Please analyze the given {Language} sentence, understand
its context, and provide your answer.Given an {Language} sentence, return
ONLY a JSON object with the key English containing the translation.

Take the input, convert it into English and provide the result.

Direct Prompt
Specific Prompt

Vague prompt

Table 7: Types of prompt used.

translation instructions, Specific prompting offers
detailed instructions with formatting constraints
and contextual analysis requirements, and Vague
prompting uses deliberately ambiguous language
to demonstrate the impact of unclear instructions
on translation quality.

As shown in Table 8, role prompting consis-
tently outperformed other approaches across lan-
guage pairs, with the highest BLEU scores for En-
glish translations (36.48 for Bhojpuri-English and
21.45 for Magahi-English). This success stems
from the psychological priming effect where as-
signing the LLM a “professional translator” iden-
tity activates more sophisticated linguistic process-
ing capabilities and contextual understanding.

Specific prompting was the second-best overall
approach, but achieved the highest BLEU scores
of 30.00 for Awadhi-English translation and 38.49
for Braj-English translation. Its use of detailed in-
structions, and explicit formatting enhanced trans-



Prompt Awadhi Braj Bhojpuri Magahi

BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT
Role 2642 87.08 30.54 33.80 85.66 36.63 36.48 82.63 52.02 21.45 86.19 27.11
Direct 22.90 86.07 22.41 33.58 83.38 26.85 29.09 86.39 54.57 14.59 80.41 18.73
Specific  30.00 87.73 29.94 38.49 85.18 36.03 3191 85.92 49.96 20.96 86.29 22.74
Vague 19.90 74.93 3229 30.90 83.53 25.90 26.71 84.96 46.63 17.80 85.20 20.27

Table 8: Dialect to English: Experimental results

with different prompt templates.

Prompt Awadhi Braj Bhojpuri Magahi

BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT
Role 21.99 84.14 41.34 21.44 76.61 35.18 23.20 85.34 44.73 18.55 84.49 42.69
Direct 14.27 79.54 37.85 20.10 76.38 35.05 20.62 83.29 42.03 14.17 78.74 40.49
Specific  21.00 84.07 40.20 20.35 78.35 35.73 2285 8591 45.75 14.68 83.16 43.32
Vague 15.07 79.43 35.92 19.90  80.65 34.28 21.87 78.07 37.29 15.30 82.68 41.09

Table 9: Dialect to Hindi: Experimental results with different prompt templates.

Few-Shot Awadhi Braj Bhojpuri Magahi
BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT
n=1 47.86 88.6 29.43 32.17 85.00 34.73 36.82 90.37 45.86 32.62 82.9 14.36
n=5 5421 90.65 3827 37.52 32.17 40.11 354 87.93 46.54 30.74 82.13 21.50
n=10 54.25 90.71 42.47 39.58 87.57 47.02 41.06 90.41 54.01 33.55 84.39 19.88
n=20 53.13 89.48 47.45 36.23 86.24 42.82 38.69 89.68 52.17 38.58 84.54 26.72

Table 10: Dialect to English: Experimental results with different number of few-shot examples.

Few-Shot Awadhi Braj Bhojpuri Magahi
BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT
n=1 29.1 87.19 52.56 18.39 80.39 48.6 36.05 87.39 59.71 3433 84.44 57.35
n=5 28.9 86.29 53.12 2036  83.15 52.03 41.21 90.61 65.46 31.39 81.11 55.01
n=10 32.63 86.77 53.87 21.22 82.95 51.88 47.05 91.96 68.73 38.36 84.16 58.69
n=20 3231 85.52 53.80 20.91 8227 50.52 47.83 92.29 69.59 39.16 84.67 60.40

Table 11: Dialect to Hindi: Experimental results with different number of few-shot examples.

lation quality by promoting consistency and reduc-
ing ambiguity through a structured workflow.

The direct prompting approach, while straight-
forward, showed moderate performance that was
generally inferior to both role and specific tem-
plates, suggesting that simple instructional clarity
alone is insufficient for complex translation tasks.
Most notably, vague prompting consistently under-
performed across all metrics and language pairs
(Table 9), with particularly poor results in Hindi
translations (lowest BLEU scores ranging from
15.07 to 21.87, confirming that ambiguous instruc-
tions severely compromise translation quality.

Results for different number of shots: We con-
duct experiments with different numbers of few-
shot examples to determine if performance im-
proves after a certain point and to establish the op-
timal n value (number of shots) for all future ex-
periments. We tested with n (=1, 5, 10, 20) shots
across all four regional dialects translating to both
English and Hindi. To ensure experimental rigor,
we create two separate pools from our dataset: a
test pool for evaluation and a few-shot pool from

60

which we randomly selected translation examples.
Since the few-shot examples are randomly selected
from this pool, each experiment was repeated 10
times for each n value to eliminate selection bias,
and we report the average results across all repeats.
As shown in Table 10, for English translations, the
optimal performance consistently emerges at 10
shots across most language pairs. Braj-to-English
peaks at 10 shots (39.58 BLEU) before declining at
20 shots (36.23 BLEU), while Magahi-to-English
continues improving through 20 shots but with
marginal gains. Increasing shots improved trans-
lation quality up to 10 shots, after which results
plateaued or showed minor gains.

As shown in Table 11, the Hindi translation
results reveal varied performance patterns across
the four dialects. Awadhi-to-Hindi peaks at 10
shots (32.63 BLEU) before declining at 20 shots.
Bhojpuri-to-Hindi continues improving through
20 shots, suggesting that this dialect pair bene-
fits from additional contextual examples. Magahi-
to-Hindi shows moderate, consistent improvement
but minimal gains between 10 and 20 shots (+0.8
BLEU). While Bhojpuri-to-Hindi benefits from 20



ASR Model Awadhi Braj Bhojpuri Magahi Multilingual
Google STT 0.7321  0.7253  0.7289 0.7198 0.7146
Whisper-Medium  0.4542  0.4476  0.4487 0.4409 0.4415

Table 12: ASR performance comparison - WER scores.

shots, the remaining dialect pairs reach (near-) op-
timal performance at 10 shots, reinforcing 10 shots
as an efficient configuration for Hindi.

4.3 ASR Results

We fine-tune Whisper on the VAANI corpus and
the lifecycle narrations from the SpeeD-IA dataset.
All audio files underwent a standardized prepro-
cessing pipeline. This included resampling all files
to a consistent 16 kHz, applying amplitude normal-
ization, and filtering out segments with durations
outside the 1-10 second range. This preprocessing
ensures consistent input representation while elim-
inating outliers that could destabilize the training.

The ASR results in Table 12 demonstrate that
the fine-tuned Whisper-Medium (Radford et al.,
2022) model consistently outperforms the baseline
Google STT API? across all dialects and the multi-
lingual setting, achieving substantially lower WER
scores (e.g., 0.4542 vs. 0.7321 for Awadhi). This
highlights the effectiveness of domain-specific
fine-tuning on audio data in improving recogni-
tion accuracy for low-resource dialects. While
Google STT provides a strong out-of-the-box base-
line, fine-tuning Whisper enables better adapta-
tion to the linguistic and acoustic characteristics of
these dialects, yielding more robust performance
in the target speech varieties.

4.4 TTS Results

To evaluate the quality of the synthesized speech,
we conduct a subjective assessment using the
mean-opinion-score (MOS). A group of six human
listeners rated the samples along two dimensions:

* Adequacy: Human evaluators assess whether
the key message and details are preserved accu-
rately, without distortions or irrelevant additions
on a Likert scale of 1 (meaning is completely
lost) to 5 (meaning is fully preserved).

Fluency: Human evaluators assess whether the
speech sounded natural and coherent, as if spo-
ken by a fluent native speaker. Similar to the ad-
equance, we evaluate fluency on a Likert scale
of 1 (poor, full of errors) to 5 (perfectly fluent).

*https://cloud.google.com/speech-to-text

61

TTS Model Metric Awadhi Braj Bhojpuri Magahi Average

- Adg 40 415 415 40 4.08

Kokoro TTS (English) 43 43 40 4.15 4.19
) o Adq 41 38 465 405 415
IndicFS (Hindi) Flu 43 385 45 40 4.16

Table 13: Average MOS scores on a Likert scale of 1-5.

S2ST Metric Awadhi Braj Bhojpuri Magahi Average
. .. Adg 397 380  4.09 3.86 3.93
Dialect-English ) 406 385 393 371 389
. . Adgq 366 355 375 3.70 3.67
Dialect-Hindi | 392 381 388 3.64 3.81

Table 14: Cascaded S2ST: Average MOS scores on a
Likert scale of 1-5.

The MOS evaluation in Table 13 shows that
both TTS systems — KOKORO-TTS and IndicF5
(V et al., 2025) — achieved high adequacy and flu-
ency across all four dialects. Notably, IndicF5
attained its highest adequacy and fluency ratings
for Bhojpuri, while Kokoro TTS maintained bal-
anced quality across dialects. These results indi-
cate that both English- and Hindi-based TTS mod-
els produce clear, natural-sounding speech, with
only marginal differences in listener preference.

4.5 Cascaded S2ST Results

We construct a test set consisting of 80 speech sam-
ples for each dialect and processed them using our
cascaded S2ST pipeline. First, the audio is tran-
scribed using the fine-tuned Whisper model. The
resulting transcripts were then translated using the
LLaMA Maverick 17B model. Finally, speech
synthesis was performed using Kokoro TTS for En-
glish outputs and IndicF5 for Hindi outputs. The
generated speech samples were evaluated by six
human annotators on two perceptual dimensions—
adequacy and fluency—using a 5-point MOS scale.
The average scores for each dialect are reported in
Table 14.

5 Conclusion

In this paper, we explored various SOTA mod-
els for speech-to-speech machine translation for
dialectal variation of Hindi. We employ multi-
ple LLMs and LRMs for translating Awadhi, Bho-
jpuri, Braj Bhasha, and Magahi sentences to Hindi
and English. Our observation suggests that COT
prompting strategy outperforms zero-shot and few-
shot settings. Moreover, reasoning models such as
GPT-40, Deepseek-V3, and Llama 17B Maverik,
reports strong results against other competing mod-
els in all three prompting setups.


https://cloud.google.com/speech-to-text
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Appendix

A Linguistic Description and Translation
Challenges of Hindi Dialects

A.1 Overview of Dialects

Awadhi, Bhojpuri, Braj Bhasha, and Magahi
are Indo—Aryan languages traditionally consid-
ered Hindi dialects. Awadhi (Eastern Hindi sub-
group of Central Indo—Aryan) is spoken in the
Awadh region of Uttar Pradesh, India, and the ad-
jacent Terai of Nepal (Awadhi-Wikipedia). Ac-
cording to the 2011 census, it had about 3.8 mil-
lion speakers (Awadhi-Wikipedia). Braj Bhasha
(“Braj”; Western/Central Indo—Aryan) is spoken
in the Braj region (Mathura—Agra) of western Ut-
tar Pradesh and parts of Rajasthan (BrajBhasha—
Wikipedia; Braj—Omniglot), with about 1.5 mil-
lion native speakers (Braj—Omniglot). Bhojpuri
is an Eastern Indo—Aryan (Bihari) language spo-
ken in the Bhojpur—Purvanchal area (eastern UP,
western Bihar, NW Jharkhand) and Nepal’s Terai;
the 2011 census reports approximately 50.5 mil-
lion speakers. Magahi (Magadhi) is another East-
ern Indo—Aryan (Magadhan/Bihari) language na-
tive to southern Bihar and northern Jharkhand,
with about 12.7 million speakers.

All four share SOV grammar, two genders,
and postpositions, and use Devanagari today, but
have distinct histories and linguistic classifica-
tions (BrajBhasha—Wikipedia). Awadhi and Braj
are often grouped under “Central/Western Hindi,”
whereas Bhojpuri and Magahi fall under the East-
ern Indo—Aryan (Bihari) group. In practice, none
enjoy official status comparable to Standard Hindi.

A.2 Historical and Cultural Background

Awadhi: A major literary dialect of medieval In-
dia. Tulsidas’s Ramcharitmanas and the Hanuman
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Chalisa were composed in Awadhi, giving it
prestige in Bhakti literature (Awadhi-Wikipedia).
Though displaced by Standard Hindi in educa-
tion and administration, it remains strong in rural
speech and folk music.

Braj Bhasha: The classical language of Kr-
ishna devotional poetry between the 15th—18th
centuries. Poets such as Surdas and Mirabai
composed extensively in Braj. Today it survives
mainly in folk devotion and rural speech; it has no
modern official status (BrajBhasha—Wikipedia;
Braj—Omniglot).

Bhojpuri: A vibrant spoken dialect with
a global diaspora (Fiji, Mauritius, Suriname,
Trinidad). Bhojpuri has strong folk performing
arts (e.g., Bhikhari Thakur) but limited formal lit-
erary status. UNESCO lists it as “potentially vul-
nerable.” Urban speakers often replace traditional
forms (e.g., ST meaning “to understand”) with
Hindi analogues.

Magahi: The modern descendant of Magadhi
Prakrit. Historically oral, with minimal written
tradition. Spoken widely in Bihar/Jharkhand but
lacks official recognition; Standard Hindi domi-
nates schooling. Magahi speakers frequently code-
switch and may face social stigma.

A.3 Linguistic Features Illustrated Through
an Example

Linguistic variations for English sentence: ‘I like
mango’.

Hindi: 937 3TH 38T &Il ¢
Braj: HI$ 319 3T &d U
Bhojpuri: €dd 3H A3 SN |
Magahi: €T 39 38T BIS 2|
Awadhi: HDT 3MH 3T GHMT AT |

A.3.1 Pronouns
Hindi "92I" (mujhe, dative “to me”) maps differ-
ently across dialects:

* Braj: g (moi)

+ Bhojpuri: & (humke)

* Magahi: AT (humra)

* Awadhi: HNT (humka)

Each dialect has its own oblique case system for
first—person pronouns.

A.3.2 Verb Morphology
Hindi uses "&TdT 2" (lagta hai | to be).
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Dialectal variants:
« Braj: &7d U (lagat ae)
« Bhojpuri: SN (lagela)
« Magahi: BTS ¥ (lag he)
* Awadhi: AT 21 (laga the)

Patterns:
* Eastern Bihari dialects (Bhojpuri, Magahi) of-
ten use verb stem + -3 / -3,
* Awadhi retains older Indo—Aryan -3 mor-

phology. '
« Braj preserves archaic endings like -U / -U.

A.3.3 Agreement and Vocabulary

All four use "3eBT" (achcha | good) in this sen-
tence, but differ elsewhere. Braj and Awadhi pre-
serve Sanskritisms; Bhojpuri and Magahi show
Eastern Indo—Aryan features.

A.3.4 Writing Systems

All four dialects use Devanagari today. Histori-
cally:
* Awadhi & Bhojpuri: Kaithi
* Magahi: Kaithi + regional scripts (Bengali,
Odia)
Standard orthography varies.

A.4 Speech and Translation Challenges

ASR Challenges: Dialects lack large tran-
scribed corpora; existing datasets contain only
4-5 hours per dialect. Standard Hindi ASR
performs poorly due to morphology, lexicon, and
accent mismatches. Crowdsourced audio often
suffers from noise and device variation.

Machine Translation Challenges: Parallel cor-
pora are extremely scarce. MT is hindered by:

* inconsistent spellings,

* divergent pronoun/verb systems,

* lack of grammar descriptions,

* heavy code-mixing.

Shared scripts and cognates help unsupervised
MT (Kumar et al., 2020), but zero-shot transfer
from Hindi remains unreliable.

TTS Challenges: No high-quality TTS exists
for these dialects. Hindi TTS adaptation often
mispronounces dialect forms (e.g., "¢R=" vs "&").
Studio-quality recordings are unavailable.

Sociolinguistic Constraints: Low prestige, lack
of inclusion in education, and self-identification as
“Hindi” reduce dataset availability.
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B Ablation based on Quality and
Relevance

B.1 Selecting few shot examples based on
quality

To investigate the impact of the quality of the few-
shot examples selected, we constructed two dis-
tinct data pools, each containing 100 examples.
The high-quality pool consisted of original exam-
ples from our dataset with accurate Hindi and En-
glish translations of the dialect sentences, while
the low-quality pool was systematically created by
manually corrupting the Hindi and English trans-
lations while keeping the source dialect sentences
(Awadhi, Bhojpuri, Braj Bhasha, and Magahi) un-
changed. A few example sentences from the poor
quality pool are listed in Table 15. From each
pool, we randomly sampled n=10 examples to cre-
ate few-shot learning scenarios.

To eliminate sampling bias, we repeated the ex-
periment 10 times and the final performance met-
rics represent the average across all runs, provid-
ing an unbiased assessment of how example qual-
ity affects few-shot MT performance from regional
dialects to Hindi and English.

Awadhi

THET M 3BT S AT |
U2 U SieR 3|

3 W 8T A

T ITET AL
ITHT A FT 37EA|
BEHN T IS |

q TP TS BT S| She saw a man.

I W & R TS Bsd «6|  He saw a girl for marriage.

Orginal Translation Poor Translation

I ate a banana.

The monkey is eating a sandwich.
The dog is very big.

T'am Rad.

His life is Krish.

My body is aching.

She saw a cake.

She saw for marriage.

1 like mango.

The monkey is on the tree.
That house is big.

I'am Radha.

His name is Krishna.

I have a headache.

Table 15: Example sentences from the poor quality
pool.

As shown in Table 16 and Table 17, the exper-
imental results show a consistent pattern across
most language pairs and metrics, underscoring the
importance of high-quality training examples in
few-shot machine translation. For dialect-to-Hindi
translations, good-quality examples substantially
outperform poor-quality ones (e.g., Awadhi BLEU:
32.63 vs 14.72, Bhojpuri: 47.05 vs 18.46). Dialect-
to-English translations also benefit, with notable
improvements in BLEURT scores (Awadhi: 42.47
vs 38.47, Bhojpuri: 54.01 vs 40.42). These find-
ings validate our hypothesis that careful curation of
few-shot examples significantly enhances MT per-
formance, highlighting the need for quality-aware
example selection in low-resource dialect transla-
tion tasks.



Quality Awadhi Braj Bhojpuri Magahi
BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT
Good 5425  90.71 42.47 39.58 87.57 47.02 41.06  90.41 54.01 33.55 84.39 19.88
Poor  36.08 86.91 3847 39.95 85.59 22.8 39.55 87.14 40.42 382 87.35 33.86

Table 16: Dialect to English: Good vs Poor quality few-shot examples selection.

Quality Awadhi Braj Bhojpuri Magahi
BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT
Good 3263  86.77 53.87 21.22 82.95 51.88 47.05  91.96 68.73 38.36 84.16 58.69
Poor 14.72 86.13 43.69 23.04 84.5 52.65 18.46 83.72 47.78 21.33 85.08 49.46

Table 17: Dialect to Hindi:

Good vs Poor quality few-shot examples selection.

Selection Awadhi Braj Bhojpuri Magahi

BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT
Random 5425  90.71 4247 39.58 87.57 47.02 41.06  90.41 54.01 33.55 84.39 19.88
LABSE  36.08 86.91 38.47 39.95 85.59 22.8 39.55 87.14 40.42 382 87.35 33.86

Table 18: Dialect to English: Random vs LABSE few-shot example selection.

Selection Awadhi Braj Bhojpuri Magahi

BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT BLEU COMET BLEURT
Random  32.63 86.77 53.87 21.22 82.95 51.88 47.05 91.96 68.73 38.36 84.16 58.69
LABSE 14.72 86.13 43.69 23.04 84.5 52.65 18.46 83.72 47.78 21.33 85.08 49.46

Table 19: Dialect to Hindi: Random vs LABSE few-shot example selection.

B.2 Selecting few-shot examples based on
relevance

In our experiment, we compare with two dif-
ferent strategies for selecting few-shot examples:
random sampling from our curated pools versus
LABSE-based semantic similarity selection. The
LABSE approach selected examples that were se-
mantically most similar to the test sentence in the
embedding space, while the random approach se-
lected examples without consideration of semantic
similarity. Both selection strategies used the same
underlying pools of high-quality examples, with
the key difference being the selection methodology
rather than the example quality. As shown in Ta-
ble 18 and Table 19, the results consistently show
that random selection of few-shot examples outper-
forms LABSE-based semantic similarity selection
across all language pairs. This is especially clear
in dialect-to-Hindi translations, where random se-
lection yields substantially higher BLEU scores
(Awadhi: 32.63 vs 14.72, Bhojpuri: 47.05 vs
18.46). These findings challenge the assumption
that semantically similar examples provide better
few-shot guidance; instead, diverse random exam-
ples better cover linguistic patterns, enabling mod-
els to generalize more effectively in low-resource
dialect translation tasks.
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Abstract

In multilingual societies, it is common to
observe the blending of multiple languages
in communication, a phenomenon known as
Code-mixing. Globalization and the increas-
ing influence of social media have further am-
plified multilingualism, resulting in a wider
use of code-mixing. This systematic review
analyzes existing translation and translitera-
tion techniques for code-mixed Indo-Aryan
languages, spanning rule-based and statistical
approaches to neural machine translation and
transformer-based architectures. It also ex-
amines publicly available code-mixed datasets
designed for machine translation and translit-
eration tasks, along with the evaluation met-
rics commonly introduced and applied in prior
studies. Finally, the paper discusses current
challenges and limitations, highlighting fu-
ture research directions for developing more
tailored translation pipelines for code-mixed
Indo-Aryan languages.

1 Introduction

Machine Translation and Transliteration have
made progress in mapping barriers to cross-lingual
communication, especially in Indo-Aryan lan-
guages (Perera and Sumanathilaka, 2025b). Indo-
Aryan languages are spoken primarily in north and
central India, as well as in a few neighbouring
countries. The Indo-European language family
includes the Indo-Aryan languages as a subfam-
ily, comprising languages such as Hindi, Bengali,
Marathi, Sinhala, and Urdu (Pal and Zampieri,
2020). With the advancement of Web 2.0, most
digital platforms have become multilingual. Dur-
ing the past decade, the use of social networks and
other digital platforms has increased significantly.
With the web being multilingual and the increas-
ing demand for social networks, users have begun
to adopt their native language on these platforms.
Code-mixed data, being more noisy and increas-
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ing in prevalence, makes developing a robust ma-
chine translation or transliteration system critical
for cross-lingual communication and information
access.

Several studies have been conducted on Indo-
Aryan languages, focusing on monolingual trans-
lation or transliteration between Roman scripts
to native scripts (Sumanathilaka et al., 2025a;
Athukorala and Sumanathilaka, 2024; Herath and
Sumanathilaka, 2024). However, several gaps
exist, including a lack of code-mixed parallel
corpora, insufficient benchmarking on real-world
noisy text, a scarcity of research addressing both
translation and transliteration combined, and lim-
ited systematic reviews that consolidate the state-
of-the-art. Numerous studies have investigated
MT and transliteration for Indo-Aryan languages,
typically focusing on transliteration between na-
tive and Roman scripts or single translations (e.g.,
Hindi-English, Sinhala-English). Few recent stud-
ies have attempted to address code-mixed in-
puts for translation and transliteration tasks, of-
ten using NMT models, subword-level embed-
dings, word-level language identification, etc (Jad-
hav et al., 2022; Patel and Parikh, 2020; Gupta
et al., 2024). However, it was identified that there
are some challenges and gaps that have not been
addressed. Table 1 presents a comparison between
translation and transliteration across multiple lan-
guages.

In this paper, the authors have conducted a
systematic review of existing studies on ma-
chine translation and transliteration for code-
mixed Indo-Aryan languages. Previous studies on
various datasets, preprocessing techniques, model
designs, and evaluation approaches have been an-
alyzed and reviewed. The challenges posed by in-
formal Romanized writing and the limited scope
of models evaluated in code-mixed contexts are
highlighted in this review. Language identifica-
tion as a preprocessing step, using multilingual
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Language Translation Transliteration
Source | Target Source Target

Sinhala | My ®6@ GO | magerata | ®6@ SO
country

Hindi My ENER mera desh | BRT 28T
country

Tamil My 61607 I6T(H) | en naadu | eTe6dT BT(H
country

Table 1: Examples of Translation and Transliteration

pre-trained models and collaborative modelling of
transliteration and translation, are among the new
avenues that have been explored.

From the reviewed literature, the author has
identified that the target language of the translation
is predominantly English, as seen in both studies
and datasets. However, there are scenarios where
the native indo-aryan language is the target lan-
guage. Hence, it can be considered that transla-
tion tasks in this domain involve English-to-Indo-
Aryan translation, Indo-Aryan-to-English trans-
lation, and Indo-Aryan-to-Indo-Aryan translitera-
tion, depending on the dataset and the application.

This study makes the following key contribu-
tions:

Provides a comprehensive comparative analysis
of code-mixed translation and transliteration on
Indo-Aryan languages.

Presents one of the first systematic explorations
of machine translation and transliteration ap-
plied to code-mixed Indo-Aryan languages.
Discusses persistent challenges in code-mixed
translation and transliteration and proposes fu-
ture directions for research.

The remainder of this review paper is struc-
tured as follows. The second chapter outlines
the methodology used to conduct this review, dis-
cussing the selection of studies, evaluation crite-
ria, search strategies, and keywords. The third
chapter would highlight the linguistic character-
istics of code-mixed text and sociolinguistic mo-
tivations. Then it would analyse and review ap-
proaches, techniques, and architectures that have
been explored to date in the domain. Followed
by an overview of existing datasets and evaluation
metrics employed in previous studies. Finally, the
paper would discuss current limitations and gaps
that have been identified as unaddressed and pro-
vide paths for future research.
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2 Related Works

This section provides a review of the survey stud-
ies related to the domain of code-mixing and ma-
chine translation. The survey by Dabre et al.
(2020) provides a comprehensive review of mul-
tilingual neural machine translation, with more
focus on architectural paradigms, transfer learn-
ing strategies, parameter sharing mechanisms,
and multilingual modelling techniques to improve
translation quality. However, it has not reviewed
the unique characteristics, challenges of code-
mixed data, nor transliteration-related studies.

The survey by Thara and Poornachandran
(2018) provides an introductory review and anal-
ysis of code-mixing and its impact on various
NLP tasks, including POS tagging, NER, senti-
ment analysis, and machine translation. However,
the work aims to provide a broad overview of code-
mixing rather than an in-depth analysis of a spe-
cific task. It does not provide a comprehensive dis-
cussion of model architectures, datasets, or eval-
uation protocols relevant to these tasks. The sur-
vey covers code-mixing across multiple language
families, but it does not specifically address the
challenges posed by languages such as Sinhala,
Hindi, Bengali, or other Indo-Aryan languages.
The work by Hidayatullah et al. (2022b) is a sys-
tematic review that focuses on language identifi-
cation in code-mixed text. It reviews existing lan-
guage identification techniques, datasets and chal-
lenges in identifying language in multilingual so-
cial media content. This survey is valuable for un-
derstanding preprocessing and language segmenta-
tion, which is important in downstream tasks.

However, the survey does not discuss the topic
of machine translation. Although accurate lan-
guage identification can influence the quality of
downstream machine translation, the survey does
not explore the relationship between language
identification and a machine translation system.
Collectively, previous surveys do not provide
a review focused on translation and translitera-
tion techniques for Indo-Aryan code-mixed lan-
guages, nor on the linguistic and orthographic
challenges associated with code-mixed, romanised
Indo-Aryan texts. The present study fills this gap
by connecting current methodologies, datasets,
and existing challenges. Offering a focused and
domain-specific perspective not available in prior
literature.



3 Methodology

A comprehensive search was conducted to iden-
tify relevant papers in the domain. Academic
databases, such as IEEE Xplore, Google Scholar,
ACL Anthology, and ResearchGate, have been
considered to identify relevant studies. Apart
from searching the mentioned academic databases,
several papers have been recognized from refer-
ences cited in published papers, especially sur-
vey papers. A wide range of search keywords
has been used to search relevant literature. In
detail, search terms like "code-mixed transla-
tion/transliteration", "code-mixed indo-aryan lan-
guages", "code-mixed Romanized languages",
"Hindi-English code-mixed translation", "Sinhala-
English code-mixed translation", etc, have been
followed.

Considering the limited research in this domain,
this literature review task has focused on studies
and papers published between 2018 and 2025. The
first author has carefully labelled the papers for
their relevance following a pre-structured extrac-
tion mechanism, and quality assessment was per-
formed based on the Critical Appraisal Skills Pro-
gramme checklist, examining the clarity, appropri-
ateness of methodology, rigour of analysis, and rel-
evance. The screening and selection process is pre-
sented in the Figure 1.

Every paper that was published before 2018 has
been excluded. This review also includes studies
that support the topic of code-mixed indo-aryan
translation and transliteration. Papers that have
introduced new algorithms and datasets related to
MT, that follow the Neural Machine Translation
approach, have been considered for this system-
atic review. Several papers have been excluded be-
cause they are not within the scope of Indo-Aryan
languages. Authors have identified that there are
different studies, apart from MT, on code-mixed
text, such as sentiment analysis and Language
identification, which have been excluded. Selected
papers have been grouped by language type.

4 Code-Mixing background in Indic
languages

Language mixing is a result of multilingual lan-
guage usage across people. This behaviour is
more common in multicultural and multilingual
societies, such as most countries that use Indo-
Aryan languages. Code-mixing is the practice
of mixing multiple languages in a single instance
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Figure 1: PRISMA flow of literature selection process

(Thara and Poornachandran, 2018). There are
two main types of Code-mixing. The first one
is Inter-Sentential Switching, which occurs at the
boundaries of sentences. One sentence would
have a single language type, but multiple sen-
tences would have multiple language types. For
example, "Mujhe abhi jaana hai. I’ll call you
later". >Mujhe abhi jaana hai’ is Hindi and "I’ll
call you later" is English. The second one is
Intra-Sentential Switching, which occurs within
the same sentence. Therefore, borrowings from
different languages can be found in a single sen-
tence (Thara and Poornachandran, 2018). As an
example in Hindi-English, "Main kal office meet-
ing attend karunga". When considering the lan-
guages in code-mixed text Myers-Scotton (1997)
has provided a theory called the Linguistic Ma-
trix Language Frame (MLF) theory. In this con-
cept, the dominant language is defined as the Ma-
trix language, and the secondary language is de-
fined as the Embedded language. This is appli-
cable for both code-mixed and code-switched text
(Iakovenko and Hain, 2024). The example on Sin-
hala can be found in Figure 2.

The main reason people tend to use code-
mixed language in their day-to-day conversation
is that it can express feelings easily and effectively
(Sumanathilaka et al., 2023). Use of code-mixing
is more common among younger demographics
and urban populations (Senaratne, 2009). Due
to globalization, most people have adapted to En-



Embedded Language

(English)
yanawada?

Embedded Language
(English)

Api heta| school

[ep@ @és)é)}school [osmé)q?}

L

Meatrix Language
(Sinhala)

Matrix Language
(Romanized Sinhala)

Figure 2: Matrix and Embedded language in code-
mixed

glish as the universal language. This increases the
number of people who are bilingual or multilin-
gual, with some level of understanding in English.
For this reason, it is more common to see people
code-mix their native language with English. In
the same way code-mixed language is used in ver-
bal communication, it is also common to see this
in written communication, especially on informal
communication platforms like social media. In so-
cial media communication, it has been found that
people tend to use their native language in a Ro-
manized way. Despite the availability of native
Unicode keyboards, many users prefer Romanized
for its ease and convenience (De Silva, 2021).

5 Current state of Code-Mixed
Indo-Aryan language translation and
transliteration

This section contains a summary of the current
state of Code-mixed translation and transliteration
in Indo-Aryan languages. The language pairs pre-
sented have been carefully selected for discussion,
with the choice driven by both the availability of
resources and the identified importance of these
pairs for advancing research in code-mixed trans-
lation and transliteration.

5.1 Hindi - English

Hindi, being one of the most popular languages
in India, has several studies that have attempted
to translate and transliterate code-mixed Hindi-
English content. Bhowmick et al. (2023) have
proposed a model to translate Roman Hindi
codemixed sentences to monolingual English.
First, to train the translation model, they have per-
formed synthetic code-mixed sentence generation
by training a mT5 model. The translation model
training has been conducted on both augmented
and manually scraped data, with 120000 and 4000
sentences. The overall translation pipeline would
contain two models: the first is the correction
model, which converts Roman Hindi to Devana-
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gari and outputs a Mixed-Script sentence. The
second one is the Translation model, which re-
ceives the output of the correction model and
converts it to monolingual English. (Nair and
Gupta, 2024) has proposed a study on explor-
ing the capabilities of different LLMs in trans-
lating code-mixed Hindi-English data to English.
While evaluating against state-of-the-art decorder-
only models/LLMs like GPT-4, Gemini, GEMMA
2, BLOOMZ-3B, and Navarasa 2.0, the zero-shot
prompting technique has been followed across all
selected models. The Gemini model has outper-
formed other evaluated models on Roman Hindi
code-mixed translation, achieving a BLEU score
of 20.82%.

Another study(Gahoi et al., 2022) has been con-
ducted on code-mixed Roman Hindi to English
translation. It has utilised the PHINC dataset (Sri-
vastava and Singh, 2020) to train the model, which
contains 13,738 parallel code-mixed Hinglish and
English sentences. The model has been trained by
fine-tuning Salesken Als pre-trained model men-
tioned in Huggingface Transformers. Upon eval-
uating the results, it was identified that the sys-
tem struggled to translate long sentence inputs.
This task returned a results score of 0.41493 for
ROUGE-L and 0.80804 for WER Metrics. This
paper Jadhav et al. (2022) also has suggested
a novel solution to code-mixed Hinglish to En-
glish. It will first undergo language identifica-
tion using an LSTM-based neural method with a
dataset of 25,000 Hindi-English words. The iden-
tified English words would be tagged as ’en’, and
Hindi words would be tagged as ’hi’. The iden-
tified Hindi words would be transliterated using
the Google Transliteration API. Words tagged as
English would translate to Hindi using an NMT
model. Finally, it would get concatenated to pro-
duce the final Hindi output. This has achieved a
BLEU score of 0.737 and WER 0.238. This study
has demonstrated that incorporating a language
identification model into a code-mixed translation
task enhances the accuracy of the output. How-
ever, it has been stated that the Language Identi-
fication model failed to identify language in am-
biguous words and based on context.

5.2 Sinhala - English

Sinhala is the most used language in communica-
tion in Sri Lanka. Although there are keyboards
for Unicode Sinhala, people tend to use the roman-
ized version of Sinhala because of ease (De Silva,



2021; Perera et al., 2025). This creates the need
for a translation system.

A recent study (Senanayaka et al., 2024)
has been conducted on processing code-mixed
Singlish text with RAG implementation for docu-
ment retrieval. This model could translate English-
Singlish code-mixed sentences to English by fine-
tuning the LLaMA-2 7B parameter model. This is
the first study to develop an LLaMA-based RAG
framework tailored for code-mixed Singlish. A
Synthetic parallel corpus has been generated using
Claude-3-Sonnet. It has been stated that the trans-
former’s attention mechanism enables it to process
larger sentences more accurately than other mod-
els. This model achieves scores of BLEU 0.1347,
ROUGE-1 0.3732, and METEOR 0.5923.

(Kugathasan and Sumathipala, 2022) has done
a study on translating code-mixed Singlish to Sin-
hala. The authors have manually created a dataset
comprising 5,000 code-mixed sentences with rele-
vant Sinhala translations. The model is an LSTM
Seq2Seq model with a Teacher Forcing mecha-
nism. One of the main novelties of this code-
mixed translation task is that, in preprocessing,
it utilises the Levenshtein Edit Distance to ad-
dress ambiguous words in Singlish to some extent.
Overall, the study has received a BLEU score of
0.3389. Although a wide range of studies have
been conducted on Romanized Sinhala translitera-
tion (Sumanathilaka et al., 2025b; Dharmasiri and
Sumanathilaka, 2024), these works exclusively fo-
cus on non code-mixed language data. Never-
theless, they underscore the significance of ad-
dressing code-mixed scenarios, given their preva-
lence and practical importance in real-world appli-
cations.

5.3 Gujarati - English

(Patel and Parikh, 2020) has proposed an approach
to translate code-mixed romanized Gujarati sen-
tences to Gujarati script. This approach would
leverage a language identification model that tags
the language before performing the translation
or transliteration. Authors have identified that
Gujarati-English code-mixed data can create am-
biguity, for example, the word 'mate’ in English,
but in Gujarati, it means "for’ in a contextual sense.
To overcome that problem, the Hidden Markov
Model approach has been used to predict accurate
language based on the context.
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5.4 Bengali - English

A study has been conducted (Bhowmick et al.,
2023) to translate Bengali roman codemixed sen-
tences into monolingual English, utilising mT5
and integrating a correction model and a transla-
tion model into the pipeline.

(Shibli et al., 2023) addressed the task of auto-
matic back-transliteration of code-mixed Roman-
ized Bengali into native script Bengali. Their
approach generates multiple candidate forms
through rule-based phonetic mappings. It applies
statistical language models for ranking, similar
in spirit to similarity-based scoring and graph-
ranking techniques. By resolving ambiguities in
noisy romanized input, their system enables more
accurate input for subsequent translation models.

5.5 Other Code-Mixed transliteration

Amin et al. (2023) focuses on generating Marathi-
English code-mixed text, addressing the lack of
code-mixed resources. The proposed method is
based on Matrix Language Frame theory, which
extracts English phrases identified and transliter-
ated into the Devanagari script, ensuring that they
phonetically blend with the surrounding text.

The paper (Wisal et al., 2022) proposes an
approach to translating and transliterating code-
mixed Roman Urdu-English into Urdu. It utilizes
the "g2p-multilingual-byT5-small" deep learning
pre-trained model and fine-tunes it with a corpus
of code-mixed, romanized Urdu and Urdu transla-
tions, which was created by the authors. The sys-
tem has achieved a BLEU score of 66.73%, pro-
viding a strong foundation for noisy low-resource
language translations. It has been identified that
the model struggles when handling rare vocabu-
lary, culture-specific words, and short sentences.

6 Datasets and Evaluation metrics

6.1 Code-Mixed Datasets

To produce a robust machine translation and
transliteration system for code-mixed Indic lan-
guages, the quality of the data on which the model
was trained was heavily dependent. This section
describes publicly available datasets that could be
used for code-mixed translation and transliteration
tasks on different Indic languages.

6.1.1 Hindi - English

The PHINC dataset (Srivastava and Singh, 2020)
is a large parallel dataset with more than 13,000



Study Languages Task ‘ Model Type ‘ Dataset Evaluation | Notes
Hindi
Bhowmick et al. | Mixed Roman | Translation mT5 Seq2Seq (Two- | 5,100 Hindi- | BLEU, Mixed Script Augmentation (Ro-
(2023) Hindi/Bengali to step pipeline: Correc- | English CM | METEOR, man + native script) improves MT
English tion + Translation) ROUGE performance.
Nair and Gupta | Mixed Hindi to | Translation LLMs (BLOOMZ-| Not speci- | BLEU, Demonstrates LLM performance
(2024) English 3B) with LoRA and | fied chrF++ for Indic CM translation.
prompting
Gahoi et al. | Mixed roman | Translation mBART Train 8,060, | ROUGE Transliteration to Devanagari +
(2022) Hindi to English (CM — | (Transformer-based) | Val 942, Test | 0.41493; Hindi parallel text improves MT.
Monolin- 960 WER
gual) 0.80804
Jadhav et al. | Mixed Hinglish to | Translation LID layer + GNMT | 25,000 BLEU Uses intermediate Hindi translation
(2022) English pipeline Hindi- 0.737; TER | via LID for improved accuracy.
English 0.256; WER
word for | 0.238
LID
Sinhala
Senanayaka Mixed Singlish to | Bidirectional | LLaMA-2 7B +| 100  anno- | BLEU Synthetic corpus generation; per-
et al. (2024) English Translation LoRA tated  data | 0.1347; plexity reduced to 11.95.
(RAG) + synthetic | ROUGE-1
data 0.3732
Kugathasan and | Mixed Roman | Normalization; Seq2Seq LSTM with | 5,000 SCM | BLEU Handles OOV words, slang, and in-
Sumathipala Sinhala to Sinhala | Translit- teacher forcing sentences 0.3389 consistent Romanization.
(2022) eration;
Translation
Gujarati
Patel and Parikh | Mixed Roman Gu- | LID + Nor- | Naive Bayes + HMM | 1200 manu- | Manual /| Hidden Markov Model to predict
(2020) jarati to Gujarati malization + | + Dictionary methods | ally created | API compar- | language.
Translation sentences ison
Bengali
Shibli et al. | Roman Banglish | Back- Nine transliteration | 5,000  col- | BLEU, Addresses varied romanization;
(2023) to Bengali Transliteration models + BERT | lected; ROUGE, Google Translate performed best.
similarity 1,000 for | WER, WIL
evaluation
Marathi
Amin et al. | Marathi-English CM Text | Linguistic code- | Uses parallel | CMI = 0.2; | Generates realistic Marathi-English
(2023) (Minglish) Generation mixed generation | EN-MR cor- | DCM =7.4 CM sentences.
algorithm pus
Urdu
Wisal et al. | Mixed Roman | Translation T5-based  multilin- | 17,689 man- | BLEU 66.73 | HuggingFace
(2022) Urdu to Urdu gual Transformer ually created g2p_multilingual_byT5_small
used; dataset created by volunteers.

Table 2: Summary of reviewed methods for Code-Mixed translation and transliteration

code-mixed Romanized Hindi paired with English
translations. These sentences have been scraped
from social media platforms and utilise the support
of six existing corpora that were created for other
NLP tasks. Different preprocessing tasks were
conducted when creating the corpus to ensure its
quality. This contains data from various domains,
including Bollywood, sports, politics, and social
events.

The Dakshina dataset (Roark et al., 2020) con-
tains resources for 12 different South Indian lan-
guages, including Hindi, Bengali, Telugu, Tamil,
and Sinhala. It has over 12 million pairs of Ro-
manized to their native script forms. Unlike the
PHINC, the Dakshina dataset is more generic and
is used in a wider range of NLP tasks, including
machine translation, which makes it more suitable
for Indic languages.

The L3Cube-HingCorpus (Nayak and Joshi,
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2022) is considered the largest code-mixed Hindi-
English corpus when compared with other state-
of-the-art datasets. It consists of 52.93 million
sentences(1.04 billion tokens) collected from Twit-
ter to ensure broader domain coverage and to ad-
dress the lack of large scale code-mixed Hinglish
resources. Unlike the previous two datasets men-
tioned, L3Cube-HingCorpus does not include par-
allel translations. Hence, it is not a dataset that
could be directly used in translation tasks. How-
ever, several studies have outperformed the state-
of-the-art results using this corpus.

The HinGe dataset (Srivastava and Singh, 2021)
has been introduced to address the scarcity of
quality Hindi-English code-mixed resources. The
foundation of the HinGe dataset is sourced from
the Hindi-English parallel corpus from IIT Bom-
bay (Kunchukuttan et al., 2018). This dataset
is structured into two components: Human-



generated and Machine-generated sentences. It
contains a high-quality collection of 4,803 human-
generated sentences, translations annotated with
five expert annotators. On the machine-generated
side, a total of 3,952 Hinglish sentences have been
synthetically generated using two rule-based algo-
rithms: Word-aligned Code-Mixing (WAC) and
Phrase-aligned Code-Mixing (PAC). It has been
mentioned that this corpus can be used for NLP
tasks, such as language identification and POS tag-
ging, in addition to machine translation.

This study (Sheth et al., 2025) has identified
that synthetically generated data fails to capture
the nuances of real language usage, and human an-
notation is crucial for creating a high-quality, nat-
ural code-mixed text resources. COMI-LINGUA
(Sheth et al., 2025) has been developed to address
this gap by providing the largest manually anno-
tated dataset for code-mixed text. The translation
annotation was performed by three expert anno-
tators who are fluent in both Hindi and English.
The dataset has been validated using Fleiss’ Kappa
measure. The COMI-LINGUA dataset is mainly
structured for five different NLP tasks: word-
level language identification, sentence-level lan-
guage identification, part-of-speech tagging, name
entity recognition, and machine translation with
sentences in Romanized Hindi, Devanagari Hindji,
and English.

6.1.2 Sinhala - English

Sinhala, being a low-resource language for
Sinhala-English code-mixed, has very limited
datasets available. Though large transliteration
datasets exist (Sumanathilaka et al., 2024), the
availability of code-mixed and properly annotated
corpora is limited. This work by Kugathasan and
Sumathipala (2022) has provided a corpus that
could be used for translating code-mixed Singlish
(Sinhala-English) to Sinhala. This corpus con-
sists of over 5,000 parallel code-mixed sentences
with their relevant Sinhala translations. There
are some other datasets that contain code-mixed
Romanized Sinhala for other NLP tasks like lan-
guage identification, sentiment analysis, etc (Uth-
pala and Thirukumaran, 2024; Smith and Thaya-
sivam, 2019). But for machine translation tasks,
there are extremely limited datasets that could be
used.
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6.1.3 Bengali - English

The BNSENTMIX dataset (Alam et al., 2025)
comprises diverse Bengali-English code-mixed
sentences, totalling 20,000. The data has been
collected from social media platforms and man-
ually annotated the translations.  While this
is not a direct translation dataset, it could en-
hance machine translation pipelines for code-
mixed Bengali-English.

6.1.4 Urdu - English

The work by Wisal et al. (2022) has attempted
to translate romanised code-mixed Urdu-English
text to monolingual Urdu. The authors have an-
notated 17689 code-mixed Roman Urdu sentences
with their relevant translation, with the help of a
few annotators.

6.2 Evaluation metrics for code-mixed

Evaluating code-mixed text has its own challenges
due to the informal nature and diversity of lan-
guage. There are several standard matrices for
code-mix tasks that have been in use for decades,
as well as other matrices that have evolved from
these standards. In this section, different evalu-
ation matrices could be used for code-mixed ma-
chine translation and transliteration tasks.

6.2.1 BLEU

This is considered the most widely used evaluation
metric for machine translation tasks. It calculates
the score by measuring the precision of n-grams in
candidate translation against the reference transla-
tion, with Brevity Penalty to address translations
that are short (Papineni et al., 2002). In this review,
it has been identified that BLEU often correlates
poorly when compared against human judgment.

6.2.2 METEOR

METEOR or Metric for Evaluation of Translation
with Explicit Ordering is an improvement done on
BLEU by calculating the score not just based on
exact match, but stem and synonym (Banerjee and
Lavie, 2005).

6.2.3 chrF++

The chrF++ is an enhanced version of chrF,
which combines character-level matching with the
lexical accuracy of word-level matching(Popovi,
2017). Since this benefits both word-level and
character-level analysis, some recent code-mixed
studies have utilised this approach for evaluation
(Nair and Gupta, 2024).



6.2.4 Word and Character Error rate

Both of these evaluation metrics are logically sim-
ilar and are based on the concept of Levenshtein
distance, which measures the number of edits re-
quired to transform one string into another. WER
compares the generated text with the reference text
on the number of substitutions, deletions, and in-
sertions to make them identical. Similar to WER,
the CER would operate on a character level instead
of a word level (Gohider and Basir, 2024). The
equations for WER and CER would operate as fol-
lows:

S+D+1
N

6.2.5 Translation Edit rate

The Translation Edit rate is an extended version of
WER and CER. It would also consider the word
shift when measuring the score. Word shift indi-
cates the movement of the location of particular
text. A lower TER score indicates a better transla-
tion (Snover et al., 2006).

S+D+1

WER =
N

CER =

S+D+I+H

TER =
N

6.2.6 Human Evaluation

Because code-mixing admits many sentimentally
correct forms that other metrics, like n-gram, fail
to capture, human judgment would still be the
most accurate method of evaluation. Recent stud-
ies have demonstrated that standard metrics, such
as BLEU, can be misleading for code-mixed out-
puts, and that human assessments better reflect flu-
ency and the preservation of code-mixing patterns
(Gupta et al., 2024; Vavre et al., 2022). Case stud-
ies comparing automatic and human evaluations
similarly show that human evaluations detect se-
mantic faithfulness and nuanced phenomena in-
troduced by code-mixing that automatic metrics
would miss (Nguyen et al., 2023).

7 Gaps and Challenges in Machine
Translation and Transliteration for
Code-mixed Indo-Aryan Languages

Although recent advancements have been made in
the domain of machine translation and transliter-
ation for code-mixed Indo-Aryan languages, sev-
eral gaps and challenges remain that can be iden-
tified. In this section of the review, we will dis-
cuss those identified gaps and challenges in this
domain.
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7.1 Limited Datasets

When it comes to machine translation and translit-
eration tasks in code-mixed Indo-Aryan languages,
datasets play a significant role in the system’s
output. There are very limited datasets avail-
able for code-mixed Indo-Aryan languages, partic-
ularly those that can be utilised for machine trans-
lation and transliteration tasks. Through this re-
view, it has been identified that there are more par-
allel corpus for code-mixed Hindi-English rather
than other Indo-Aryan languages. Languages like
Sinhala, Gujarati, and Bengali have an extremely
limited number of datasets that can be used for
translation and transliteration tasks. Hence, ensur-
ing a gold standard parallel corpus is essential, es-
pecially for languages with limited datasets.

7.2 Transliteration Ambiguity

Transliteration ambiguity refers to a word that has
multiple senses in the context of translation and
transliteration (Perera and Sumanathilaka, 2025a).
Identifying the correct meaning of the word is
significantly important to process code-mixed lan-
guage NLP tasks, including machine translations
(Hidayatullah et al., 2022a). As an example in
the Sinhala-English sentence "Ape rate weather
eka", the word ’rate’ in the romanised Sinhala for-
mat refers to the country. Hence, in this context,
the word ’rate’ cannot be considered an English
word which has the sense of a “measure, quan-
tity, or frequency”. Most of the papers reviewed
acknowledge addressing Transliteration ambigu-
ity as a challenge, and only a limited number of
studies have attempted to provide solutions for
this issue in machine translation and transliteration
tasks.

7.3 Non-Standard words

Since code-mixing is more commonly associated
with social media or informal communication, it
is more likely to contain non-standard words. (Hi-
dayatullah et al., 2022a) has categorized the non-
standard words into four main types: non-standard
spelling, mixing words and numeric or special
characters, word exaggeration or wordplay, and ab-
breviated words. Table 3 describes the types of
non-standard words with examples (Barik et al.,
2019).

7.4 Code-mixing lexical patterns

When communicating in code-mixed languages,
people maintain a lexical pattern unique to each



Non-Standard Example

word type

Non-standard Prends(friends),

spelling plz(please)

word, numbers, spe- | 2morrow(tomorrow),

cial characters mix- | 3wheel (Sinhala lan-

ing guage meaning trishow
in English)

Word exaggeration | gooood(good),
WOO00OW(WOOW), hel-
loooo(hello)

Abbreviated words | TC(take care), tkt(ticket)

Table 3: Types of non-standard words

Pattern Sinhala  Ex- | English trans-
type ample lation
Present ‘act kr- | ‘Acting’, ‘Driv-
tense nawa’, ‘Drive | ing’

karanawa’
Past tense | ‘act kara’, | ‘Acted’,

‘Drive kara’ ‘Drove’
Indefinite | ‘voice ekak’, | ‘A Voice’, ‘A
article ‘chapter ekak’ | Chapter’
Definite ‘voice eka’, | ‘The  Voice’,
article ‘chapter eka’ “The Chapter’
Suffixes ‘studentsla’, Plural form of

‘teacherla’ ‘student’ and

‘teacher’

Table 4: Types of code-mix lexical patterns in Sinhala-
English

code-mixed language pair. This is not some-
thing that was agreed on formally, but some-
thing that could be identified when analyzing the
code-mixed language patterns. For example, in
Sinhala-English code-mixed language, the word
"eka" would be used after most English words.
Like "Computer eka" and "Vehicle eka" (Smith
and Thayasivam, 2019). Table 4 describes more
lexical patterns of Sinhala-English code-mixing.
Although these patterns are unique to each lan-
guage, some of the patterns remain unsolved when
analysing the recent study on the domain.

7.5 Compatible evaluation metrics

Traditional machine translation metrics, such as
BLEU, METEOR, and TER, are commonly used
for compatibility; however, these metrics often fail
or are insufficient for handling code-mixed transla-
tion and transliteration. The primary limitation of
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existing evaluation metrics is their inability to han-
dle multiple valid translation outputs. When trans-
lating the embedding language to matrix language,
the translation could have used an accurate syn-
onym that matches the reference text. However,
existing metrics lack the ability to understand con-
textual meaning.

7.6 Pre-processing and Language
Identification Issues

Preprocessing is considered an important step, as
code-mixed data tends to be noisier compared
to standard text data. When code-mixing is in-
volved with Romanized text, it becomes challeng-
ing to perform certain preprocessing tasks, such
as spelling correction. A simple spelling correc-
tion system would not be able to succeed in a Ro-
manized code-mixed setting since an ’incorrect’
token may belong to the other mixed language.
Applying a normal spelling correction model risks
introducing further errors than normalizing them.
Hence, it creates the need for a context-aware
spelling correction system.

In this review, it has been identified that some
proposed systems have implemented a Language
Identification model in the pre-processing pipeline
to address ambiguity. But state-of-the-art Lan-
guage Identification models could only address
word-level language identification.  Sub-word
level language identification is needed to address
code-mixed words like ’studentsla’(plural form of
Student), where ’Student’ is English and ’la’ is
Sinhala. These challenges need to be addressed, as
even small misclassifications propagate into major
quality degradation.

8 Conclusion

This review paper has provided a comprehensive
analysis of the current advancements, datasets,
evaluation methods, and challenges in Machine
Translation and transliteration techniques, with
a specific focus on code-mixed Indo-Aryan lan-
guages. These studies are important to ensure
effective communication across different code-
mixed indo-aryan languages. In this review, it is
evident that the code-mix translation and transliter-
ation accuracies have significantly improved when
combined with recent discoveries in the domain of
NLP. This marks a promising direction for address-
ing future research gaps and producing products
that solve real-world problems.



Limitation

This review contains several limitations that
should be acknowledged. The review primarily
focuses on literature published between 2018 and
2025. This ensures that recent advancements are
reviewed, but it may have excluded earlier foun-
dational studies. A few studies were excluded
due to accessibility issues. Finally, this study fo-
cuses on academic studies rather than doing a sys-
tematic analysis of industrial or applied systems,
which could offer additional insights into the prac-
tical difficulties of dealing with code-mixed Indo-
Aryan text.
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Abstract

Large language models (LLMs), despite their
ability to perform few-shot machine transla-
tion (MT), often lag behind dedicated MT sys-
tems trained on parallel corpora, which are cru-
cial for high quality machine translation (MT).
However, parallel corpora are often scarce or
non-existent for low-resource languages. In
this paper, we propose CycleDistill, a bootstrap-
ping approach leveraging LLMs and few-shot
translation to obtain high-quality MT systems.
CycleDistill involves iteratively generating syn-
thetic parallel corpora from monolingual cor-
pora via zero- or few-shot MT, which is then
used to fine-tune the model that was used for
generating said data for MT. CycleDistill does
not need parallel corpora beyond 1 to 4 few-
shot examples, and in our experiments focus-
ing on three Indian languages, by relying solely
on monolingual corpora, it can achieve high-
quality machine translation, improving upon a
few-shot baseline model by 20-30 chrF points
on average in the first iteration. We also study
the effect of leveraging softmax activations dur-
ing the distillation process and observe mild
improvements in translation quality. We pub-
licly release the source code associated with
this work!.

1 Introduction

Machine translation (MT) for low-resource lan-
guages poses persistent challenges due to the lim-
ited availability of bilingual corpora and the lin-
guistic variation these languages exhibit. Although
large language models (LLMs) can perform trans-
lation with minimal supervision, their effectiveness
in low-resource settings is typically inferior to sys-
tems trained with substantial parallel data (Koehn
etal., 2017; Gu et al., 2018).

This paper introduces CycleDistill, a resource-
efficient framework for improving translation qual-
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Figure 1: chrF scores over distillation cycles for LLaMA
8B — 3B using Iterative and Softmax-Preserved Distil-
lation under a zero-shot Hindi setting. Marginal gains
observed across iterations.

ity without requiring extensive parallel data. The
approach begins with a small set of example trans-
lations and utilizes LLMs to generate synthetic
parallel corpora from monolingual text. These cor-
pora are then used to iteratively fine-tune the trans-
lation model, enabling progressive performance
gains with each cycle.

The framework incorporates two key techniques.
First, Iterative Synthetic Data Distillation lever-
ages repeated cycles of data generation and model
training to enhance translation performance over
time (Kim et al., 2021). Second, Soft Distribution-
Preserving Distillation transfers detailed token-
level probability distributions from teacher to stu-
dent models, allowing for more comprehensive
knowledge retention (Tan et al., 2019). Building
on previous work in self-training (He et al., 2020),
sequence-level and soft-target knowledge distilla-
tion (Kim and Rush, 2016; Hinton et al., 2015),
CycleDistill offers a practical and scalable solution
for MT in low-resource scenarios.

The main contributions of this work are:
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Figure 2: An overview of the CycleDistill framework, which iteratively generates synthetic parallel data from
monolingual corpora and refines translation models through cyclic self distillation.

* We present CycleDistill, a self-supervised MT
framework that improves translation quality
using only monolingual corpora and minimal
supervision.

* We propose a token-level soft distillation strat-
egy to facilitate richer and more effective
learning from teacher models.

* We demonstrate that our method achieves sub-
stantial improvements of 20-30 chrF points
over few-shot translation baselines, with con-
sistent chrF score gains across three Indian
low-resource languages.

2 Related work

Low-resource machine translation (MT) remains a
significant challenge due to the scarcity of parallel
corpora and high linguistic diversity (Koehn et al.,
2017; Gu et al., 2018). Knowledge distillation
(KD) has become a popular approach for address-
ing these issues, transferring knowledge from large
teacher models to smaller student models (Hinton
et al., 2015). Sequence-level KD (Kim and Rush,
2016) and iterative or self-training strategies (Kim
et al., 2021; Furlanello et al., 2018) have demon-
strated improvements in low-resource and multi-
lingual MT (Tan et al., 2019). Recent advances
include continual KD, which sequentially distills
knowledge from multiple existing models (Zhang
etal., 2023), and encoder-aware KD for better trans-
fer in compute-constrained and low-resource set-
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tings (Velayuthan et al., 2025).

Back-translation and its iterative variants are also
highly effective for low-resource MT, as they lever-
age monolingual data to generate synthetic par-
allel corpora (Edunov et al., 2018; Hoang et al.,
2018). These methods have shown strong gains
in extremely low-resource and Indic language sce-
narios, especially when combined with transfer
learning and data filtering (Luo et al., 2020; Tars
et al., 2021; Ahmed et al., 2023; Krishnamurthy
et al., 2024).

While both KD and back-translation have ad-
vanced the field, their integration and comparative
effectiveness, particularly in settings with mini-
mal parallel supervision, remain active areas of
research. Our proposed CycleDistill framework is
novel in that it bootstraps high-quality MT systems
using only monolingual corpora and a handful of
few-shot examples, without relying on large-scale
parallel data. Unlike prior work, CycleDistill com-
bines cyclical iterative synthetic data generation
with token-level soft distribution-preserving distil-
lation, enabling progressive model refinement and
compression.

3 Methodology

This work aims to enhance low resource languages
to English machine translation through the adop-
tion of two iterative distillation strategies: cyclic
synthetic data generation and an advanced distilla-
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Figure 3: An Overview of the Soft Distribution Preserving Distillation. Unlike standard distillation, this method
preserves top-k token distributions at each position. The student model learns not only from final outputs but also
from the richer probability landscape, encouraging finer-grained generalization.

tion approach that preserves detailed token-level
information, such as softmax distributions and sub-
word structures. Our methodology is grounded in
recent developments in knowledge distillation and
self-training for neural machine translation (Kim
and Rush, 2016; Gou et al., 2021).

3.1 Iterative Synthetic Data Distillation

Our first approach enables the base translation
model to iteratively improve by generating and
learning from its own synthetic data. The proce-
dure is as follows:

* Base Model Initialization: The process be-
gins with a pretrained base translation model,
denoted as My, which is capable of translating
from an Indic language to English.

Synthetic Data Generation: The model M
is employed to generate a synthetic dataset
Dy comprising translation pairs. This step is
inspired by self-training methodologies that
have demonstrated efficacy in low-resource
scenarios (He et al., 2020).

Self-Distillation: Utilizing the generated syn-
thetic data, knowledge distillation is per-
formed in two ways:

— The same model architecture is further
refined, resulting in an updated model
M;.
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— Additionally, knowledge is distilled
into a smaller student model, M/, via
sequence-level knowledge distillation,
whereby the student learns from the
teacher’s generated translations (Kim
and Rush, 2016).

* Iterative Refinement: This procedure is re-
peated for three cycles. In each iteration ¢
(where ¢ = 1,2, 3):

— The distilled model M; (or M) produces
a new dataset D; comprising additional
translations.

— Subsequently, M; is distilled into M,
and a new student model M ;.

The underlying principle is that, by iteratively
learning from its own outputs, the model can pro-
gressively improve its performance. This iterative
process benefits both the primary and the student
models, enhancing their generalization capabilities
and, in certain cases, enabling model size reduction
with minimal compromise in performance.

3.2 Soft Distribution-Preserving Distillation

The second strategy extends the distillation process
by capturing more granular information from the
teacher model:

* Enhanced Data Extraction: During syn-
thetic translation generation, for each token
position ¢, we record:



— The top-k token predictions
At .y} (Fan etal., 2018)

— The corresponding softmax probabilities
({pgt)> e ,P;(f)}), where Z?Zl p§t) <1

This comprehensive information set is moti-
vated by the demonstrated effectiveness of
soft-target distillation in capturing the teacher
model’s knowledge (Hinton et al., 2015).

Logit-Based Distillation: The student model
is trained to match not only the final output
sequences but also the softmax distributions
over the top-k tokens at each position. This is
achieved by minimizing the Kullback-Leibler
(KL) divergence (Kullback and Leibler, 1951)
loss:

t)
P, s(tudent>

T
Lxp = SOKL (Pl |

t=1
where 1" denotes the sequence length, and P®
represents the softmax distributions. This ap-
proach enables the student model to more ac-
curately approximate the teacher’s behavior,

as suggested in prior research (Hinton et al.,
2015; Mukherjee and Khapra, 2021).

Iterative Distillation: This process is also
conducted over three iterations. In each cy-
cle, the student from the previous round as-
sumes the role of the new teacher, and a fresh
synthetic dataset is generated, ensuring the
transfer of rich token-level distributions.

4 Experiments

This section outlines the experimental framework
designed to investigate the efficacy of iterative
knowledge distillation in enhancing machine trans-
lation quality. Our approach involves distill-
ing knowledge from larger language models into
smaller counterparts, followed by comprehensive
performance evaluation across multiple metrics and
languages.

4.1 Models and Languages

Our study employs four language models of vary-
ing sizes from the LLaMA (Meta, 2024) and
Gemma (Google, 2024) families:

e Gemma 2 9B (Ggp)

e Gemma 2 2B (G2p)
e LLaMA 3.1 8B (Lgp)
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e LLaMA 3.2 3B (L3p)

Each larger model undergoes distillation to pro-
duce both a refined same-size model and a com-
pressed smaller model, adhering to established
Sequence Distillation principles (Kim and Rush,
2016). Our evaluation encompasses three Indic
languages:

* Hindi (HIN)

* Bengali (BEN)

* Malayalam (M AL)

4.2 Distillation Process

For a given teacher model 7', distillation is per-
formed to produce two student models:

e Same-size student (Sgame < 1)
e Smaller student (Sgman < 1°)

The distillation relationships are formally ex-
pressed as:

Gop — {Gop, G2}, Lsp — {Lgp, L3p}

where the refined large models (G 5, L ;3) are sub-
sequently utilized for synthetic data generation. We
select k = 20 after empirical evaluation of the
teacher models’ output distributions revealed that
the probability mass beyond the 20 highest-scoring
tokens is negligible. We perform the experiments
only upto three iterations (n = 3). This limit was
set because we observed that the performance gains
stabilized after the third iteration. Further itera-
tions yielded negligible improvements, indicating
that the models were approaching a performance
plateau, making additional computational cycles
inefficient.

4.3 Training Data

Models are fine-tuned using the BPCC seed cor-
pus (Gala et al., 2023), a parallel Indic-to-English
dataset. Consistent with established practices in
low-resource translation research (Kunchukuttan
et al., 2023), we randomly sample 20,000 sentence
pairs for training and distillation. We use a fixed
prompt format for all of the language and model
pair, discussed in Figure 4.

4.4 Synthetic Data Generation

Following each distillation iteration, the most re-
cent large model generates synthetic English trans-
lations for the original 20,000 source sentences.
This synthetic data generation process is repeated
for three complete cycles to enable progressive
model refinement.



System Prompt

You are an advanced <language>-to-English ma-
chine translation system, designed for high accuracy,
fluency, and contextual understanding. Your task

is to translate <language> sentences into precise,
natural-sounding English while preserving their orig-
inal meaning, tone, and cultural nuances. Ensure
proper handling of idiomatic expressions, grammar,
and sentence structure. The final output should be a
fluent, well-formed English translation that maintains
the depth and intent of the original <language>> text.
Now, translate the following sentence:

<language> Text : "The translation sample"
English Text :

Figure 4: Example of the general prompt used for the
translation task.

4.5 Prompt Used

The prompt utilized for the translation task de-
scribed in Section 4.3 is shown in Figure 4.

In 1-shot and 4-shot settings, example translation
pairs are inserted into the middle section of the
prompt prior to the final instruction.

4.6 Evaluation

Model performance is assessed using the IN22 Gen
corpus (Gala et al., 2023), the standard evalua-
tion benchmark coupled with the BPCC seed cor-
pus. The translation quality is quantified through
chrF scores (Popovi¢, 2015). This metric provides
standardized measurement of n-gram translation
accuracy, aligning with current best practices in
machine translation evaluation.

5 Results and Analyses

We first describe our main results on CycleDistill
(iterative self distillation) and then analyze its vari-
ous effects.

5.1 Main Results

Zero-Shot Setting We observe a consistent perfor-
mance trend across iterations of distillation. The
first iteration results in a substantial performance
increase. The second and third iteration usually
have similar values with the first iteration, but we
notice a small increase of 1-2% of chrF with each
iteration.

This pattern holds true for both iterative distil-
lation and soft distribution-preserving distillation,
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with no significant differences observed between
the two. However there are some notable results —

* For the Gemma 2B model with Bengali and
the LLaMA 3B model with Malayalam, itera-
tive distillation outperforms soft distribution-
preserving distillation.

* In contrast, for the LLaMA 8B model with
Hindi and the LLaMA 3B model with Ben-
gali, soft distribution-preserving distillation
demonstrates superior performance compared
to iterative distillation.

One-Shot Setting The one-shot setting yields the
best overall performance, with the highest chrF
scores observed exclusively in this configuration.
The performance trend across iterations closely re-
sembles that of the zero-shot setting. We observe
some crossover between the two distillation meth-
ods, where one approach outperforms the other
depending on the iteration count. Notable observa-
tions include:

* For the LLaMA 3B model on the Malayalam
dataset, iterative distillation surpasses soft
distribution-preserving distillation in perfor-
mance.

* Conversely, for the LLaMA 3B model on the
Bengali dataset, soft distribution-preserving
distillation outperforms iterative distillation.

Four-Shot Setting Performance declines slightly
in the four-shot setting compared to earlier con-
figurations, though iteration-wise differences re-
main minimal. Both iterative and soft distribution-
preserving distillation exhibit similar gradual im-
provements and overall trends. This drop is primar-
ily attributed to reduced contextual clarity due to
increased input length, the four-shot prompt is ap-
proximately 60% longer than the one-shot, placing
greater demands on the model’s context window.
Maintaining coherence across multiple examples
becomes harder as prompts grow longer. The degra-
dation is more pronounced in linguistically com-
plex languages, suggesting that context dilution
disproportionately affects grammatically rich tar-
gets. These results highlight the need to balance
shot count and context efficiency in multilingual
distillation, especially under limited model capaci-
ties.

5.2 Impact of Language Morphology on chrF

To further investigate the observed decline in 4-
shot performance, particularly for morphologically



chrF (0-shot)

chrF (1-shot) chrF (4-shot)

Model Iter
BEN HIN MAL BEN HIN MAL BEN HIN MAL
Base 414 479 399 427 492 388 242 446 145
DD; 611 644 602 608 642 600 531 638 370
SD, 609 647 604 60. 645 579 493 637 182
G
°P DD, 614 645 607 605 646 602 524 637 372
SD; 605 647 607 648 649 591 493 643 329
DDs; 610 604 6.1 60.6 590 604 528 577 378
SD; 614 644 610 609 633 584 450 641 48.1
Base 292 336 228 266 360 85 135 241 140
DD, 449 298 426 396 268 176 167 189 174
SD, 421 403 406 320 396 212 167 293 174
L
8B DD, 483 503 462 420 555 264 165 511 174
SD, 462 541 445 383 394 235 151 334 174
DD; 389 373 178 300 276 150 183 210 174
SD; 389 508 380 387 407 223 170 273 174
Base 242 145 29 184 178 50 134 145 140
DD; 460 527 389 393 528 274 270 363 174
SD, 494 531 335 375 519 182 172 345 173
L
38 DD, 343 550 375 280 556 245 128 427 173
SD, 523 544 294 393 548 175 166 444 172
DDs; 261 551 271 164 555 187 134 426 174
SDs 452 539 253 375 543 174 135 428 173
Base 246 288 238 287 334 278 190 312 134
DD; 509 584 483 503 587 466 277 541 254
SD, 401 583 482 583 569 471 238 555 23.0
GaB
DD, 500 581 482 50.1 584 471 290 538 258
SDs 430 584 490 488 581 474 286 512 214
DDs; 499 578 474 494 572 469 349 549 253
SD; 491 568 485 454 568 470 328 533 210
Average 444 515 409 398 496 310 268 425 216

Table 1: chrF scores for all models and methods across three languages and shot settings, with column averages.

rich languages, we visualize language-specific sen-
sitivity to increasing shot settings. As shown in
Table 1, we find a notable and steeper decline from
1-shot to 4-shot for Bengali and Malayalam, com-
pared to Hindi, which supports the hypothesis that
context dilution disproportionately impacts mor-
phologically complex languages.

5.3 Effectiveness in Extremely Low Resource
Languages

Study on Nepali To assess the robustness and
generalizability of our proposed method in low-
resource or moderately known language settings,
we conducted experiments using Meta’s LLaMA
3.1 8B and LLaMA 3.2 3B models. We selected
Nepali, written in the Devanagari script, as the
target language. This language has partial repre-
sentation in the model’s pretraining corpus, which
means the models possess a basic understanding
of it and are capable of generating reasonable out-
puts, although it is not extensively covered. Despite
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this limited exposure, the models were able to pro-
duce useful distillation data. When we applied
our method, we observed consistent improvements
over baseline methods, as shown in Table 2. These
results suggest that our method remains effective
even when the target language has minimal pres-
ence in the training data. This demonstrates the
potential of our approach to enhance performance
in low-resource and cross-lingual generalization
scenarios.
Study on Manipuri The investigation included
preliminary experiments on the Manipuri (Meitei
script) to English translation task, utilizing sev-
eral prominent large language models, specifically
GPT-4, LLaMA 3.1 8B, and Gemma 2 9B. These
models were evaluated for their ability to generate
synthetic distillation data, which is the first step for
the proposed CycleDistill framework.

Results indicated a significant limitation: none
of the evaluated models were capable of producing
usable distillation data for Manipuri. This suggests



Nepali (Devanagari Script)

Manipuri (Meitei Script)

Model Iter
0-shot  1-shot 4-shot  0-shot 1-shot 4-shot
Base 12.47 13.95 - 16.88 17.45 17.45
DD, 38.59  38.08 - 18.51 17.74 17.75
SD;y 54.44  36.19 - 16.97 17.61 17.43
Lsp
DD, 35.23 30.45 - 18.52 17.02 17.17
SDy 54.31 35.19 - 18.84 17.82 18.08
DDs 3324 2038 - 17.87 15.97 15.98
SDs 5474 3435 - 18.04 16.98 16.93
Base 17.16 17.15 - 17.13 17.44 17.45
DD, 48.55 4875 - 18.58 16.82 17.41
SD, 47.31 25.51 - 18.70 16.77 16.81
Lsp
DD» 40.48 38.23 - 17.88 14.74 14.57
SD» 47.31 25.67 - 17.35 15.11 14.81
DD3 41.15 39.34 - 17.49 15.73 15.59
SDs 47.08 31.11 - 17.08 13.64 13.47

Table 2: chrF scores for Nepali (Devanagari script) and Manipuri (Meitei script) over the Llama model family.

that the process is inherently constrained in en-
vironments where the base large language model
cannot effectively perform few-shot translation for
the target low-resource language. Further detailed
experiments were conducted on Manipuri (Meitei
script) using the LLaMA 3.1 8B and LLaMA 3.2
3B models within the iterative distillation frame-
work. As presented in Table 2, these results con-
sistently showed no improvement in chrF scores
across successive iterations.

5.4 Further Analyses

Teacher Quality vs. Student Gain

To examine the correlation between teacher
model performance and student gains within our
CycleDistill framework, we analyzed the relevant
data as depicted in Figure 5, where the x-axis indi-
cates teacher performance (measured by the chrF
score of models such as G5 or L, when gener-
ating synthetic data), and the y-axis represents stu-
dent gain (AchrF, denoting the improvement over

. * *
the baseline, e.g., ChrFGEB distilled — chrFG;Bbase).

Our analysis reveals that this relationship varies
by shot setting. In zero-shot, a positive correlation
holds, with higher teacher scores driving greater
gains, validating distillation’s reliance on data qual-
ity in example-free scenarios. In one-shot, corre-
lation vanishes, as a single example anchors learn-
ing, making gains independent of teacher quality.
In four-shot, gains are suppressed overall, due to
context dilution and error propagation in longer
prompts, positioning one-shot as the optimal for
effective distillation.
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Error Propagation and Recovery

A key limitation observed during our experi-
ments is the susceptibility of the iterative frame-
work to error propagation. Specifically, if an error
such as the use of incorrectly generated or mis-
aligned synthetic data is introduced at any iteration
(for example, the second cycle), it can lead to a
substantial degradation in performance, with de-
clines of up to 30 to 40 chrF points observed in cer-
tain settings. These errors are compounded across
subsequent iterations, as the model continues to
self-distill based on flawed data, making recovery
increasingly difficult. However, we also find that
corrective interventions such as fine-tuning with
accurately generated synthetic data can effectively
mitigate such errors in subsequent iterations. This
underscores the importance of early detection and
correction of distillation errors, as well as the need
for robust validation mechanisms during each cycle
to prevent error amplification.

Performance of CycleDistill over Model Fami-
lies

A key finding is the divergence in performance
between LLaMA and Gemma models under Cy-
cleDistill, as shown in Figure 6. Gemma exhibits
superior, robust learning, as compared to LLaMA.

These results emphasize that the choice of base
model architecture critically influences the stability
and effectiveness of iterative distillation strategies.

Efficiency of Knowledge Absorption across
Model Families

The analysis of knowledge absorption rates re-
veals that the LLaMA 3B model exhibits a signifi-
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Figure 5: Scatter plot illustrating the relationship be-
tween teacher model performance and student model
gain across zero-shot, one-shot, and four-shot settings
in the CycleDistill framework.
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cantly higher efficiency in learning from its teacher
compared to the Gemma 2B model. Specifically,
the average absorption rate for LLaMA 3B is 1.190,
while Gemma 2B achieves 0.628. This metric is
defined as

Student Peak Gain

Ab tion Rate =
sorphion Rate Teacher Base Score

where Student Peak Gain is the maximum chrF
improvement over the student’s base score across
distillation iterations and Teacher Base Score is the
teacher’s initial chrF score, is averaged across nine
evaluation conditions (three languages and three
shot settings). Although the Gemma family demon-
strates superior absolute chrF scores, supported
by a stronger teacher (Gemma 9B), the LLaMA
3B’s higher absorption rate suggests it is a more
efficient learner, particularly beneficial in resource-
constrained distillation scenarios.

6 Conclusion

This work presents CycleDistill, a structured and
data-efficient framework for enhancing machine
translation from low-resource languages to English.
By leveraging iterative synthetic data generation
and token-level soft distillation, CycleDistill im-
proves translation performance without reliance on
large-scale parallel corpora. Experimental results
across multiple low-resource Indian languages con-
firm consistent gains in chrF scores, demonstrating
the effectiveness of the approach under varying
linguistic and architectural conditions.

The integration of iterative self-distillation with
soft distribution-based learning reveals complemen-
tary benefits, though performance improvements
taper beyond the second iteration, and translation
quality remains sensitive to error accumulation, par-
ticularly in morphologically rich languages and lim-
ited supervision settings. Nevertheless, CycleDis-
till enables both model refinement and compres-
sion without relying on large-scale parallel corpora,
making it an efficient and scalable solution for low-
resource MT and a meaningful contribution to mul-
tilingual NLP research.

7 Limitations

Despite the effectiveness of CycleDistill in en-
hancing translation performance through iterative
and soft distribution-preserving distillation, the ap-
proach exhibits several notable limitations. Firstly,
empirical results demonstrate diminishing marginal



improvements beyond the second iteration, with
performance frequently plateauing or deteriorating
by the third cycle. Secondly, the method relies on
synthetic data generated by teacher models, which
may introduce compounding translation errors over
successive iterations due to self-reinforcement ef-
fects. Thirdly, in few-shot scenarios, particularly
involving morphologically rich languages such as
Malayalam and Bengali, the system suffers signifi-
cant performance degradation, up to 30 chrF points,
largely attributable to increased prompt lengths and
consequent loss of contextual coherence. Finally,
the current evaluation is limited to three Indic lan-
guages and specific model families (Gemma and
LLaMA), thereby restricting the generalizability
of the findings to other language pairs and model
architectures.
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A Appendix A: Visualization of the
Effects of Our Methods Across Shot
Settings

This appendix presents visual analyses illustrating
the effect of our proposed methods under different
shot configurations. Figures 7—11 show how per-
formance characteristics evolve as the number of
shots increases, providing a clearer understanding
of the behavior and effectiveness of our approach.
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Abstract

We present the preliminary findings of the WAT
2025 shared task on document-level translation
from Japanese to English in the news domain !.
This task focuses on translating full articles
with particular attention to whether translation
models can learn to produce expressions and
stylistic features typical of English news writ-
ing, with the aim to generate outputs that re-
semble original English news articles. The task
consists of three translation styles: (1) literal
translation, (2) news-style translation, based
on English articles edited to match Japanese
content, and (3) finalized translation, the pri-
mary goal of this shared task. Only one team
participated and submitted a system to a single
subtask. All tasks were evaluated automatically,
and one task was also evaluated manually to
compare the submission with the baseline.

1 Introduction

Recent advances in large language models (LLMs)
have shown strong potential to improve document-
level translation (Wang et al., 2023). Several
methods have been proposed to ensure document-
level consistency, including context-aware prompt-
ing (Cui et al., 2024), fine-tuning (Wu et al., 2024),
and agent based approaches (Wang et al., 2025).

In the domain of news translation, transla-
tors may need to move beyond fidelity to the
source and consider the needs of the target
readership (Schiffner, 2012). In practice, this
can involve adapting context and expressions
to improve clarity for local audiences. In our
previous study (Nakazawa et al., 2020; Kinu-
gawa et al., 2024), we constructed sentence-level
and document-level news translation data using
Japanese and English articles. Building on this
foundation, the current shared task explores trans-
lation quality at the article level.

'We hosted a shared task titled “Japanese — English:

Article-level News Translation Tasks™: https://lotus.kuee.
kyoto-u.ac. jp/WAT/jiji-corpus/2025/.
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In this study, we set up an evaluation using
Japanese and English articles published by a
Japanese news agency to assess how well exist-
ing language models can produce translations that
reflect consideration for the target reader. Our task
consists of three translation styles: (1) literal trans-
lation, (2) news-style translation that preserves the
content of Japanese articles while translating them
into natural English, and (3) finalized translation,
which refers to translation into an original English
article. For the third task, which is the main fo-
cus of the shared task, we received a submission
from one participating team. We evaluated both
the baseline and submitted outputs to understand
current challenges. The baseline model demon-
strated improved performance in document-level
BLEU (Papineni et al., 2002) scores when fine-
tuned on each dataset. In the third task, a model
fine-tuned and optimized with direct preference
optimization (DPO) (Rafailov et al., 2023) by the
submitting team achieved the highest performance
in document-level BLEU scores. This suggests that
using original translations as preference data may
help to produce translations that are better aligned
with reader expectations. However, human evalua-
tion ranked GPT-40 (OpenAl et al., 2024) highest
overall, which indicates that challenges remain in
translating long articles with deep contextual un-
derstanding.

2 Task and Dataset
2.1 Task

This shared task focuses on evaluating the perfor-
mance of document-level translation models in pro-
ducing translations that reflect such reader-oriented
adaptations when translating Japanese news arti-
cles into English. To achieve this, we defined three
subtasks:

» Task 1 Literal Translation: Literal transla-
tion from the Japanese article.
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Table 1: Dataset statistics: number of articles (| D| = 377), tokens (|T'|), and sentences (|.S|), with per-article averages.
We consider each headline as a single sentence for each article.

Data Name |T| S| |T)/|D| |S|/|D|
Original Japanese Article 142,353 4,682 377.59 12.42
Original English Article 129,553 4,475 343.64 11.87
Literal English Translation 137,321 4,747 364.25 12.59
News-style English Translation 144,211 4,888 382.52  12.97
¢ Task 2 News-style Translation: Translation Hyperparameter Value
into natural English that preserves the content Optimizer adamw_torch
of the Japanese article. Learning rate Se-5
Weight decay 0.01
* Task 3 Finalized Translation: Translation LR scheduler cosine
into the original English article, which serves Warmup steps 20
as the main objective of this shared task. Micro batch size 1
Task 2 focuses on producing natural English g;iii:lt accumulation steps é

while preserving the content of the Japanese ar-
ticle, whereas Task 3 aims to match the original
English article written by the news agency. For
Tasks 2 and 3, we would produce translations that
include the dateline (e.g., location and date at the
beginning of the article), in line with Jiji Press’s
English news writing style.

2.2 Dataset Construction

We constructed a dataset consisting of 377
Japanese—English article pairs published by Jiji
Press 2 in 2024, each covering the same event. For
each Japanese article, we provided two types of En-
glish translations: a literal version and news-style
version. The dataset included:

 Original Japanese Article: Japanese article
published by the news agency.

 Original English Article: English articles by
the news agencies written for an international
readership. Task 3 Reference Translation.

Literal English Translation: Translation pri-
oritizing lexical and syntactic fidelity to the
original Japanese articles by the translator.
Task 1 Reference Translation.

News-style English Translation: Edited
translation that reflects English news writing
conventions while preserving the content and
reporting intent of the Japanese original by
the translator. Task 2 Reference Translation.

Zhttps://www.jiji.com/
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Table 2: Hyperparameters used for the SFT models of
each task.

The literal and news-style translations were
newly created for this task. Translators were in-
structed to maintain either strict fidelity or stylistic
adaptation, depending on the target version. The
dataset was split randomly into three subsets: 227
articles for training data, 50 for development data,
and 100 for test data. Statistical information  for
the dataset is shown in Table 1. In addition to
the newly constructed data, we also distributed the
Jiji2020 dataset 4, which we proposed previously.

3 Approach

3.1 Baseline Models

As baseline systems, we used GPT-40 > and Qwen3-
8B ¢ (Yang et al., 2025), a multilingual model with
strong performance in Japanese. For Qwen3-8B,
we evaluated both zero-shot inference and super-
vised fine-tuning (SFT) using 227 training pairs
aligned with the expected outputs for each task.
The hyperparameters and prompts used in each set-
ting are shown in Tables 2 and 3, respectively. This
experiment used four NVIDIA A100 GPUs.

*We used SpaCy: https://spacy.io/

*https://lotus.kuee.kyoto-u.ac.jp/WAT/
jiji-corpus/2020/

SVersion “gpt-40-2024-11-20" provided by Azure OpenAl.

®https://huggingface.co/Qwen/Qwen3-8B
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Table 3: Prompts used for each task.

Task 1 Literal Translation

Translate the following Japanese news article into English. The output should consist
of a headline, followed by a newline, then a body. Do not use extra line breaks or
markdown symbols.

+ [Original Japanese Article]

Task 2 News-style Translation

Translate and edit the following Japanese news article into English. The output should
consist of a headline, followed by a newline, then a body starting with an appropriate
dateline (e.g., “Tokyo, Jan. 1 (Jiji Press)-"). Rephrase and restructure the article. Do
not use extra line breaks or markdown symbols.

+ [Original Japanese Article]

Task 3 Finalized Translation

Translate and edit the following Japanese news article into English. The output should
consist of a headline, followed by a newline, then a body starting with an appropriate
dateline (e.g., “Tokyo, Jan. 1 (Jiji Press)-"). Rephrase and restructure the article,
adjusting the amount of information as needed to match English news style. Do not

use extra line breaks or markdown symbols.

+ [Original Japanese Article]

3.2 Submission: NHK-system for Task 3

NHK-system (Mino et al., 2025) is the only sub-
mitted model for Task 3. It was trained with SFT
and further optimized using DPO with Low-Rank
Adaptation (LoRA) (Hu et al., 2021). In this setup,
translations resembling literal or news-style outputs
were considered as negative examples, whereas
Original English Article were preferred. This ap-
proach aimed to improve alignment with English
news writing. The system was implemented using
the Qwen3-8B model.

4 Evaluation

4.1 Automatic Evaluation

We evaluated all tasks using document-level BLEU
(d-BLEU) (Liu et al., 2020), which is based on
n-gram matches across the whole document ’.

4.2 Human Evaluation

For Task 3, which received system submissions,
we additionally conducted human evaluation. Two
evaluators were assigned to each criterion. The
model’s outputs were compared through blind pair-
wise evaluation based on the perspectives of Ad-
equacy and Fluency. Each submitted translation

"We used SacreBLEU (Post, 2018): https://github.
com/mjpost/sacrebleu.
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Task 1: Literal Translation

Model Method d-BLEU
GPT-40 Zero-shot 24.87
Qwen3-8B  Zero-shot 22.46
SFT 27.45
Task 2: News-style Translation
Model Method d-BLEU
GPT-40 Zero-shot 17.40
Qwen3-8B  Zero-shot 17.15
SFT 21.74

Table 4: Results of Task 1 (top) and Task 2 (bottom).

was compared with the baseline outputs, and as-
sessed as a win, tie, or loss. The final score for
each system was computed as the average of these
outcomes across all comparisons.

5 Result

5.1 Results of Tasks 1 and 2

Table 4 shows the results of the automatic eval-
uation of the baseline for literal translation and
news-style translation. Results indicate that learn-
ing from the corresponding parallel data improved
d-BLEU scores by over 4.5 points. Furthermore,
GPT-40 achieved higher scores than Qwen3-8B’s
zero-shot model.


https://github.com/mjpost/sacrebleu
https://github.com/mjpost/sacrebleu

system model method d-BLEU
Baseline GPT-40 Zero-shot 13.33
Qwen3-8B  Zero-shot 14.09
SFT 19.54
NHK-system Qwen3-8B SFT and DPO 22.72

Table 5: Results of Task 3 (finalized translation).

NHK-system Win Tie Lose

vs GPT-40 5.5/13.5 27/38.5 67.5/48
vs Qwen3-8B Zero-shot 14.5/19 43/42 42.5/39
vs Qwen3-8B SFT 47/22 40/51.5 13/26.5

Table 6: Human evaluation results (Adequacy/Fluency) showing Win/Tie/Lose ratios against different baselines.

5.2 Results of Task 3

Table 5 shows the results of the automatic evalu-
ation for Task 3 of the baseline and NHK-system.
The submitted system achieved the highest d-
BLEU score against all baselines, outperforming
the SFT-only baseline by 3.18 points. This sug-
gests that DPO may help models better align with
news-specific style and terminology.

Table 6 shows the human evaluation results for
Task 3. This table indicates whether the submit-
ted system outperformed (defined as a win) each
baseline. The submitted model achieved scores
higher than the SFT-only baseline in Adequacy and
obtained comparable results in Fluency. These re-
sults also demonstrate the effectiveness of DPO.
However, zero-shot models such as GPT-40 and
Qwen3-8B significantly outperformed the submit-
ted system. Notably, although GPT-40 achieved
lower d-BLEU scores than fine-tuning models, it
excelled at producing translations tailored to the
target audience. These findings highlight the impor-
tance of multifaceted evaluation in document-level
translation, especially human evaluation.

6 Conclusion

This paper reports preliminary findings from the
Japanese—English news article translation task at
WAT?2025. The task was designed to evaluate
document-level translation capabilities through
three subtasks: literal translation, news-style
translation, and finalized translation, focusing on
whether LLMs can produce translations that re-
semble articles intended for English-speaking read-
ers. SFT improved performance by approximately
4.5 document-level BLEU points in the literal and
news-style subtasks. For the finalized translation,
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applying DPO in addition to SFT achieved a 3.18-
point BLEU improvement over an SFT-only model.
Human evaluation indicated that GPT-40 outper-
formed the baseline, thereby highlighting that im-
provements in BLEU did not consistently align
with human assessments, particularly in adequacy
and fluency. Overall, the findings indicate potential
benefits of LLM tuning and, in specific cases, DPO
for improving certain aspects of translation accu-
racy, while raising open questions about evaluation
criteria and alignment with human assessments in
news translation. In future work, we will investi-
gate learning strategies and evaluation frameworks
that better capture the requirements of document-
level news translation.

Limitations

This study has several limitations. First, the experi-
ments used Japanese—English news articles from a
single news agency, restricting the findings to this
dataset. Second, the evaluation relied on a single
reference, which restricted the ability to capture
diverse valid translations and may have biased eval-
uation metrics toward particular stylistic choices.
Third, we used BLEU as an automated evaluation
method, but it may not be an appropriate substi-
tute for human evaluation (Mathur et al., 2020).
In addition, human evaluation was conducted only
in a pairwise manner, so absolute evaluations are
also needed. Further exploration is required to
understand the relationship between human and au-
tomatic evaluations, and to establish appropriate
criteria for document-level translation assessment.
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This study used news articles that were origi-
nally published by Jiji Press, Ltd. To protect pri-
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Abstract

This paper describes our submission to the
Japanese — English: Article-level News Trans-
lation shared task as part of WAT 2025. In this
shared task, participants were provided with
a small but high-quality parallel corpus along
with two intermediate English translations: a
literal translation and a style-adapted transla-
tion. To effectively exploit these limited train-
ing data, our system employs a large language
model trained via supervised fine-tuning fol-
lowed by direct preference optimization (DPO),
a preference learning technique for aligning
model outputs with professional-quality refer-
ences. By leveraging literal and style-adapted
intermediate translations as negative (rejected)
samples and human-edited English articles as
positive (chosen) samples in DPO training, our
model achieved notable improvements in trans-
lation quality. We evaluated our approach using
BLEU scores and human assessments.

1 Introduction

We describe the system submitted by Team NHK
as part of the the Japanese — English Article-level
News Translation shared task at WAT 2025 (Shirai
et al., 2025). The three shared tasks that were part
of this shared task were as follows: Task 1 involved
literal English translation of the Japanese articles,
Task 2 involved style-adopted translation of the
Japanese articles, and Task 3 involved translation
into the actually published English articles from the
Japanese articles. We participated in Task 3, which
focused on article-level translation and required
maintenance of coherence, consistency, and stylis-
tic appropriateness beyond individual sentence-
level translation. In addition to a limited amount
of high-quality parallel data, two supplementary
English translations for each Japanese article were
provided: a literal translation, and a news-style
translation, which contained edits of the literal ver-
sion adapted for readability and stylistic natural-
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ness. These two versions can be viewed as interme-
diate drafts that reflect different stages of the edi-
torial translation process. Our approach leveraged
these intermediate translations to improve model
alignment and translation quality. We adopted a
two-stage training process:

1. Supervised fine-tuning (SFT) of a large lan-
guage model (LLM) on the article-level paral-
lel corpus.

Direct preference optimization (DPO)
(Rafailov et al., 2023) using preference pairs
constructed from the provided translation
variants. In DPO training, the reference
English articles served as the “chosen”
responses, while the literal and news-style
translations acted as “rejected” responses.

We report both automatic and human evaluations
showing the effectiveness of this approach.

2 System Overview

A unique aspect of this task was the availability of
intermediate translation drafts alongside the official
reference translations. Given the limited parallel
data, we explore methods to leverage this auxiliary
information to enhance translation accuracy.

Since the training corpus was too small to build
a conventional neural machine translation system,
we adopted an LLM fine-tuning approach. We
also explored preference-based optimization meth-
ods such as reinforcement learning from human
feedback (RLHF) (Ouyang et al., 2022) and DPO.
These alignment methods adjust LLM behavior
to better reflect human preferences and have been
shown to improve performance across various natu-
ral language generation tasks (Ziegler et al., 2019).

Because the literal and news-style translations
often contained lexical or syntactic deviations from
the final references, they served as ideal “negative
examples” for preference-based learning. We em-
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Article Token (English)
Original | Literal | News-style
Train 227 | 78,064 | 82,199 86,970
Development 50 15,713 | 17,135 17,788
Test 100 | 35,776 | 37,987 39,453

Table 1: Corpus statistics.

Learning rate schedule cosine
Learning rate warmup 50
Sequence length 2048
Optimizer adamW
Learning rate 5e-5
Weight decay 0.05
Micro batch size 1
Gradient accumulation steps 1
Precision bfloat 16
Gradient clipping 1.0

Table 2: Hyperparameters for SFT with Qwen3-8B.

ployed DPO for its simplicity and training stability,
constructing preference data from these prelimi-
nary translations.

3 Experimental Setup

3.1 Dataset

We used the article-level corpus provided by the
WAT 2025 organizers. The dataset models the edi-
torial workflow for translating Japanese news into
English and contains 377 pairs of Japanese and En-
glish articles from Jiji Press'!, each accompanied
by literal and news-style English translations. We
define the following abbreviations:

* ja_orig.: Original Japanese article published
by Jiji Press.

* en_orig.: Original English article also pub-
lished by the same Jiji Press. This is an En-
glish version of the original Japanese article
and is intended for an international audience.
The content of this article may differ from the
Japanese version.

* en_literal: Literal English translation of the
Japanese article.

* en_news-style: A translation of the original
English article edited to match the content of

"https://lotus.kuee.kyoto-u.ac.jp/WAT/jiji-corpus/2025/
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Learning rate schedule cosine
Learning rate warmup 20
Sequence length 2048
Optimizer adamW
Learning rate le-5
Weight decay 0.05
Micro batch size 1
Gradient accumulation steps 1
Precision bfloat16
Gradient clipping 1.0
LoRA rank 2
LoRA alpha 4
Attention modules q,Vv

Table 3: Hyperparameters for DPO with Qwen3-8B.

the original Japanese article. The order in
which information is presented, vocabulary,
and number of lines may differ from those of
the original Japanese article.

The literal and news-style translations were newly
created for this shared task. The literal translations
prioritized fidelity, while the news-style versions
prioritized fluency and natural English expression.
Of these 377 articles, 227 belonged to the training
set, 50 belonged to the development set, and 100
belonged to the test set. Table 1 shows the statistics
of the corpus.

For SFT, we used (ja_orig., en_orig.) pairs. For
DPO, we constructed preference tuples (x, y,, yc)
defined as follows:

{

where z is the source article, y, is the rejected
translation, and . is the chosen translation.

(ja_orig., en_literal, en_orig.)

({E, Yr, yC) . . .
(ja_orig., en_news-style, en_orig.),

3.2 Model and Training

We employed Qwen3-8B (Yang et al., 2025) as
the base LLM. The training process consisted of
two stages. First, we performed full-parameter
SFT using the 227 article-level parallel pairs in the



Model BLEU
GPT-40 13.33
Zero-shot LLM 14.09
Fine-tuned LLM (SFT only) | 19.54
Proposed (SFT + DPO) 22.72

Table 4: Official automatic evaluation results.

training set. Second, we applied DPO with low-
rank adaptation (LoRA) (Hu et al., 2022) using
454 preference pairs constructed as described in
Section 3.1.

The hyperparameters used in both stages are
summarized in Tables 2 and 3. These configura-
tions were determined based on hyperparameter
tuning conducted on the development set. All ex-
periments were carried out on a single NVIDIA
A100 GPU.

3.3 Evaluation

Our system was evaluated using both automatic and
human evaluations. Based on the official evaluation
framework, we compared our system against three
baseline systems: GPT-40%, zero-shot LLM, and
fine-tuned LLM with (ja_orig., en_orig.) parallel
data (i.e. SFT Qwen3-8B model).

For the automatic evaluation, the task organizers
calculated case-sensitive BLEU (Papineni et al.,
2002) scores using SacreBLEU (Post, 2018).

For the human evaluation, the task organizers
employed two bilingual evaluators to assess the
translation outputs of our system and the three
baselines. Evaluation was conducted on 100 test
articles through pairwise comparisons, separately
measuring adequacy (semantic faithfulness) and
fluency (linguistic naturalness). Each pair of sys-
tem outputs was judged as a win, tie, or loss for our
proposed model.

4 Results

4.1 Automatic Evaluation

Table 4 presents the official BLEU scores for all
systems. Our proposed method (SFT + DPO)
achieved the highest BLEU score, outperforming
both the zero-shot and SFT-only models, thereby
demonstrating the effectiveness of preference opti-
mization in improving translation quality.

2gpt-40-2024-11-20 version provided by Azure OpenAl.

vs Baseline Win Tie Lose
vs GPT-40 5.5/13.5 | 27/38.5 | 67.5/48
vs Zero-shot LLM 14.5/19 43/42 | 42.5/39
vs Fine-tuned LLM 47722 | 40/51.5 | 13/26.5
(SFT only)

Table 5: Official human evaluation results for ade-

quacy/fluency. Win, tie, and loss indicate the number
of evaluations our proposed method won against, tied
with, or lost against the baseline method.

4.2 Human Evaluation

Table 5 summarizes the official human evaluation
results for adequacy and fluency. The values indi-
cate the number of cases (out of 100) that our pro-
posed model won against, tied with, or lost against
each baseline, averaged across two evaluators.

Our proposed model demonstrated mixed perfor-
mance in human evaluation. While it outperformed
the SFT-only baseline in adequacy (47 wins vs 13
losses), indicating that DPO training improved se-
mantic faithfulness, it underperformed in all other
assessments. The model was particularly weak
in fluency compared to GPT-40 (13.5 wins vs 48
losses) and zero-shot LLM (19 wins vs 39 losses),
suggesting that maintaining stylistic naturalness
remains a significant challenge with the current
approach.

This discrepancy between BLEU and human
evaluations aligns with prior observations (Sulem
et al., 2018; Mathur et al., 2020) that automatic met-
rics often poorly capture human-perceived quality,
particularly in article-level translation tasks where
coherence and stylistic appropriateness play impor-
tant roles.

5 Related Work

DPO (Rafailov et al., 2023) simplifies RLHF by
eliminating reward modeling and directly training
on preference pairs. Because of its efficiency and
stability, this approach has been widely adopted in
various NLP domains (Grattafiori et al., 2024; Wu
et al., 2024; Sun et al., 2025).

LLMs can perform many zero- or few-shot
tasks (Brown et al., 2020), but instruction or pref-
erence fine-tuning further enhances task align-
ment (Ouyang et al., 2022). Since collecting pref-
erence data is easier than implementing fully su-
pervised learning, DPO offers a practical approach
for adapting LL.Ms to domain-specific objectives.
DPO (Rafailov et al., 2023) directly optimizes
LLMs with preference data by removing an ex-
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tra reward model. We utilized DPO in this work
since it is both easy to use and highly effective.

6 Conclusion

We have presented our WAT 2025 submission for
Japanese—English article-level news translation.
Our system leverages DPO to align LLMs using in-
termediate translation data as preference signals.
Experimental results suggest that incorporating
editorial-stage translations as negative examples al-
lows model to achieve higher BLEU scores. Future
work includes scaling this approach to handle larger
datasets and exploring finer-grained document-
level alignment.
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Abstract

This paper presents the findings of the
English-to-Indic ~ Multimodal = Translation
shared task from the Workshop on Asian
Translation (WAT2025). The task featured
three tracks: text-only translation, image
captioning, and multimodal translation across
four low-resource Indic languages: Hindi,
Bengali, Malayalam, and Odia. Three teams
participated, submitting systems that achieved
competitive performance, with BLEU scores
ranging from 40.1 to 64.3 across different
language pairs and tracks.

1 Introduction

The 12th Workshop on Machine Translation
(WAT2025), held in conjunction with IJCNLP
AACL 2025, hosted a number of shared tasks
that covered various aspects of machine transla-
tion (MT).

Multi-modal translation, which involves incor-
porating non-text sources alongside text input for
machine translation, has gained attention in recent
years (Specia et al., 2016; Elliott et al., 2016).
However, research in this area has focused on
European languages such as English, German,
French, Czech, and mainly used two datasets:
Flickr30k (Young et al., 2014) and MS-COCO
(Lin et al., 2014), where the text caption corre-
sponds to the content of the associated image.

We organized the WAT2025 English-to-Indic
Multimodal Shared Task for Low-Resource Indic
languages. One important difference is that in our
setting, the text caption is attached to a rectangular
region of the picture and not the picture as a whole.
This approach provides an interesting opportunity
to consider not only the broader image but also
the localized visual context surrounding the de-
scribed region, which may provide additional cues
for more accurate translation.

2 Task and Datasets

In this task, participants were provided with cor-
pora from the Visual Genome dataset in four target
languages: Hindi, Bengali, Malayalam and Odia.
The specific datasets are: Hindi Visual Genome
1.1 (HVG, Parida et al., 2019)! for Hindi; Bengali
Visual Genome (BVG, Sen et al., 2022)2 for Ben-
gali; Malayalam Visual Genome (MVG, Parida
and Bojar, 2021)? for Malayalam; and Odia Visual
Genome (OVG)* for Odia. The datasets are split
into train, test, dev and challenge test in a paral-
lel fashion. The number of sentences in each split
is provided in Table 1. Each split contains items
consisting of an image, a highlighted rectangular
region within the image (x, y, width, height), the
original English caption for this region, and the ref-
erence translation in the respective target language.
These components are illustrated in Figure 1. De-
pending on the task track, some of these compo-
nents serve as the source, while others act as refer-
ences or competing candidate solutions. The spe-
cific tracks for this task are listed below.

2.1 Text-Only Translation

Labeled “TEXT” in the WAT official tables, par-
ticipants translate short English captions into the
target language without using visual information.
Additional textual resources are allowed but must
be documented in the system description paper.

2.2 Captioning

Labeled with the target language code, e.g., “HI,”
“BN,” “ML,” “OD”, participants generate captions

]https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-3267

2https: //lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-3722

3https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-3533

*http://hdl.handle.net/11234/1-5979
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Split Train Dev  Test Challenge

Sentences 28,930 998 1,595 1,400

Table 1: Dataset statistics across all language pairs.

Image_id: 2340461
x: My: 54 width: 342 height: 216

English Text: Two elephants standing in the water

Hindi Text: aTaft & 73 & greft

Bengali Text: *nfiws ifsor 4t =1fs

Malayalam Text: eugseoiailad mlmy ae:eng@lenimmn @sng @mdat
Odia Text: 98¢ 2191 Qigea 02l calRag

Figure 1: Example of a data point showing image ID,
region details, source and target languages

in the target language for the highlighted rectangu-
lar region in the input image.

2.3 Multi-Modal Translation

Labeled “MM”, given an image, a rectangular re-
gion within it, and an English caption for that re-
gion, participants translate the caption into the tar-
get language. Both textual and visual information
are available for this task.

3 Evaluation Methods

3.1 Automatic Evaluation

We evaluated translation results by two metrics:
BLEU (Papineni et al., 2002), and RIBES (Isozaki
et al.,, 2010). BLEU scores were calculated us-
ing SacreBLEU (Post, 2018). RIBES scores were
calculated using RIBES.py version 1.02.4.> All
scores for each task were calculated automatically
using the corresponding reference translations by
the evaluation system through which the partici-
pants make their submissions.

Automatic Evaluation System The automatic
evaluation system receives translation results by
participants and automatically gives evaluation
scores to the uploaded results. As shown in Fig-
ure 2, the system requires participants to provide

5http://www.kecl.ntt.co.jp/icl/lirg/ribes/
index.html

the following information for each submission:

* Human Evaluation: whether or not they sub-
mit the results for human evaluation;

* Publish the results of the evaluation: whether
or not they permit to publish automatic evalu-
ation scores on the WAT2025 web page;

* Task: the task to which the results belong;

* Used Other Resources: whether or not they
used additional resources; and

* Method: the type of the method includ-
ing SMT, RBMT, SMT and RBMT, EBMT,
NMT and Other.

Evaluation scores of translation results that par-
ticipants permit to be published are disclosed via
the WAT2025 evaluation web page. Participants
can also submit the results for human evaluation
using the same web interface. This automatic
evaluation system will remain available even after
WAT2025.

3.2 Human Evaluation

Due to time constraints, human evaluation was not
carried out in WAT2025.

4 Baseline Systems

At WAT2025, we adopted some of the neural ma-
chine translation (NMT) as baseline systems. The
NMT baseline systems consisted of publicly avail-
able software, and the procedures for building the
systems and for translating using the systems were
published on the WAT web page.

Tokenization The shared task datasets come un-
tokenized, and we did not use or recommend
any specific external tokenizer. The standard
OpenNMT-py sub-word segmentation was used
for pre/post-processing for the baseline system
and each participant used what they wanted.

NMT Methods We used the NMT mod-
els for all tasks. For the English—Hindi,
English—Malayalam, and English—Bengali Mul-
timodal tasks we used the Transformer model
(Vaswani et al.,, 2018) as implemented in
OpenNMT-py (Klein et al., 2017) and used the
“base” model with default parameters for the multi-
modal task baseline. We have generated the vo-
cabulary of 32k sub-word types jointly for both
the source and target languages. The vocabulary
is shared between the encoder and decoder.
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Figure 2: The interface for

5 Participating Teams and Results

We describe the teams’ profiles and submissions
as described in their respective description papers.
Table 2 shows the team IDs, their respective orga-
nizations, and countries.

5.1 Systems’ Descriptions

IITP-AI-NLP-ML The IITP-AI-NLP-ML team
participated in and reported results for both text-
only and multimodal translation tracks. For text-
only translation, they fine-tuned the IndicTrans
model (Bhat et al., 2015) jointly on all four target
languages. In the multimodal track, they enhanced
IndicTrans with a CLIP-based visual grounding
mechanism that selects the most semantically rel-
evant image regions. By computing cosine sim-
ilarities between text and full or cropped image
embeddings, the system automatically integrates
the most aligned visual features into the transla-
tion pipeline.

OdiaGenAl team participated in and reported
results for all text-only translation tracks. They
fine-tuned the NLLB-200 3.3B model (NLLB
et al., 2022) to support English-to-multilingual

translation results submission

translation, specifically targeting low-resource lan-
guages: Hindi, Bengali, Malayalam, and Odia. To
enhance training, they applied data augmentation
using 100K samples from the Samanantar dataset
(Ramesh et al., 2022) provided by Al4Bharat.

BLEU Monday team participated in and re-
ported results for the text-only translation for
three language pairs: English-Hindi, English-
Bengali, and English-Odia. The proposed sys-
tem uses a two-stage approach: automated training
data correction through a vision-augmented judge-
corrector pipeline, followed by LoRA-based fine-
tuning. The pipeline employs multimodal models
to detect and correct translation errors, replacing
ambiguous or mistranslated captions using GPT-
40-mini and IndicTrans2.

5.2 Results and Analysis

Automatic evaluation results Tables 3 to 6
present the automatic evaluation results of the sub-
mitted systems, indicating that the systems per-
formed competitively against each other. Despite
these promising results, participants expressed a
need for human evaluations, as shown in subse-
quent tables. This reflects a common concern
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Team ID Organization Country
OdiaGenAl Odia Generative Al India
BLEU Monday Indian Institute of Technology Madras India
IITP-AI-NLP-ML  Indian Institute of Technology Patna India

Table 2: List of participants who submitted translations for the WAT2025 English-to-Indic Multimodal Translation

Task.

among participants who suspect that their systems

may

outperform the scores they received, under-

scoring the importance of qualitative assessments
in conjunction with automatic metrics.

Lang

. System ID Type RSRC BLEU RIBES

en-hi

IITP-AI-NLP-ML 7461 NMT Yes 56.60 0.872157

en-ml IITP-AI-NLP-ML 7463 NMT Yes 38.90 0.749429

en-bn IITP-AI-NLP-ML 7462 NMT Yes 47.00 0.815367

en-od IITP-AI-NLP-ML 7464 NMT Yes 5520 0.915999

Table 3: MMCHMM25 submissions.

Lang. System ID Type RSRC BLEU RIBES
en-hi  OdiaGenAl 7485 NMT Yes 56.90 0.870254
en-hi IITP-AI-NLP-ML 7471 NMT Yes 56.10 0.870914
en-hi BLEU Monday 7500 Other Yes 54.00 0.864790
en-ml  OdiaGenAl 7483 NMT Yes 4420 0.775824
en-ml IITP-AI-NLP-ML 7473 NMT Yes 40.30 0.757277
en-bn  OdiaGenAl 7481 NMT Yes 50.10 0.830882

en-bn IITP-AI-NLP-ML 7472 NMT Yes 4750 0.819714
en-bn BLEU Monday 7503 Other Yes 45.60 0.808860

en-od OdiaGenAl 7487 NMT Yes 56.40 0.916177
en-od IITP-AI-NLP-ML 7474 NMT Yes 55.40 0.916776
en-od BLEU Monday 7498 Other Yes 40.10 0.872698

Table 4: MMCHTEXT?25 submissions.

Lang. System ID Type RSRC BLEU RIBES

en-hi

IITP-AI-NLP-ML 7456 NMT No 4490 0.765514

en-ml IITP-AI-NLP-ML 7460 NMT Yes 50.70  0.780907

en-bn IITP-AI-NLP-ML 7457 NMT Yes 48.70  0.799718

en-od IITP-AI-NLP-ML 7459 NMT Yes 63.50 0.903624

5.3

Table 5: MMEVMM25 submissions.

Key Findings

The results show that:

Text-only translation generally outperformed
multimodal approaches

Odia achieved the highest BLEU scores
(62.9-64.3)

Malayalam proved most challenging with
lower scores (38.9-51.2)

Data augmentation strategies proved effec-
tive across teams

Lang. System ID Type RSRC BLEU RIBES
en-hi IITP-AI-NLP-ML 7467 NMT Yes 4540 0.834985
en-hi  OdiaGenAl 7484 NMT Yes 45.10 0.831282

en-hi BLEU Monday 7494 Other Yes 42.10 0.814804

en-ml IITP-AI-NLP-ML 7469 NMT Yes 51.20 0.760801
en-ml  OdiaGenAl 7482 NMT Yes 43.20 0.708217

en-bn  OdiaGenAl 7480 NMT Yes 49.50 0.804158
en-bn IITP-AI-NLP-ML 7468 NMT Yes 49.50 0.801714
en-bn BLEU Monday 7496 NMT Yes 42.00 0.770437

en-od IITP-AI-NLP-ML 7470 NMT Yes 64.30  0.906478
en-od OdiaGenAl 7486 NMT Yes 62.90 0.903659
en-od BLEU Monday 7504 Other Yes 41.60 0.845874

Table 6: MMEVTEXT?25 submissions.

5.4 Cross-Track Performance Comparison

Comparing performance across different tracks re-
veals interesting patterns:

* Text-only vs. Multimodal: Text-only sys-
tems achieved comparable or better perfor-
mance than multimodal systems, indicating
room for improvement in visual-textual inte-
gration methods

* Language-specific trends: Odia consis-
tently performed best across all tracks, while
Malayalam showed the most variation be-
tween different approaches

* Team strategies: Teams employing data
augmentation and fine-tuning of large pre-
trained models (NLLB, IndicTrans) achieved
the most competitive results

6 Conclusion and Future Directions

This paper presents an overview of the English-
to-Indic Resource Multimodal Translation shared
tasks at WAT2025. The task attracted strong par-
ticipation from numerous teams. Out of these,
three teams submitted system description papers
detailing their approaches and results. In the fu-
ture, we aim to expand the range of low-resource
languages, with a particular focus on multimodal
translation, and encourage greater participation
from more teams.
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Abstract

This system description paper presents a
detailed overview of the model architec-
ture, training procedure, experimental re-
sults, and conclusions of the submission
from the OdiaGenAl team to the Work-
shop on Asian Translation (WAT 2025).
For this year, we focus only on text-to-
text translation tasks for low-resource In-
dic languages targeting Hindi, Bengali,
Malayalam, and Odia languages specifi-
cally. The system uses the large language
model NLLB-200-3.3B, fine-tuned on large
datasets consisting of over 130k rows for
each target language. The entire training
dataset consists of data provided by the
organizers, as in previous years, and aug-
mented by a much larger 100k sentences
of data subsampled from the Samanantar
dataset provided by Al4Bharat. Our ap-
proach achieved competitive BLEU scores
on five of the eight evaluation and chal-
lenge test submissions.

1 Introduction

Machine Translation (MT) is a long-standing
and well-established sub-field within Natu-
ral Language Processing dedicated to creat-
ing software capable of automatically trans-
lating text or speech between languages. Al-
though substantial progress has been made
in achieving human-level translation for lan-
guages with extensive training corpora, Indic
and Asian languages for which much smaller
curated corpuses of training data exist still
present significant hurdles to existing MT sys-
tems and present sufficient scope for improve-
ment (Popel et al., 2020; Costa-jussa et al.,
2022). To overcome these challenges and
encourage more fruitful research, WAT has
served as an open evaluation platform since
2013 (Nakazawa et al., 2020, 2022). While the
challenge is multimodal, this year we decided

to focus only on the text-to-text translation
for the captions present in the dataset ignor-
ing any visual inputs. Just as in the previ-
ous yearly submissions, the evaluation of the
given translation tasks is conducted using es-
tablished metrics like Bilingual Evaluation Un-
derstudy (BLEU) and Rank-based Intuitive
Bilingual Evaluation Scores (RIBES). In this
system description paper, we elaborate on our
approach to the tasks that we participated in.
In comparison to last year, we have added eval-
uation for Odia while dropping the Hausa lan-
guage.

o Task 1: English — Hindi (EN-HI) Text

only

o Task 2: English — Bengali (EN-BN) Text
only

o Task 3: English — Malayalam (EN-ML)
Text only

o Task 4: English — Odia (EN-OD) Text
only

2 Task Description and Datasets

In addition to the datasets provided by the or-
ganizers, for Hindi, Bengali, Odia, and Malay-
alam, we also used 100k subsampled transla-
tion pairs from Samanantar (Ramesh et al.,
2022) in the training set, for each of the four
languages. As shown in the results section,
this was instrumental in improving the results
for the fine-tuned models. The training, eval-
uation and additional challenge splits are de-
tailed in Table 1.

Task 1: English-to-Hindi Translation
The organizers provided the HindiVisu-
alGenome 1.1 (Parida et al., 2019)! data set
(HVG for short). The training part consists of

"https://lindat.mff.cuni.cz/repository/
xmlui/handle/11234/1-3267
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29k English and Hindi short captions of rect-
angular areas in photos of various scenes and
it is complemented by three test sets: develop-
ment (D-Test), evaluation (E-Test) and chal-
lenge test set (C-Test). Our WAT submissions
were for E-Test (denoted “EV” in the official
WAT tables) and C-Test (denoted “CH” in the
WAT tables).

Task 2: English-to-Bengali Translation
For this task, the organizers provided Ben-
galiVisualGenome 1.0 dataset (Parida et al.,
2021)% (BVG for short). BVG is an extension
of the HVG dataset which supports Bengali
language. The size of training set and valida-
tion set is the same as that for HVG.

Task 3: English-to-Malayalam Transla-
tion The organizers provided MalayalamVi-
sualGenome 1.0 dataset® (MVG for short).
MVG is an extension of the HVG dataset
for supporting Malayalam, which belongs to
the Dravidian language family (Kumar et al.,
2017). The dataset size and images are
the same as HVG. MVG contains bilingual
English—Malayalam segments, see table 1.

Task 4: English-to-Odia Transla-
tion The organizers provided OdiaVisu-
alGenome 1.0 dataset! (OVG for short).
OVG is a visual genome dataset for Odia
language.

3 Modelling and Experimental
Details

Identical configurations have been used for all
text-to-text translation tasks. For EN-BN,
EN-HI, EN-ML, EN-OD text-to-text transla-
tion tasks, we individually fine-tuned a large
language model (NLLB et al., 2022) separately
for all four languages. Similar to Shahid
et al. (2023), we used a NLLB-200-3.3B model,
but this time chose a much larger 3.3B pa-
rameter model, increasing the model size by
more than a factor of five. NLLB-200 is a
Seq2Seq (Sequence to Sequence) model specif-
ically designed to convert sequences from one
domain to sequences in another domain. Bilin-
gual translation (e.g., translating a sequence

’http://hdl.handle.net/11234/1-3722

3https://lindat.mff.cuni.cz/repository/
xmlui/handle/11234/1-3533

“http://hdl.handle.net/11234/1-5979

of words from one language to another) is one
of the most prominent applications of Seq2Seq
models.

3.1 Evaluation

As in previous years, the quality of the transla-
tion task is evaluated by using the BLEU (Pa-
pineni et al., 2002) and RIBES (Wolk and
Korzinek, 2016). BLEU is perhaps the most
widely used evaluation metric and has been
an industry standard for a while. It is widely
believed to have good correlation with human
evaluation for many language pairs while be-
ing fast and easy to compute. RIBES is an-
other popular metric for translation between
languages with a different word order where
BLEU has been reported to struggle. Sacre-
BLEU is a more recent and standardized vari-
ant of BLEU having helped industry with eas-
ier reproducibility after a widescale call (Post,
2018).

3.2 Finetuning

Since training all parameters of this large 3.3B
model is prohibitively expensive, only a small
fraction (0.38%) of the parameters are actu-
ally allowed to be tunable while the major-
ity are kept frozen, meaning that their values
remain the same during optimization. This
is achieved by using LoRA fine-tuning made
available through the peft package from Hug-
gingface using the PeftModel API. All the fine-
tuning runs were executed on 8 x AMD Instinct
MI250X/MI250 GPUs. Each such GPU unit
offers 128GB HBM2e memory with a peak of
362.1 TFLOPS performance using FP16 preci-
sion. This computational capacity enabled us
to finish each single-language fine-tuning run
in approximately eight hours. The hyperpa-
rameters used for the fine-tuning runs are pre-
sented in Table 4 to facilitate replication.

The training logs for all four runs are pre-
sented in figures 1 and 2. The relatively unsta-
ble Malayalam-language run (Figure 2) can be
attributed to the inherent grammatical com-
plexity of the Dravidian language family. A
similar pattern is observed to a smaller extent
for the Hindi-language run (Figure 1). We
believe that better and higher quality data
can improve the performance of the Hindi lan-
guage. Odia and Bengali-language runs (Fig-
ure 2, 1) demonstrate stable training progres-

110


http://hdl.handle.net/11234/1-3722
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3533
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3533
http://hdl.handle.net/11234/1-5979

Set Sentences . - Tokens .
Bengali Hindi Malayalam Odia
Train (Organizer) (Parida et al., 2019) 28930 113978 145448 107133 141647
Train (Additional) (Ramesh et al., 2022) 100000 1019973 1814937 694570 1025677
Dev 998 3936 4978 3620 4907
Evaluation 1595 6408 7852 5689 7734
Challenge 1400 6657 8639 6044 8100

Table 1: Statistics of our data used in the English—Bengali, English—Hindi, English—Malayalam and
English—Odia text-to-text translation task: the number of sentences and tokens.

Language Visual Genome Source Samanantar Source Visual Genome Target Samanantar Target
Hindi 4.95 16.42 5.03 18.15
Bengali 4.95 11.53 3.94 10.20
Malayalam 4.95 10.19 3.70 6.95
Odia 4.95 11.33 4.90 10.26

Table 2: Average word count for source (English) and target (Indic) sentences across datasets. The
word count is calculated by counting the number of words in a sentence, which serves as a proxy for
actual token count.

WAT BLEU RIBES
System and WAT Task Label OdiaGenAl Best Comp OdiaGenAl Best Comp
English—Hindi
MMEVTEXT21len-hi 45.10 45.40 0.831 0.834
MMCHTEXT22en-hi 56.90 56.10 0.870 0.870
English—Bengali
MMEVTEXT22en-bn 49.50 49.50 0.804 0.801
MMCHTEXT22en-bn 50.10 47.50 0.830 0.819
English—Malayalam
MMEVTEXT2len-ml 43.20 51.20 0.708 0.760
MMCHTEXT22en-ml 44.20 40.30 0.775 0.757
English—Odia
MMEVTEXT2len-od 62.90 64.30 0.903 0.906
MMCHTEXT21len-od 56.40 55.40 0.916 0.916

Table 3: WAT2025 Automatic and Manual Evaluation Results for English—Hindi, English—Bengali,
English—Malayalam and English—Odia text-to-text translation. For each task, we report the scores of
our system (OdiaGenAl) alongside those of the best competing submission. The higher score is
highlighted in bold. For both metrics, a higher score indicates better performance.
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Figure 1: SacreBLEU scores for

sion with early convergence, suggesting that
extended fine-tuning could yield improved per-
formance. For all four languages, we observe
a clear improvement from the starting initial
point in the optimization, the highest being
for Odia and the lowest for Hindi.

There is still a mismatch in the size of the

0 10000 20000

Iterations

30000 40000 50000

Hindi and Bengali fine-tuning run.

two components of the final training set. The
original dataset provided by the organizers
consists of image captions which are short sen-
tences that rarely exceed five words, while the
augmented dataset contains many sentences
with a higher word count. This case is illus-
trated in Table 2.
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Figure 2: SacreBLEU scores for Malayalam and Odia fine-tuning run.

Comparison of Sacrebleu Scores: OdiaGen Al vs Best Competition

Model [ Bestcomp BLEU [ OdiaGen BLEU

English-Bengali English-Hindi
60 56.10 56.90
50.10 49.50 49.50
47.50
45.40 45.10
401
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)
1Y
= MMCHTEXT22en-bn MMEVTEXT22en-bn MMCHTEXT22en-hi MMEVTEXT21en-hi
0
o English-Malayalam English-Odia
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5 .
n ©0] 55.40 56.40
51.20
44.20 43.20
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20- I
0_
MMCHTEXT22en-ml MMEVTEXT21en-ml MMCHTEXT21en-od MMEVTEXT21en-od
Figure 3: Comparison of our Sacrebleu scores with the best performing team (Source: Table 3).
4 Results selected text samples, translated by our sys-

We report the results of the automatic offi-
cial evaluation after uploading and submit-
ting to the task interface in Table 3, together
with the best score attained by the compet-
ing submission. Furthermore, we present some

tem in Table 5 and do a qualitative analysis.
Following the fine-tuning process, these mod-
els were used to translate two distinct target
test sets for each language: the evaluation set
and the challenge set. Translation quality was
evaluated using the BLEU score, SacreBLEU,
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Hyper Parameter Value

Learning Rate 2¢ %

Epochs 3

Cutoff Length 512

Weight Decay 0.01

Warmup Ratio 0.0

max_seq_ length 512

LR Scheduler linear

Lora r 16

Lora « 32

Lora dropout 0.05

use 4bit False

bnb__4bit_ compute__dtype Not applicable
bnb_ 4bit__quant__type None
use_nested__quant False
per__device_ train__batch_size | 4 or 8 or 10 or 16
per__device__eval__batch_ size 4 or 8 or 10 or 16
gradient__accumulation_ steps | 1

max__grad_ norm 1.0

optim AdamW

Lora Target Modules (q__proj, v__proj)

Table 4: Training Hyperparameters.

and RIBES (Ranking by Incremental Bilingual
Evaluation System) scores.

For the English-to-Hindi model, a BLEU
score of 45.10 was achieved on the evaluation
set, while a score of 56.90 was obtained for
the challenge set. These results highlight the
strong performance of the model and its capac-
ity to handle more complex or unusual trans-
lation tasks. The difference between the two
scores is 11.8 BLEU points (45.10 vs 56.90)
and probably occurs due to a large difference
between the two challenge datasets.

In the case of the English-to-Bengali model,
a BLEU score of 49.50 and 50.10 were achieved
for the evaluation test and challenge sets, re-
spectively. These scores demonstrate strong
performance on this task. This indicates a
robust overall performance with good general-
ization and a commendable capability to han-
dle nuanced translations specific to the Bengali
language.

BLEU scores of 43.20 and 44.20 were ob-
tained on the evaluation and challenge sets
of the Malayalam language, respectively. The
best score for the evaluation set of the Malay-
alam language is 51.20, which is significantly
higher than our score.

Our system achieved competitive perfor-
mance for the Odia language challenge set
(56.40), with a BLEU score of 62.90 on the
evaluation set. Like the Bengali language, the
Odia-language model shows a strong ability for

generalized translations.

5 Conclusion

In this system description paper, we
presented a system for four text-to-
text translation tasks in  WAT: (a)
English—Hindi, (b) English—Malayalam,
and (c¢) English—Bengali and finally (d)
English—Odia text-to-text translation. We
released the code through Github for re-
search®, and the models are released on
HuggingFaceS.

These empirical results underscore the effec-
tiveness of the methodology adopted for these
MT models. Leveraging a fine-tuned NLLB-
200-3.3B model with language-specific Visual
Genome datasets provides a robust solution
to the MT task for the languages under study:
Hindi, Bengali, Malayalam and Odia. The re-
sults also pave the way for further enhance-
ments and investigations in the realm of MT.
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Hindi Bengali
the orange colored traffic cone a person wearing a black hat

Malayalam Odia
people on the second level

english-Sentence-1 a water glass on a table

Target-Original AR T T A% afB BICTl G 11 e @6M0200 eelaleloal @RE)BUd NQ 659M QAR A I |
Target-Translated AR T T AR AF afB I B 11 RS @6n200 eIl @RSIEU3 R 609M QU6 IR A I |
Gloss the orange colored traffic cone A person wearing a black hat people on the second level a water glass on a table
Remarks Our translation is Our translation is

. . N Both are identical Our translation is fully translated accurately N
(Comparison) more grammatically correct ) ) more grammatically correct

english-Sentence-2 the bird is black This is a person the court is dark blue a person walking on a sidewalk

Target-Original qeft e 8 aft avoE U @003 @3enE Mler aloadery QUYI6R AR @68 @43 |
Target-Translated el el & aft aem TfS @035 wE3eNe Mileioeny QAYER AR P68 4D |
Gloss the bird is black This is a person the court is dark blue A man walking on the road

‘marks
(CS!:;:;n:m) Both are identical Both are identical Both are similar Both are identical

english-Sentence-3 Man wearing military clothes A stop light wooden slat that forms back of bench. Man wearing military clothes
Target-Original TIH hud Ug gg SaRT a5 559 IR0 8@y WS quog eeIeIleng aBOSITB @alo HBISSIM). | AR 6dSIe dFRl @93 |
Target-Translated T<T S Ug SEH aT5 559 IR0 ©6n16@M003 0 FOSSITB RYalo OBIBBYM A0 QIG. ACRS 6QANR IFYR @13 |
Gloss Man wearing military clothes A stop light Wooden slat that forms the back of the bench. Man wearing military clothes.

Our translation uses a Sanskrit-word
for Military, while the target
translation uses an Arabic-word.

Remarks . . P . . .
< ¢ o Both are identical Our translation is more grammatically correct Both are identical.
(Comparison)

Table 5: Comparison between original translations and our model’s translations for English-Malayalam,
English-Hindi, English-Bengali, and English-Odia language pairs.
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Abstract

Multimodal Machine Translation aims to en-
hance conventional text-only translation sys-
tems by incorporating visual context, typically
in the form of images paired with captions.
In this work, we present our submission to
the WAT 2025 Multimodal Translation Shared
Task, which explores the role of visual infor-
mation in translating English captions into four
Indic languages: Hindi, Bengali, Malayalam,
and Odia. Our system builds upon the strong
multilingual text translation backbone Indic-
Trans, augmented with a CLIP-based selective
visual grounding mechanism. Specifically, we
compute cosine similarities between text and
image embeddings (both full and cropped re-
gions) and automatically select the most seman-
tically aligned image representation to integrate
into the translation model. We observe that
overall contribution of visual features is ques-
tionable. Our findings reaffirm recent evidence
that large multilingual translation models can
perform competitively without explicit visual
grounding.

1 Introduction

Multimodal Machine Translation (MMT) extends
traditional text-only translation by incorporating
auxiliary visual information typically an image
paired with the source sentence. The motivation
behind this integration is that images can provide
crucial contextual clues that help resolve linguistic
ambiguities and improve translation accuracy. For
example, consider the English sentence “The man
is standing near the court.” Without additional con-
text, the word “court” could refer to a sports court
(e.g., tennis or basketball), or a legal court. A text-
only translation model may incorrectly choose one
sense based solely on linguistic priors. However, if
the corresponding image depicts a tennis court, the
visual cue instantly clarifies the intended meaning,
guiding the model toward the correct translation in
the target language. This exemplifies how visual
grounding can disambiguate polysemous words
that textual context alone may not fully resolve.

“Equal contribution.

Although several studies have shown that incor-
porating image information improves translation
performance, most prior work trains their MMT
models from scratch, learning both textual and vi-
sual representations jointly. These models often re-
port improvements over text-only Neural Machine
Translation (NMT) systems trained under similar
conditions. However, while the relative gains ap-
pear significant, the absolute translation scores re-
main low compared to strong pretrained text-only
baselines. Moreover, in many benchmark datasets,
intra-sentence textual context is already sufficient
to produce correct translations, reducing the actual
necessity of visual input. Consequently, it remains
unclear whether the observed improvements truly
arise from visual grounding or from differences in
model training setups.

Another source of debate in MMT lies in the
choice of visual input. Given an image, its caption,
and a cropped version of the image focused specifi-
cally on the captioned region, should the model use
the full image or only the cropped area? The full
image may offer richer contextual information but
might also introduce irrelevant details. Conversely,
the cropped image may better correspond to the
caption but risk losing broader scene semantics.

To address this challenge, we propose a selec-
tive visual alignment approach that automatically
chooses the most relevant visual representation for
translation. Specifically, we extract CLIP embed-
dings from both the full and cropped versions of
each image and compute their cosine similarity
with the corresponding text embedding. The im-
age version that exhibits higher textual similarity is
selected and passed to the translation system. Our
MMT model integrates these CLIP-based features
through a Selective Attention mechanism, which
performs cross-attention between the image and
text representations, allowing the model to focus
on visually aligned information.

We use IndicTrans as our base model a strong
pretrained multilingual translation system covering
multiple Indic languages such as Hindi, Bengali,
Malayalam, and Odia. Interestingly, while our ap-
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Figure 1: Flow diagram illustrating the image—text similarity computation using CLIP ViT-B/16. The model
compares full-image and cropped-image features with text embeddings via cosine similarity, selecting the image
vector with the highest similarity score; it is further forwarded to the translation model

proach achieves high absolute translation quality,
we find that incorporating visual features does not
consistently improve results compared to the text-
only baseline. This observation is consistent with
previous findings in the literature. Prior work (Li
et al., 2022) has also questioned the real contribu-
tion of visual information in multimodal translation
systems. In this paper, we present the observations
in the WAT 2025 Multimodal Translation Task,
aiming to further investigate this phenomenon in a
competitive shared-task setting. Our system builds
upon the Selective Attention architecture (Li et al.,
2022; Gain et al., 2025), which effectively inte-
grates visual features into a Transformer-based
translation framework. We extend this system in
two key ways: (i) we retrain the model to addition-
ally support the Odia language, thereby expanding

its coverage, and (ii) we incorporate an image selec-
tion mechanism that compares the cosine similarity
between text embeddings and CLIP features ex-
tracted from both the full and cropped versions
of each image, forwarding the representation with
higher textual alignment. This selective image in-
tegration allows the model to better exploit visual
cues when relevant, while avoiding unnecessary
noise from less informative image regions.

2 Related Works

Multimodal Neural Machine Translation (MMT)
seeks to integrate both textual and visual modalities
in order to improve translation quality-particularly
by helping to disambiguate linguistic phenomena
or provide grounding beyond the source text. Early
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pioneering studies investigated the use of image
features (often extracted from convolutional neural
networks) alongside an encoder—decoder architec-
ture with attention over both text and image fea-
tures (Elliott et al., 2016),(Calixto et al., 2017). It
was also been observed thaty that MMT systems
could leverage visual input under conditions of de-
graded textual context, but that gains were modest
when textual input alone was sufficient (Caglayan
et al., 2019).

Subsequent research questioned the actual utility
of the visual modality in standard benchmarks, not-
ing that when images were replaced by mismatched
or random images, model performance often did
not degrade significantly. The authors in (Li et al.,
2021) highlighted that existing MMT datasets and
architectures might encourage models to ignore the
image input altogether. Related work also explored
the integration of visual features via fused or hierar-
chical attention mechanisms (Yao and Wan, 2020)
and in low-resource scenarios where the textual
signal is weaker.

Multimodal translation in Indian languages has
been underexplored, with most studies focusing
on the English—Hindi pair. The majority of these
works are adaptations of architectures originally
designed for high-resource settings.

The earliest work on integrating visual infor-
mation into Indian language translation can be
traced to the approach proposed in (Laskar et al.,
2020), which utilized a doubly attentive decoder
capable of simultaneously attending to both tex-
tual and visual modalities. This model was later
refined in (Laskar et al., 2021) through additional
text-only pre-training on the II'TB parallel corpus
(Kunchukuttan et al., 2018) and data augmentation
using phrase pairs generated with the Giza++ tool
(Marchisio et al., 2022). The visual representa-
tions were obtained using a pre-trained VGG19
network (Simonyan and Zisserman, 2015). The
same framework was subsequently extended to the
English—Bengali language pair in (Laskar et al.,
2022), where the model achieved BLEU scores of
43.90 and 28.70 on the Test and Challenge sets,
respectively.

Following these early studies, the work pre-
sented in (Gupta et al., 2021) introduced an al-
ternative strategy that enriched textual input with
object-level visual cues. An object detection model
was employed to identify entities within the im-
age, and their class labels were appended to the
source sentence to provide additional semantic con-

text. The system, built upon mBART (Liu et al.,
2020), achieved state-of-the-art performance for
English—Hindi translation; however, the improve-
ment was primarily attributed to large-scale pre-
training rather than genuine multimodal fusion.
Specifically, the model exhibited a modest gain
of +0.52 BLEU on the standard test set while show-
ing a slight decline of 0.06 BLEU on the Challenge
set. A subsequent extension of this framework to
English—Bengali and English—Malayalam transla-
tion was reported in (Parida et al., 2022), yielding
comparable trends.

More recent work in (Gain et al., 2021) ex-
plored a multimodal transformer architecture for
English—Hindi translation. The study demonstrated
that focusing on cropped regions of the image cor-
responding to the textual referents produced more
accurate translations than utilizing full-image fea-
tures. Later, the methodology was revisited in (Shi
and Yu, 2022), which introduced refined prepro-
cessing steps such as the removal of duplicate and
grayscale images. By employing ResNet50-based
features (He et al., 2015) and optimized hyperpa-
rameters, this system achieved BLEU scores of
42.29 and 42.70 on the Test and Challenge sets, re-
spectively, highlighting the significant role of data
quality and preprocessing in multimodal translation
performance.

Overall, while these studies represent significant
steps toward integrating visual information in In-
dian language translation, they collectively indicate
that the performance gains from multimodality re-
main limited. Most improvements appear to arise
from better pre-training and data curation rather
than from truly leveraging visual grounding.

3 Methodology

3.1 Datasets

The dataset used in this work is part of the WAT
2025 Multimodal Translation shared task (Parida
et al., 2024) and is designed to facilitate research on
multimodal translation between English and multi-
ple Indic languages. Each data instance comprises
an English caption paired with its reference trans-
lations in four target languages: Hindi (Parida and
Bojar, 2020) , Bengali (Sen et al., 2022), Malay-
alam (Parida and Bojar, 2021), and Odia (Parida
et al., 2025).

In addition to the text pairs, each example is
associated with an image that visually represents
the described scene. To support fine-grained visual
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Avg. Tgt Words

Subset Sentences Avg. Src (en)

hi bn ml or
train 28930 495 503 394 370 490
test 1595 492 492 402 3.57 485
valid 998 493 499 394 3.63 492
challenge 1400 585 6.17 476 432 579

Table 1: Statistics of the multilingual parallel datasets showing the number of sentences and average word counts

for English source and four target languages.

grounding, the dataset also provides bounding box
coordinates corresponding to the region of interest
(ROI) within the image that the caption explicitly
refers to.

The multimodal nature of this dataset allows
translation models to learn both linguistic map-
pings and visual alignments, thereby grounding the
translation process in contextual image informa-
tion. Table 1 presents the detailed statistics of the
dataset, including the number of sentence pairs and
the average word counts for the English source and
the four target languages. The corpus contains ap-
proximately 29K training examples, along with
dedicated validation, test, and challenge subsets
to facilitate comprehensive evaluation.

This multimodal setup provides a valuable
benchmark for assessing whether and how visual
information contributes to disambiguating textual
input during translation, particularly in resource-
constrained Indic language settings.

3.2 Experimental Setup

For the multimodal experiments, we enrich the
textual input with visual representations extracted
from the images paired with the parallel data. To
obtain these representations, we use CLIP ViT-
B/16 encoder to compute fixed-dimensional embed-
dings for every image. The encoder outputs a 512-
dimensional feature vector that captures high-level
semantic attributes relevant for translation. These
features are pre-computed offline to avoid addi-
tional computational overhead during model train-
ing. All models are trained using the Fairseq (Ott
et al., 2019) framework and adapted from (Gain
etal., 2025) !, following a consistent configuration
across both text-only and multimodal settings to
facilitate controlled comparison. Training is car-
ried out using the inverse square root learning rate
schedule with 4,000 warm-up steps, Adam opti-
mization with 8; = 0.9 and 8 = 0.98, and label-

"https://github.com/babangain/indicMMT/

smoothed cross-entropy with a smoothing factor of
0.1. We constrain the maximum source and target
lengths to 210 tokens and train for up to 20,000 up-
dates with mixed-precision (FP16). A dropout rate
of 0.3 is applied uniformly across the model, and
early stopping is triggered based on validation loss
with a patience of 5 epochs. For the multimodal
system, the base Transformer architecture is aug-
mented with an image-aware fusion module, where
the pre-extracted CLIP features are injected into
the encoder using a shallow self-attention fusion
layer. Additional dropout is applied to the image
features and the fusion attention to enhance robust-
ness. Apart from this cross-modal extension, all
hyperparameters remain consistent with the text-
only baseline. Decoding is performed using beam
search with a beam width of 5 and a batch size of 64.
All predictions undergo standard post-processing,
including the removal of subword segmentation
markers.

3.3 Visual Feature Extraction

We employ CLIP (Radford et al., 2021), a vi-
sion—language model developed by OpenAl, to in-
tegrate visual grounding into our translation frame-
work. CLIP learns joint representations of images
and text through contrastive learning on large-scale
image—caption pairs, mapping both modalities into
a shared embedding space where semantic simi-
larity can be effectively measured. This allows
the model to capture fine-grained correspondences
between visual and linguistic concepts.

In our setup, each data instance contains both a
full image and a cropped region specified by bound-
ing box coordinates provided in the dataset. We
use CLIP to extract embeddings for both these vari-
ants one representing the global context and the
other focusing on the region of interest. The text
caption accompanying the image is also encoded
using CLIP’s text encoder, resulting in a dense se-
mantic representation. To determine which visual

118


https://github.com/babangain/indicMMT/

Model Name Image Used Eval. Dataset Bengali Hindi Malayalam  Odia Average
Textual finetune X Eval Set 49.50 45.40 51.20 64.30 52.60
Multimodal finetune v Eval Set 48.70 (-0.80)  44.90 (-0.50)  50.70 (-0.50)  63.50 (-0.80) 51.95 (-0.65)
Textual finetune X Challenge Set  47.50 56.10 40.30 55.40 49.83
Multimodal finetune v Challenge Set  47.00 (-0.50)  56.60 ( ) 3890 (-1.40) 55.20(-0.20) 49.43 (-0.40)

Table 2: BLEU Score of our models on different Indic languages from WAT evaluations.

Model Name Image Used Eval. Dataset Bengali Hindi Malayalam Odia Average
Textual finetune X Eval Set 80.17 83.50 76.08 90.65 82.60
Multimodal finetune v Eval Set 79.97 83.08 76.55 90.36 82.49
Textual finetune X Challenge Set  81.97 87.09 75.73 91.68 84.12
Multimodal finetune v Challenge Set  81.54 87.22 7494 91.60 83.83

Table 3: RIBES Score of our models on different Indic languages from WAT evaluations.

variant best aligns with the caption, we compute
two cosine similarity scores: (a) between the text
embedding and the full-image embedding, and (b)
between the text embedding and the cropped-image
embedding. Since it is not known a priori which of
the two visual representations (global or localized)
provides more relevant contextual cues, we adopt
a simple yet effective heuristic selecting the image
feature that yields the higher similarity score with
the text. This strategy allows the system to auto-
matically adapt to the most semantically aligned
visual cue for each instance, ensuring that the trans-
lation model attends to the most meaningful image
content while ignoring irrelevant background noise.
The overall CLIP-based image selection process is
illustrated in Figure 1.

3.4 IndicTrans

IndicTrans (Ramesh et al., 2023) is a multilin-
gual neural machine translation model designed for
translation between English and multiple Indic lan-
guages. It is trained on large-scale parallel corpora
and optimized for high-quality translation across di-
verse language pairs such as Hindi, Bengali, Malay-
alam, and Odia. Leveraging a transformer-based ar-
chitecture and multilingual pretraining, IndicTrans
achieves strong performance even in low-resource
scenarios, making it a robust baseline for multilin-
gual and multimodal translation research. In this
work, we adopt IndicTrans as the underlying trans-
lation backbone due to its strong pretraining across
Indic languages and its ability to provide robust
sentence-level representations and cross-lingual
transfer capabilities, making it a suitable founda-
tion for multimodal extensions.

3.5 Model Architecture

We use the Selective Attention architecture (Li
et al., 2022) for incorporating visual information
into our multimodal translation framework. The
model combines the visual features extracted as
described in Section 3.3 with the pretrained Indic-
Trans model detailed in Section 3.4. This architec-
ture enables fine-grained alignment between image
regions and text tokens through a combination of
gated fusion and selective attention mechanisms.

Formally, let the textual input sequence be Xiext
and the corresponding image (either full or cropped,
selected via the CLIP-based mechanism) be Xjjp,.
The IndicTrans encoder processes the source text
to obtain the hidden representation:

Hexy = TransformerEncoder( Xiext),

©)

while the visual encoder (e.g., ViT) produces image
representations:

Himg = W - ViT(Ximg), 2)
where W is a projection matrix that matches the
dimensionality of image and text features.

Following Li et al. (2022), a gated fusion mech-
anism is used to control the relative contribution of
the two modalities:

A= U(UHtext + VHimg)v
Hout - (1 - /\) O] Htext +A0O Himg;

3)
“)

where U and V are trainable parameters and o is
the sigmoid activation. The gating variable A regu-
lates the degree to which visual information influ-
ences the textual representation, allowing adaptive
fusion based on semantic relevance.
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Image

Source

date when taken in yellow

knife block sitting on
counter with knives in it

player running on court

date when the photo was taken is
depicted in yellow. However, the
reference is not reflecting this.
Although the “text+image”
translation meaning is somewhat

Unimodal: Awkward and
incorrect.

Multimodal: Clearer and
closer to ground truth, just
slightly verbose.

Ground Truth | ST T T (ST 2 AT elleh H AT AT I T el g3 fGermey
FRBX WIS
Unimodal T Selieh H AT A [CEIEEAA LRGN
O ERRECEGIC R ER) FER WIS
Multimodal T TOH ST Sifay SHH I & T FEX T | HIE R s g31 ey
& 9T, selleh
Explanation The original text conveys that the Incorrect verb, says “walking”

instead of “running” in case
of unimodal

accurate, the real improvement is
not captured as due to reference.

Figure 2: Examples of outputs from unimodal and multimodal model. The major improvements are generally from

grammatical issues.

To capture localized visual textual correspon-
dences, the model further applies a Selective Atten-
tion layer that correlates textual queries with image
patches:

QKT
Hipg = Softmax < N V, 3)

where () is derived from Hi.y, and K and V are
obtained from Hjyg. The attention weighted vi-
sual representation Hf‘;fg is subsequently used in
the gated fusion equations above, ensuring that the
model focuses on semantically relevant visual re-

gions while down-weighting background noise.

The resulting fused representation Hy, is then
provided to the IndicTrans decoder for translation
generation. In summary, our framework directly
employs the Selective Attention architecture (Li
et al., 2022), integrating it with IndicTrans and
CLIP-based image selection to ground translation
in visually relevant content.

4 Results and Analysis

We evaluated our proposed CLIP-based multimodal
translation approach on the English—Indic Multi-
modal Translation Task using four target languages:
Bengali, Hindi, Malayalam and Odia. The results
are reported in terms of BLEU and RIBES scores
on both the Eval and Challenge sets, as shown in
Table 2 and Table 3. The Textual finetune mod-
els correspond to the IndicTrans baseline trained
purely on text, while the Multimodal finetune mod-
els integrate visual features selected through our
CLIP-based image—text similarity mechanism.

4.1 Quantitative Evaluation

The BLEU results (Table 2) show that the text-
only IndicTrans baseline achieves strong perfor-
mance across all languages, with average BLEU
scores of 52.60 on the Eval Set and 49.83 on the
Challenge Set. Incorporating visual information
through CLIP-based multimodal fine-tuning yields
small but consistent variations across languages.
On the Eval Set, multimodal finetuning slightly de-
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creases the average BLEU by 0.65 points, while
on the Challenge Set, it results in a marginal aver-
age reduction of 0.40 points. Interestingly, Hindi
demonstrates a minor improvement (+0.50 BLEU)
under noisy or out-of-domain conditions, suggest-
ing that visual grounding may be helpful when
textual cues are ambiguous or degraded.

For other languages, the observed differences
remain within +1 BLEU, which aligns with prior
findings that visual information contributes weakly
to translation quality when the text provides suffi-
cient context. Malayalam and Odia, in particular,
show small declines, possibly due to the limited
correlation between the visual content and sentence
semantics in the dataset, leading to minor noise in-
troduction during fusion.

The RIBES results (Table 3) mirror these trends.
The textual baseline achieves an average RIBES of
82.60 and 84.12 on the Eval and Challenge sets,
respectively. The multimodal variants record com-
parable averages of 82.49 and 83.83, indicating
no statistically significant degradation. These con-
sistent RIBES values suggest that the inclusion of
visual embeddings does not disrupt sentence-level
reordering or fluency, even though it provides lim-
ited benefits to lexical adequacy.

4.2 Cross-Language Observations

Among all Indic languages, Hindi exhibits the most
stable and slightly positive response to multimodal
cues, showing improvements in both BLEU (+0.50)
and RIBES (+0.13) on the Challenge Set. This is
likely due to Hindi’s richer contextual grounding in
the shared training corpus and its relatively better
alignment with English sentence structures. In con-
trast, Malayalam shows the largest negative shift,
consistent with its morphological complexity and
looser syntactic alignment, which may hinder ef-
fective multimodal fusion.

5 Conclusion

This work presented a systematic investigation of
the impact of visual information in multilingual
MMT for Indic languages. Building upon the
strong text-only IndicTrans model, we proposed
a CLIP-based selective visual grounding mecha-
nism that dynamically identifies the most seman-
tically aligned image representation between the
full and cropped variants. We observed that visual
grounding offers limited gains in translation quality
compared to strong text-only baselines. While the

absolute BLEU and RIBES scores remain competi-
tive across all languages, the improvements from
multimodal finetuning are modest and often lower
than text-only model. These findings are consistent
with recent studies questioning the necessity of vi-
sual input in multimodal translation, particularly
when models are pretrained on large-scale textual
corpora.
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Abstract

In this paper, we describe our system un-
der the team name BLEU Monday for the
English-to-Indic Multimodal Translation Task
at WAT 2025. We participate in the text-only
translation tasks for English-Hindi, English-
Bengali, English-Malayalam, and English-Odia
language pairs. We present a two-stage ap-
proach that addresses quality issues in the train-
ing data through automated error detection
and correction, followed by parameter-efficient
model fine-tuning.

Our methodology introduces a vision-
augmented judge-corrector pipeline that
leverages multimodal language models to
systematically identify and correct translation
errors in the training data. The judge compo-
nent classifies translations into three categories:
correct, visually ambiguous (requiring image
context), or mistranslated (poor translation
quality). Identified errors are routed to spe-
cialized correctors: GPT-40-mini regenerates
captions requiring visual disambiguation,
while IndicTrans?2 retranslates cases with pure
translation quality issues. This automated
pipeline processes 28,928 training examples
across four languages, correcting an average of
17.1% of captions per language.

We then apply Low-Rank Adaptation (LoRA)
to fine-tune the IndicTrans2 en-indic 200M dis-
tilled model on both original and corrected
datasets. Training on corrected data yields con-
sistent improvements, with BLEU score gains
of +1.30 for English-Bengali on the evaluation
set (42.00 — 43.30) and +0.70 on the challenge
set (44.90 — 45.60), +0.60 for English-Odia on
the evaluation set (41.00 — 41.60), and +0.10
for English-Hindi on the challenge set (53.90
— 54.00).

1 Introduction

Machine translation (MT) for low-resource lan-
guages remains a challenging problem, particu-
larly when dealing with multimodal data where vi-

sual context can resolve ambiguities (Specia et al.,
2016; Elliott et al., 2016). The Workshop on Asian
Translation (WAT) 2025 English-to-Indic Multi-
modal Translation Task addresses this challenge for
four scheduled Indian languages: Hindi, Bengali,
Malayalam, and Odia, each with distinct scripts and
linguistic characteristics (Parida et al., 2019; Sen
et al., 2022; Parida et al., 2024). While recent ad-
vances in neural machine translation have shown re-
markable progress for high-resource language pairs
(Bahdanau et al., 2014; Vaswani et al., 2017), low-
resource languages continue to lag behind due to
limited parallel corpora, lack of linguistic diversity
in training data, and inconsistent translation qual-
ity (Sennrich and Zhang, 2019; Costa-Jussa et al.,
2022).

Recent research in multimodal machine transla-
tion (MMT) has demonstrated that incorporating
visual information can significantly improve trans-
lation quality, especially for ambiguous terms and
culturally-specific content (Ahmed et al., 2025; El-
liott et al., 2016; Calixto et al., 2017). The underly-
ing hypothesis is that visual context provides crucial
disambiguating cues that align with human cogni-
tive processes of language understanding, which
naturally rely on multiple sensory inputs (Bein-
born et al., 2018). However, a critical bottleneck
in training robust MMT systems for low-resource
languages is the quality of parallel training data
itself.

Prior work has identified systematic translation
errors in the Visual Genome-based datasets used
for low-resource MMT tasks (Betala and Chok-
shi, 2024), where captions often lack proper visual
grounding, contain linguistic errors, or exhibit un-
natural phrasing that can propagate through trained
models. To validate these observations in the con-
text of the WAT 2025 task, one of the authors man-
ually evaluated a sample of the training data. This
analysis confirmed numerous quality issues includ-
ing mistranslations (semantic errors), visual am-
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biguities (terms requiring image context for dis-
ambiguation), and unnatural expressions that devi-
ate from native speaker conventions (see Figure 2).
These findings highlight a fundamental challenge:
noisy training data can severely limit the effective-
ness of even state-of-the-art neural MT systems.

Building on these findings, we introduce a two-
stage approach that systematically addresses data
quality before model training. First, we employed
a vision-guided judge-corrector system powered by
multimodal large language models (LLMs) to auto-
matically identify and fix errors in training captions.
Recent research has established the effectiveness of
LLM-as-a-judge paradigms for quality assessment
across multiple modalities (Zeng et al., 2024; Xiong
et al., 2025), demonstrating their ability to provide
nuanced evaluations that would traditionally require
human annotators. Our judge module leverages vi-
sual context to classify each caption into one of
three categories: (1) correct translations requiring
no modification, (2) incorrect translations where
visual context is needed to resolve ambiguities (e.g.,
distinguishing “dish” as food versus container), or
(3) incorrect translations with poor translation qual-
ity independent of visual information (e.g., mis-
translations, severe grammatical errors, or unnat-
ural phrasing). Based on this classification, we
route corrections through specialized mechanisms:
a multimodal LLM (GPT-40-mini! (Menick et al.,
2024)) regenerates captions requiring visual disam-
biguation, while IndicTrans2 (Gala et al., 2023), a
state-of-the-art model for English-to-Indic transla-
tion, retranslates cases with pure linguistic errors.
This routing strategy enables targeted correction
while leveraging the strengths of each approach.

Second, we leveraged the corrected training data
to fine-tune IndicTrans2 (Nair et al., 2024) using
LoRA (Low-Rank Adaptation) (Hu et al., 2022), a
parameter-efficient fine-tuning method (Xu et al.,
2023; Han et al., 2024) that has proven effective for
adapting large models to specific domains with min-
imal computational resources (Wong et al., 2024).
To rigorously evaluate the impact of data quality on
translation performance, we train separate models
on both the original and corrected datasets, pro-
viding direct evidence of the benefits of automated
data cleaning.

Our automated pipeline processes 28,928 train-
ing examples across four languages, correcting

'https://platform.openai.com/docs/models/
gpt-4o-mini

19,806 captions in total. On average, 17.1% of
captions per language require correction, with rates
varying from 12.0% for Odia (3,486 corrections)
to 24.0% for Malayalam (6,945 corrections), while
Hindi and Bengali show intermediate rates of 16.3%
(4,727 corrections) and 16.1% (4,648 corrections),
respectively. Of the total corrections, 5,290 (26.7%)
require visual context for proper disambiguation,
while 14,513 (73.3%) exhibit poor translation qual-
ity addressable through retranslation. Experimen-
tal results demonstrate that training on corrected
data yields consistent improvements across evalu-
ation metrics, with notable BLEU score gains for
English-Bengali (+1.30 on evaluation set, +0.70
on challenge set), English-Odia (+0.60 on eval-
uation set), and English-Hindi (+0.10 on chal-
lenge set). To support future research in this area,
we make our corrected dataset, judge-corrector
pipeline code, and trained models publicly avail-
able at https://github.com/sid-betalol/
wat-2025-english2indic-mmt.
Our main contributions are:

* A vision-guided judge-corrector pipeline that
automatically identifies and corrects transla-
tion errors in multimodal training data through
intelligent routing between visual and linguis-
tic correction strategies

* Comprehensive analysis of error patterns
in low-resource MMT datasets, processing
28,928 examples across four languages and
revealing that an average of 17.1% of captions
per language contain errors, with 26.7% of
corrections requiring visual context for proper
disambiguation

* Comparative evaluation demonstrating that
LoRA finetuning on corrected data yields mea-
surable improvements over training on original
data, validating the importance of data quality
in low-resource MT

2 Methodology

The overall pipeline of our approach is shown in
Figure 1 and the data used for this task is described
in Appendix A.

2.1 Preprocessing

We perform two preprocessing steps to prepare
the data for our pipeline. First, we combine the
language-specific datasets into a unified format
where each row contains a unique image identifier,
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Stage 1: Vision-Guided Judge-
Corrector System

visual_context_needed
29.4% of corrections

VLM Corrector
GPT-40-mini

Stage 2: LoRA Fine-tuning

Training Data Judge
Image + English + |—| Gemini 2.5 Flash Lite  |—»-
Target Caption Classify Error Type

»__ poor_translation
70.6% of corrections

Visual Disambiguation \

IndicTrans2
—»| en-indic-dist-200M |—p Tr
Retranslation

LoRA Fine-tuning
IndicTrans2-200M

"1 =16, a=32, dropout=0.1
epochs=3, Ir=3e-5

Corrected Dataset Fine-tuned Model

Translation System

14.8% Corrected Overall

85.2% of data

correct Keep Original
Correct Translation

/

Figure 1: Overview of our two-stage approach. Stage 1 uses a vision-guided judge-corrector system to clean the
training data, with 14.8% of examples corrected on average across the three languages (Hindi, Bengali, and Odia).

Stage 2 applies LoRA fine-tuning to IndicTrans2.

the English caption, and corresponding translations
in all four target languages.

Second, we crop the images to their specified
bounding box coordinates. The dataset includes
images of complete scenes along with coordinates
(X, y, width, height) that define rectangular regions
corresponding to each caption. We extract these
regions to ensure that vision-language models fo-
cus on the precise visual content described by the
captions, rather than the entire scene.

2.2 Manual Data Quality Assessment

Prior work by Betala and Chokshi (2024) identified
systematic quality issues in Visual Genome-based
datasets for multimodal machine translation, not-
ing that captions often lack proper visual ground-
ing, contain linguistic errors, and exhibit unnatural
phrasing. These observations, made in the context
of the WMT2024 English-to-Low Resource Multi-
modal Translation Task, highlighted a fundamental
challenge: noisy training data can severely limit
the effectiveness of neural MT systems, even when
using state-of-the-art architectures.

Motivated by these findings, we conducted our
own manual evaluation to assess whether similar is-
sues were present in the WAT 2025 English-to-Indic
datasets. One of the authors, a native Hindi speaker
with formal education in Hindi through high school
in the Indian education system, systematically re-
viewed a random sample of 1000 examples from the
English-Hindi training set. This manual analysis
confirmed the presence of pervasive quality issues
and revealed three primary categories of errors:

Mistranslations (Semantic Errors): Sampled
captions contained clear semantic errors where the
Hindi translation did not accurately convey the
meaning of the English source. These ranged from
minor meaning shifts to complete mistranslations

that would mislead a native speaker.

Visual Ambiguities: These captions contained
ambiguous terms that required visual context for
proper disambiguation. For example, the English
word “dish” could refer to either food or a con-
tainer—a distinction that native speakers would re-
solve by examining the accompanying image, but
which was often incorrectly translated without such
visual grounding.

Unnatural Expressions: Some captions exhib-
ited unnatural phrasing that, while potentially un-
derstandable, deviated significantly from how na-
tive speakers would naturally express the same con-
cept. These included awkward word choices, non-
idiomatic constructions, and grammatically correct
but stylistically inappropriate formulations.

Itis important to note that these categories are not
mutually exclusive; many captions exhibited multi-
ple types of issues simultaneously. For instance, a
single caption might contain both a mistranslation
and unnatural phrasing. Detailed examples of each
error category are provided in Figure 2.

This manual analysis validated the concerns
raised by Betala and Chokshi (2024) in the WAT
2025 dataset context, revealing substantial qual-
ity issues across the training data. While manual
correction by native speakers would be ideal, it is
prohibitively expensive and time-consuming for a
dataset of nearly 29,000 examples per language.
These findings motivated our development of an
automated judge-corrector system capable of iden-
tifying and correcting major translation errors at
scale, which ultimately flagged approximately 17%
of captions for correction across the four languages,
focusing on cases with clear semantic errors or vi-
sual ambiguities.
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Visual Context Needed (VLM Corrector)
A
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English: English English English English

brown dog is jumping Asurfer in the water. The woman is pushing a baby carriage GATGHER ON MOUND IN RED this giraffe is bending over
Original Original Original Original Original

<ol afE & @ T 77 TR AR
(porcslain jar) (mustache in red) (this is closing over giraffe)
Gorrected: Gorrected: Gorrected:

Ry ] v A e

(brown dog is jumping) (a surfer in water) (woman pushing baby carriage) (catcher on mound in red)

Gomplete semantic confusion - 'dog jumping'
mistranslated as "porcelain jar'. Requires visual
Gontext

‘Surfer phonstically mistranslated as 'surgery’. Visual

Gontext larifies surfing action clarifies physical action

English:
this s a doughnut

English
sponge is porous and purple

English:
brown mane on tall giraffe
Original: Original
(sponge i d purple)

Original
afe T ST
(brown honor on giraffe)

Corrected:

Corrected

(this is a doughnut)

RiElew W i L A R ]
(sponge is porous and purple)
Severe mistranslation - 'doughnut’ became 'standing'
Grammatically incomplete.

"Porous’ mistranslated as 'safe’. Wrong vocabulary
and awkward grammar

"Pushing’ mistranslated as ‘promoting’. Visual context

o T T S
(brown pattern on tall giraffe's neck)

"Mane' mistranslated as 'honor'. Homophone
confusion with poor word choice

‘Gatcher' mistranslated as 'mustache’. Requires
sports context understanding.

'Bending over’ mistranslated as 'closing over'. Visual
Gontext shows body posture

Poor Translation Quality (IndicTrans2 Retranslation)

English: English

man walking down street MOON HAS INDIAN FACE
Original Original

i s AT A
(walking down) (moon is Indian team)
Corrected: Corrected

et mw g st e S d

(man walking on strest)

(moon has Indian face)
Incomplete translation - missing subject 'man’ and
object 'street’ Omission error

'Face' mistranslated as 'team’. Semantic error with
cultural context loss.

Figure 2: Training data correction examples from our judge-corrector system. Top row shows cases requiring
visual disambiguation (corrected via GPT-40-mini VLM), bottom row shows poor translation quality (corrected via
IndicTrans?2 retranslation). Original translations shown in red, corrections in green, with English glosses.

2.3 Data Cleaning Pipeline

Our automated data cleaning pipeline employs a
vision-guided judge-corrector architecture that pro-
cesses each training example through three stages:
judgment, routing, and correction. The system is
implemented using DSPy (Khattab et al., 2024), a
framework for structured prompting that enables
type-safe interaction with large language models.

2.3.1 Judge Module

The judge module (Table 5) evaluates each tar-
get language caption using a multimodal language
model (Gemini 2.5 Flash Lite) that simultaneously
analyzes the cropped image region, the English cap-
tion, and the target language translation. For each
example, the judge produces four outputs:

* Status: Binary classification as “correct” or
“incorrect”

* Reason: If incorrect, categorized as either
“visual_context_needed” (ambiguous terms re-
quiring visual disambiguation) or “poor_trans-
lation” (linguistic errors independent of visual
context)

¢ Confidence: Numerical score between 0 and
1 indicating judgment certainty

» Explanation: Brief justification citing the spe-
cific issue identified

The judge is explicitly instructed to focus on ma-
jor issues while ignoring minor stylistic variations
such as punctuation differences, optional particles,
or alternative word orderings that preserve seman-
tic equivalence. This design choice reduces false
positives that would waste computational resources
on unnecessary corrections while also preserving
already-correct translations that could be degraded
by spurious automated interventions, ensuring the
pipeline focuses exclusively on substantive quality
problems. Missing or empty captions are automati-
cally classified as “visual_context_needed” without
invoking the multimodal model, as they unambigu-
ously require regeneration.

Sample counts with confidence < 0.70

100
200 189 (0.96%) mmm Confidence < 0.70 (count)
—e— Corrections / samples (%)
175 80
» 150 =
2 S
& E
60
E 125 g
5 c
5 100 2
£ 40 2
€ £
z2 75 S
w 49 (1.06%) 46 (0.98%) 46 (0.66%) 48 (1.38%)
20
25
0

A

geng?" windt olayde® odie

Language

Figure 3: Judge confidence and correction statistics by
language. Bars represent the count of training examples
where the judge module assigned a confidence score
below 0.7, resulting in retention of the original caption.
The line plot shows the overall correction rate (percent-
age of training examples modified) for each language.
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To mitigate the impact of uncertain judgments,
we implement a confidence threshold: captions
flagged as incorrect but with confidence below 0.7
are retained without modification. This conserva-
tive approach prevents potentially incorrect correc-
tions in ambiguous cases where the judge’s assess-
ment may be unreliable.

2.3.2 Routing and Correction

Based on the judge’s classification, captions are
routed through one of three paths:

Correct captions (~83% of examples) are pre-
served without modification, maintaining the origi-
nal translation quality where no issues are detected.

Instances labelled as visual context needed
(~27% of corrections, ~4.5% of total examples)
are processed by GPT-40-mini, a multimodal lan-
guage model that regenerates the caption by analyz-
ing both the cropped image and the English source.
This approach is specifically designed for cases
where ambiguous terms require visual grounding
for proper disambiguation. The model is provided
with the original (potentially incorrect) caption for
reference, but is instructed to prioritize visual evi-
dence when generating the corrected version. The
prompt for this module is highlighted in Table 6.

Poor translation cases (~73% of corrections,
~12.5% of total examples) are retranslated using In-
dicTrans2 (Gala et al., 2023), a state-of-the-art neu-
ral machine translation model specifically trained
for English-to-Indic language pairs. This rout-
ing strategy leverages IndicTrans2’s strong perfor-
mance on pure translation tasks while reserving the
more expensive multimodal LLM for cases where
visual context is essential.

2.3.3 Implementation Details

The pipeline processes all four target languages
(Hindi, Bengali, Malayalam, Odia) concurrently for
each image, with rate limiting to manage API costs
and comply with provider constraints.

The pipeline processes all four target languages
concurrently for each image, with rate limiting
(maximum 4 concurrent API calls) to manage costs
and comply with provider constraints. To optimize
efficiency, images are loaded once per example and
reused across all language evaluations, while auto-
matic checkpointing every 100 examples enables
recovery from interruptions.

Based on the parallel corpus statistics as shown
in Table 4, the corrector module receives explicit
guidance on typical caption lengths for each target

language to ensure natural output: Hindi and Odia
captions should match English word counts, while
Bengali should be approximately 20% shorter and
Malayalam 25% shorter. We speculate that these
language-specific guidelines might help maintain
stylistic consistency with native speaker conven-
tions while preventing unnecessarily verbose or
overly terse translations.

2.4 Model Finetuning

Following data cleaning, we fine-tune the Indic-
Trans2 en-indic 200M distilled model? (Gala et al.,
2023) using Low-Rank Adaptation (LoRA) (Hu
et al., 2022), a parameter-efficient fine-tuning tech-
nique that updates only a small subset of model
parameters while keeping the base model frozen.

2.4.1 Data Preparation

We prepare the cleaned training data for multilin-
gual fine-tuning by converting it into a unified for-
mat suitable for IndicTrans2. Each training example
consists of four components: (1) the English source
text (english_caption), (2) the target language
translation (either {language}_corrected or
{language}_original depending on the train-
ing configuration), (3) the source language code
(eng_Latn), and (4) the target language code in
FLORES-200 format (Costa-Jussa et al., 2022; nll,
2024) (hin_Deva for Hindi, ben_Beng for Bengali,
mal_Mlym for Malayalam, ory_Orya for Odia).
The training data is processed through the offi-
cial IndicTransToolkit processor (Gala et al., 2023),
which applies language-specific preprocessing in-
cluding script normalization and tokenization con-
ventions. We create one training example per lan-
guage per image, resulting in 115,712 total train-
ing examples (28,928 images x 4 languages). The
development set follows the same preprocessing
pipeline, using the original {languagel}_text
columns from the official development split.

2.4.2 LoRA Configuration

We apply LoRA to the attention projection layers
(q_proj and v_proj) of the transformer encoder-
decoder architecture (Vaswani et al., 2017). The
LoRA configuration uses rank = 16 with scaling
factor a = 32, resulting in approximately 0.8M
trainable parameters compared to the base model’s
200M parameters (0.4% of total parameters). We
set the LoRA dropout probability to 0.1 to prevent

"https://huggingface.co/aidbharat/
indictrans2-en-indic-dist-200M
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overfitting on the relatively small training set. This
parameter-efficient approach enables training on
consumer hardware while maintaining competitive
performance (Hu et al., 2022).

2.4.3 Training Configuration

Training is conducted using the Hugging Face
Transformers library (Wolf et al., 2020) with the
Seq2SeqTrainer class. We use the following hy-
perparameters: per-device batch size of 8 with 2-
way gradient accumulation, resulting in an effective
global batch size of 32 across 2 GPUs; learning rate
of 3 x 107> with 500 warmup steps using linear
scheduling; weight decay of 0.01; and maximum
gradient norm of 1.0 for stability. We train for 3
epochs, which balances convergence with compu-
tational efficiency. All experiments use float32 pre-
cision to ensure numerical stability across different
hardware platforms.

The model is trained in a multilingual fashion,
where a single model learns to translate from En-
glish to all four target languages simultaneously
(Aharoni et al., 2019). Each training batch contains
examples from all languages, enabling the model
to share representations across related Indic lan-
guages while learning language-specific translation
patterns through the FLORES-200 language codes
that prefix each input. This multilingual approach
has been shown to improve performance for lower-
resource languages through cross-lingual transfer
(Arivazhagan et al., 2019).

The training employs standard sequence-to-
sequence preprocessing: input sequences are to-
kenized using the IndicTrans2 tokenizer with a
maximum length of 256 tokens, and the DataColla-
torForSeq2Seq applies padding to create uniform
batch sizes while masking padding tokens in label
sequences with -100 to exclude them from loss com-
putation. During inference, we use greedy decoding
(beam size 1, ‘num_beams=1") as a workaround for
known beam search compatibility issues in the In-
dicTrans2 implementation.

2.4.4 Inference

For inference, we load the trained LoRA adapters
and merge them with the base IndicTrans2 model us-
ing PEFT’s merge_and_unload () method (Man-
grulkar et al., 2022), eliminating the overhead of
adapter routing during generation. Translations are
generated using the IndicTransToolkit’s preprocess-
ing and postprocessing pipelines to ensure consis-
tency with the model’s training format. We translate

the evaluation and challenge sets in batches of 16
with a maximum generation length of 256 tokens.

2.4.5 Submitted Systems

Due to resource and time constraints, we submit
results for three language pairs: English-Hindi,
English-Bengali, and English-Odia. We do not sub-
mit results for English-Malayalam.

To rigorously evaluate the impact of data clean-
ing on translation quality, we submit translations
from two systems: (1) a LoORA model trained on
the original (uncorrected) training data, and (2) a
LoRA model trained on our corrected training data.
Both models use identical architectures, hyperpa-
rameters, and training procedures, with the only
difference being the quality of the training captions.
This controlled comparison allows us to directly at-
tribute performance differences to the data cleaning
pipeline.

2.5 System Classification

We classify our submissions according to the WAT
2025 task guidelines across four dimensions, as
specified by the task organizers (Parida et al., 2024).
First, we participate in the unconstrained track
due to our use of multimodal large language models,
specifically GPT-40-mini* (Menick et al., 2024) and
Gemini 2.5 Flash Lite* (Comanici et al., 2025), as
part of our automated data cleaning pipeline. While
these models are not used during inference, their use
in training data preparation exceeds the pretrained
model restrictions of the constrained track.
Second, our approach is classified as text-only
translation. Although our data cleaning pipeline
leverages visual information to identify and correct
translation errors in the training set, the final trained
model does not use images during inference. At
translation time, the model receives only the En-
glish source text as input, without access to the
corresponding image or bounding box information.
Third, we are domain-unaware, using exclu-
sively the officially provided training data (28,928
examples per language) without incorporating the
full English Visual Genome corpus or any addi-
tional external datasets. Our data cleaning process
operates only on the provided parallel captions, im-
proving their quality without introducing new train-
ing examples.
*https://platform.openai.com/docs/models/
gpt-4o-mini

*https://deepmind.google/models/gemini/
flash-1lite/
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Finally, our system is multilingual, employing
a single IndicTrans2 model that simultaneously
translates from English to all four target languages
(Hindi, Bengali, Malayalam, and Odia). Rather
than training separate pairwise models for each lan-
guage pair, our multilingual approach enables cross-
lingual transfer and parameter sharing across the
related Indic languages (Arivazhagan et al., 2019),
while using FLORES-200 language codes to distin-
guish target languages during generation.

3 Results

We present the results of our two-stage approach:
first analyzing the impact of our automated data
cleaning pipeline on training data quality, then eval-
uating how these improvements translate to trans-
lation performance on the official evaluation and
challenge test sets.

3.1 Data Cleaning Statistics

Our automated judge-corrector pipeline processed
all 28,928 training examples across four target lan-
guages, identifying and correcting quality issues in
19,806 captions (17.1% of total examples). Table 1
summarizes the correction statistics by language.

The correction rates vary significantly across lan-
guages, with Malayalam requiring the most cor-
rections (24.0%) and Odia requiring the fewest
(12.1%). This variation likely reflects differences
in the original annotation processes for each lan-
guage dataset (Parida et al., 2019; Sen et al., 2022).
Across all languages, the majority of corrections
(73.3%, 14,513 out of 19,806) address poor trans-
lation quality that can be resolved without visual
context, while 26.7% (5,290 corrections) involve
visually ambiguous terms requiring multimodal un-
derstanding. The low number of missing captions
(3 total) indicates that the original datasets were
largely complete, with quality issues primarily man-
ifesting as incorrect or unnatural translations rather
than absent captions.

3.2 Translation Performance

Table 2 presents the main results comparing mod-
els trained on original versus corrected data across
three language pairs on both the evaluation set
(1,595 examples) and challenge set (1,400 exam-
ples). We report BLEU (Papineni et al., 2002) and
RIBES (Isozaki et al., 2010) scores, two standard
automatic metrics for evaluating machine transla-
tion quality.

3.2.1 Impact of Data Cleaning

The results demonstrate that data cleaning yields
consistent improvements for English-Bengali
across both test sets, with BLEU score gains of
+1.30 on the evaluation set (42.00 — 43.30) and
+0.70 on the challenge set (44.90 — 45.60). These
improvements are substantial given that Bengali
had a moderate correction rate (16.1%) in the
training data. The challenge set improvements
are particularly noteworthy, as this set specifically
targets ambiguous cases where visual context is
crucial for disambiguation—precisely the type of
errors our vision-guided corrector is designed to
address.

For English-Odia, we observe a +0.60 BLEU im-
provement on the evaluation set (41.00 — 41.60),
though performance on the challenge set shows a
marginal decline of -0.10 points. This mixed result
is notable given that Odia had the lowest correc-
tion rate (12.1%) among all submitted languages,
suggesting that the original Odia training data was
already of relatively high quality. The slight perfor-
mance decrease on the challenge set may indicate
that automated correction can occasionally degrade
high-quality original translations when the error
rate is already low.

English-Hindi shows the smallest improvements,
with identical BLEU scores (42.10) on the evalua-
tion set and only +0.10 improvement on the chal-
lenge set (53.90 — 54.00). However, we observe
consistent RIBES improvements for Hindi on the
evaluation set (+0.0021), indicating better word
ordering despite similar BLEU scores. The mini-
mal BLEU improvements for Hindi may reflect that
this widely-studied language already had relatively
clean training data (16.3% correction rate), limiting
the potential gains from automated cleaning.

3.2.2 Error Type Analysis

Examining the relationship between correction
types and performance gains reveals instructive pat-
terns. Bengali, which showed the largest improve-
ments, had a balanced distribution of error types
(31% visual context, 69% poor translation). This
suggests that both the vision-guided corrections
(handled by GPT-40-mini) and the text-based re-
translations (handled by IndicTrans2) contributed
meaningfully to improved model quality. The fact
that substantial improvements were achieved de-
spite correcting only 16.1% of the training data un-
derscores the importance of targeting high-impact
errors rather than achieving perfect coverage.
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Language Correct Corrected Visual Translation
Hindi 24,201 (83.7%) 4,727 (16.3%) 1,314 3,412
Bengali 24,280 (83.9%) 4,648 (16.1%) 1,436 3,211
Malayalam 21,983 (76.0%) 6,945 (24.0%) 1,507 5,438
Odia 25,442 (87.9%) 3,486 (12.1%) 1,033 2,452
Total 95,906 (83.0%) 19,806 (17.1%0) 5,290 14,513

Table 1: Data cleaning statistics across four languages. “Visual” indicates corrections requiring visual context
(handled by GPT-40-mini), while “Translation” indicates poor translations (handled by IndicTrans2). Percentages

show proportion of total 28,928 examples per language.

Language Pair Model Test Set BLEU RIBES A BLEU
Original Evaluation 42.10 0.815 —
Enelish-Hindi Corrected Evaluation 42.10 0.817 +0.00
& Original Challenge 53.90 0.867 —
Corrected Challenge 54.00 0.865 +0.10
Original Evaluation 42.00 0.759 —
Enclish-Beneali Corrected Evaluation 43.30 0.770 +1.30
& & Original Challenge 4490  0.813 —
Corrected Challenge 45.60 0.809 +0.70
Original Evaluation 41.00 0.847 —
Enelish-Odia Corrected  Evaluation 41.60 0.846 +0.60
& Original Challenge  40.10  0.873 —
Corrected Challenge 40.00 0.870 -0.10

Table 2: Translation performance comparing LoRA finetuning on original versus corrected training data. Bold
indicates best performance for each language pair and test set. A BLEU shows the improvement (+) or degradation

(-) from data correction.

The challenge set results provide evidence for
the value of vision-guided corrections, particularly
for Bengali which showed consistent gains across
both test sets. However, Odia’s slight decline on the
challenge set highlights an important limitation: au-
tomated correction, even with multimodal guidance,
cannot perfectly replicate human judgment and may
occasionally introduce errors when applied to al-
ready high-quality translations. This suggests that
automated cleaning provides the greatest benefit for
datasets with moderate to high error rates, while
datasets with very low error rates (such as Odia at
12.1%) may see diminishing or mixed returns.

3.2.3 Comparison to Full Finetuning
Approaches

Our LoRA-based approach represents a parameter-
efficient alternative to full finetuning, enabling
rapid experimentation and comparison between
original and corrected training data. While our
results demonstrate clear benefits from data clean-
ing using LoRA, we note that full finetuning of
IndicTrans2 could potentially yield even stronger
performance. The IITP-AI-NLP-ML team, which
achieved top rankings on multiple leaderboards in
this shared task, employed full finetuning of Indic-
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Trans?2 across all language pairs. This suggests that
the improvements we observe from data cleaning
with LoRA likely represent a lower bound on the po-
tential gains, and that combining our data cleaning
approach with full finetuning could yield further
performance improvements.

3.3 Limitations and Future Work

Test set quality. An important limitation of our
evaluation is that we applied data cleaning only to
the training set. Since the evaluation and challenge
test sets were curated using the same annotation
process as the training data, they likely contain sim-
ilar quality issues—mistranslations, visual ambi-
guities, and unnatural expressions. The presence
of errors in the reference translations could arti-
ficially suppress our reported BLEU and RIBES
scores, as these metrics penalize deviations from
the references even when our model’s output may
be more accurate or natural than the reference itself.
If the test set references were corrected using our
pipeline or through manual annotation by native
speakers, the true performance of our corrected-
data model would likely be higher, and the gap
between original and corrected models would be



more pronounced. This represents an important
direction for future work: applying our data clean-
ing methodology to create higher-quality evaluation
benchmarks for low-resource multimodal transla-
tion.

Language coverage. Due to resource and time
constraints, we submitted results for only three of
the four target languages (Hindi, Bengali, and Odia),
omitting Malayalam. Given that Malayalam exhib-
ited the highest correction rate (24.0%) in our data
cleaning analysis, it represents a particularly inter-
esting case for future investigation. The substantial
number of corrections in Malayalam suggests that
this language pair could benefit significantly from
our approach, and we encourage future work to val-
idate this hypothesis.

Model capacity. Our experiments focused ex-
clusively on parameter-efficient LoRA finetuning
rather than full model finetuning. While this en-
abled rapid experimentation and fair comparison
between original and corrected data, it likely under-
estimates the full potential of our data cleaning ap-
proach. Combining our corrected training data with
full finetuning could yield additional performance
gains, as evidenced by the strong results achieved
by teams employing full finetuning strategies.

3.4 Key Takeaways

Our experimental results validate three main find-
ings:

(1) Data quality significantly impacts transla-
tion performance: Across three language pairs,
training on corrected data yields consistent im-
provements or competitive performance compared
to original data, with Bengali showing substan-
tial gains (+1.30 BLEU on evaluation, +0.70 on
challenge). This demonstrates that automated data
cleaning can meaningfully improve translation qual-
ity for low-resource languages, even when correct-
ing a relatively small proportion (16-17%) of the
training data.

(2) Correction effectiveness varies by initial
data quality: Languages with moderate error rates
(Bengali: 16.1%) and balanced error distributions
benefit most from automated correction, while lan-
guages with very low error rates (Odia: 12.1%)
show more modest or mixed improvements. This
suggests that automated cleaning provides the great-
est value for datasets with known quality issues, and
that careful analysis of error rates should guide the
decision to apply automated correction.

(3) Vision-guided correction addresses a

real need: The improvements on the challenge
set—specifically designed to test ambiguous cases
requiring visual context—validate the core hypothe-
sis that multimodal language models can effectively
resolve translation ambiguities that text-only ap-
proaches miss. However, the mixed results on some
language pairs indicate that automated multimodal
correction works best when applied to datasets
with moderate error rates rather than already high-
quality data. The success on Bengali (+0.70 BLEU
on challenge set) demonstrates that when error rates
justify intervention, vision-guided correction pro-
vides measurable value.

4 Conclusion

We presented a vision-guided judge-corrector sys-
tem that addresses training data quality in low-
resource multimodal translation. Our automated
pipeline processed 28,928 examples across four lan-
guages, correcting 17.1% of captions through in-
telligent routing between multimodal LLMs (for
visual ambiguities) and IndicTrans2 (for translation
errors). LoRA finetuning on corrected data yields
measurable BLEU improvements: +1.30 for Ben-
gali (eval), +0.70 (challenge), +0.60 for Odia (eval),
and +0.10 for Hindi (challenge).

Our approach demonstrates that automated data
cleaning can meaningfully improve low-resource
MT, particularly for datasets with moderate error
rates. However, important limitations remain: test
set quality issues likely suppress reported scores,
automated correction cannot perfectly replicate hu-
man judgment (as seen in Odia’s mixed results),
and our LoRA-only experiments likely underesti-
mate the full potential when combined with full
finetuning.

Future work should focus on three key directions:
(1) human evaluation by native speakers to vali-
date improvements beyond automatic metrics, (2)
applying our pipeline to create higher-quality test
(eval and challenge) sets for more accurate evalu-
ation, and (3) combining corrected data with full
model finetuning to validate whether quality im-
provements compound with increased capacity.

We hope that our publicly released dataset, code,
and models provide a foundation for future re-
search in automated quality assurance for multi-
modal datasets, potentially enabling more robust
and equitable Al systems across diverse languages.
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A Dataset and Task Description

We utilize the official datasets provided by the
WAT 2025 organizers for the English-to-Indic Mul-
timodal Translation Task. The datasets are derived
from the Visual Genome corpus (Krishna et al.,
2017) and consist of image-caption pairs across
four target languages: Hindi (Parida et al., 2019),
Bengali (Sen et al., 2022), MalayalamS, and Odia®.
Each example comprises an image, bounding box
coordinates specifying a rectangular region of inter-
est, an English caption describing that region, and
corresponding translations in the target languages.

A.1 Task Definition

The task requires generating captions in the target
language given three inputs: (1) an image, (2) a
rectangular region within that image specified by
bounding box coordinates, and (3) an English cap-
tion describing the visual content of that region.
Participants may choose to utilize any combination
of these inputs, leading to three possible translation
modalities: text-only translation (using only the En-
glish caption), image-only captioning (using only
the visual information), or multimodal translation
(leveraging both text and image).

A.2 Dataset Statistics

Task Source

English—Hindi Hindi Visual Genome 1.1 (Parida
et al., 2019)

English—Bengali Bengali Visual Genome 1.0 (Sen
et al., 2022)

English—Malayalam Malayalam Visual Genome 1.0’
English—Odia Odia Visual Genome 1.0°

Table 3: Tasks and their corresponding dataset sources.

The training set contains 28,928 examples per
language, while three evaluation sets are provided
for assessment: (1) a development set (Dev) with
998 examples for model validation, (2) an evalua-
tion set (Eval) with 1,595 examples for primary as-
sessment, and (3) a challenge set (Challenge) with
1,400 examples specifically designed to test am-
biguous cases where visual context is crucial for
disambiguation (Parida et al., 2024). Our official

Shttps://lindat.mff.cuni.cz/repository/
items/7ed34663-0bd4-4163-8ae9-89b2a8323269

*https://lindat.mff.cuni.cz/repository/
items/58e6a33d-4f0f-413b-a3f3-c921e0489022

"https://ufal.mff.cuni.cz/
malayalam-visual-genome

$https://ufal.mff.cuni.cz/
odia-visual-genome
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submissions were evaluated on both the Eval and
Challenge sets.

Table 3 shows the data sources of datasets for
each task. Table 4 shows the parallel corpus statis-
tics across the various languages.

B Prompts
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Set Sentences English Hindi Bengali Malayalam Odia

Train 28,930 143,164 145,448 113,978 107,126 141,652
Dev 998 4,922 4,978 3,936 3,619 4912
Test 1,595 7,853 7,852 6,408 5,689 7,734
Challenge 1,400 8,186 8,639 6,657 6,044 8,100
Total 32,923 164,125 166917 130,979 122,478 162,398

Table 4: Parallel corpus statistics (word counts) for each dataset split across different language pairs.

Judge Module: Caption Quality Evaluation Prompt

System Role: You are an expert multilingual translator evaluating Indian language captions.
Primary Task: Determine if the target language caption correctly represents what’s shown in the image and accurately
conveys the English caption meaning.

Focus on MAJOR issues — ignore minor stylistic differences:

Category 1: VISUAL CONTEXT NEEDED — Translation depends on visual information

¢ Ambiguous words with multiple meanings (e.g., “dish” = food vs. container)
* Gender-specific terms requiring visual verification

* Spatial/directional terms (left/right/above/beside)

* Physical attributes (color, size, material, quantity)

* Object types/categories visible in image

Category 2: POOR TRANSLATION — Incorrect, incomplete, or unnatural

* Mistranslation or wrong meaning (semantic error)

* Missing key information from English

» Severe grammatical errors making it hard to understand

* Completely unnatural phrasing (not just stylistic preference)
* Wrong script or excessive script mixing

IGNORE these minor issues — mark as CORRECT:
* Minor punctuation differences (|, ., etc.)
* Optional articles or particles (a/the/one equivalents)
* Stylistic word order variations (both correct)
* Minor postposition variations if meaning is clear

Special handling: Empty captions — mark “incorrect” with “visual_context_needed”

Required Outputs:
e status: “correct” or “incorrect”
e reason: “visual_context_needed”, “poor_translation”, or “none”
e confidence: Score 0-1
¢ explanation: Brief justification citing the specific issue (1-2 sentences)

Table 5: Judge module prompt template. The judge evaluates caption quality using visual context and classifies
captions into three categories: correct, requiring visual context for disambiguation, or poor translation quality.
Explicit instructions guide the model to focus on major issues while ignoring minor stylistic variations.
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Corrector Module: Natural Caption Generation Prompt

System Role: Expert translator creating natural Indian language captions.
Generation Process:
1. Analyze the IMAGE to understand visual context
2. Use visual details to resolve ambiguities (e.g., ’dish” = food vs. container)
3. Create natural captions that native speakers would use
4. Match English meaning while respecting target language style

Target Language Length Guidelines (be concise, not verbose):
e Hindi: Similar word count to English
* Bengali: ~20% fewer words than English
¢ Malayalam: ~25% fewer words than English
* Odia: Similar word count to English

Important Note: Original caption may be wrong/missing — trust the IMAGE first

Required Outputs:
* corrected_caption: Natural, accurate caption in target language

¢ explanation: What you corrected and why (1-2 sentences)

Table 6: Corrector module prompt template. The corrector generates natural captions using visual evidence
with language-specific length guidelines to ensure native-like output. The model is instructed to prioritize image

information when the original caption may be incorrect or missing.
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