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Abstract

This paper presents the submission of UTSK25
for the English-Japanese and Japanese—English
at the WAT2025 Patent Claims Translation/E-
valuation Task. We use a single translation
model for both translation directions, built from
a large language model through monolingual
and bilingual continual pretraining and bilin-
gual supervised fine-tuning. We finally gener-
ate translations via prompt engineering to re-
duce omissions and hallucinations.

1 Introduction

We describe our UTSK2S5 translation system for the
WAT2025 English-Japanese (En—Ja) and Japanese—
English (Ja—En) Patent Claims Translation/Eval-
vation Task. Our translation model is trained
on a pretraining large language model (LLM),
rinna/llama-3-youko-8b'. We combine two train-
ing stages (Kondo et al., 2024; Azami et al., 2025)
to train a single model for both directions: contin-
ual pretraining (CPT) (Ke et al., 2023) and super-
vised fine-tuning (SFT) (Zhang et al., 2024). After
training the single translation model, we generate
translations with prompt engineering techniques
designed to mitigate omissions and hallucinations.
The following sections show the details of our sys-
tem.

2 Approaches
2.1 Training

Continual pretraining Continual pretraining
(CPT) extends the training of LLMs by further
optimizing the causal language modeling objective
on new monolingual corpora (Ke et al., 2023). The
goal is to optimize the model parameters ¢ by min-
imizing the negative log-likelihood Lcpr over a

corpus Dcpr. Given a corpus Dcpr = {yi}gﬁ" g
composed of token sequences y = (y1,---,Yy|)

"https://huggingface.co/rinna/
1lama-3-youko-8b
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from the vocabulary V (where y € V*), the loss is
defined as:

argmin > Leer(y;0), (1)
YE€Dcpr
lyl

Lerr(y;0) == =) logpp(uly<). ()
t=1

This objective trains the model to predict the
next token y; given its history y.;. For effi-
ciency, practical implementations often limit the
context to a fixed-size window ¢, using y;_ s =
(Yt—c, - - - Yt—1) as the condition instead of the full
sequence y ;. This formulation is identical to the
standard pretraining objective for causal LMs.

Supervised fine-tuning Supervised fine-tuning
(SFT) optimizes pretrained model parameters 6 for
downstream tasks using a labeled dataset (Zhang
et al.,, 2024). This dataset, Dspr
{(xi, yi)}lzsl”' C V* x V*, contains pairs of an
input x and its corresponding ground-truth output
y. The optimization objective is to minimize the
negative log-likelihood Lspr over all pairs in Dgpr:

argmin Z Lsrr(x,y;0), 3)
(x,y)EDskr
Lsrr(x,y;0) = —logpy(y | x). “)

This process steers the model to generate outputs
conditioned on the input that are consistent with
the human-annotated targets.

2.2 prompt engineering

We generate translations with prompt engineering
techniques designed to mitigate omissions and hal-
lucinations only for the En—Ja translation.

3 Submission System

We train the En—Ja and Ja—En single translation
model from a pretrained LLM, llama3-youko-8b.
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Submission En-Ja Prompt Used

System 1 (Primary) Prompt 2
System 2 (Not Primary)  Prompt 3
System 3 (Not Primary)  Prompt 1

Table 1: Submitted systems. All systems use the iden-
tical bilingual (En—Ja/Ja—En) model trained with CPT
and SFT, differing only in the prompt used for the En—Ja
direction.

According to our preliminary experiments and sub-
jective judgment, we selected the combinations of
training methods and prompts.

We show the system overview in Table 1.

3.1 Continual Pretraining

We perform bilingual CPT for our translation
model. For CPT, we use a subset of the JParaPat
dataset (Nagata et al., 2025).Table 3 summarizes
the data statistics for CPT.

We filter this subset to remove entries where
the English side contains "(canceled.)". The CPT
corpus is balanced, containing 50% English-to-
Japanese (En—Ja) and 50% Japanese-to-English (Ja—
En) examples.

The CPT hyperparameters are listed in Table 2.

3.2 Supervised Fine-tuning

Following CPT, we conduct supervised fine-tuning
(SFT). For SFT, we use the 2020 patent claims data
from JParaPat (Nagata et al., 2025).

While the original dataset consists of line-by-
line parallel data, some patent claims span multiple
lines. To address this, we first construct claim-level
pairs by segmenting the Japanese text at kuten (,
) and the English text at periods (.). We also filter
out pairs containing "(canceled.)" on the English
side, similar to the CPT data preparation.

From this processed dataset, we then sample
our final training data, selecting only pairs with
LaBSE (Feng et al., 2022) embedding similarity
scores between 0.9 and 0.95. Table 3 summarizes
the SFT data statistics. The final SFT corpus is also
balanced, with 50% En-Ja and 50% Ja—En pairs.

The SFT hyperparameters are also listed in Ta-
ble 2.

3.3 Prompt Engineering

We use one prompt for Ja—En translation and three
distinct prompts for En—Ja translation.

Hyperparameter =~ CPT SFT
Optimizer AdamW (81 = 0.9, B2 = 0.95)
(Loshchilov and Hutter, 2019)

Learning rate 2.5 x107° 1x107°
Scheduler cosine inverse square root

Warmup ratio 1% 1%

Weight decay 0.1 0.1

Gradient clip 1.0 1.0

Epoch 1 3

Batch size 1,024 chunks 64 sentence pairs

Chunk size 2,048 tokens  N/A

Accelerator DeepSpeed ZeRO-2 (Rasley et al., 2020)

Precision bfloat16 bfloat16

Table 2: Hyperparameters of CPT and SFT.

Usage Time Data Sentence | English
Period Type Pairs | Words

CPT 2016~2019, train | 97,491,362 3.09B
2020(non-claims) | dev 10,000 317K

train 30,000 824K

SET 2020 dev 3,000 88.9K

Table 3: Usage and Details of Patent Parallel Data

Ja—-En Prompt

The prompt used for Ja—En translation is as follows:

Ja-En Prompt

Nz HAGEP O RFBIZFIERL T 23
[N

2 USCBEICBERO R W R H I 20
oL TLEX N,

HKZE: {japanese_text}

TLEh.
G=p

The English translation of the above prompt is:
"Translate this from Japanese to English. However,
do not start the sentence with an irrelevant number."

En-Ja Prompts

The three distinct prompts used for En—Ja transla-
tion are shown below.

En-Ja Prompt 1 : Not Primary

Translate this from English to Japanese:
English: {English_text}
Japanese:




SFT Configuration En-Ja(Ref 2) Ja-En
Data Construction Data Filtering BLEU COMET Ref 1 Ref 2
BLEU COMET BLEU COMET
line-by-line length-based 48.0 89.63 59.4 84.59 65.3 84.96
line-by-line LaBSE and length-based 494 89.59 58.5 84.65 65.3 85.13
claim-level LaBSE-based 49.3 89.41 63.0 85.10 70.4 85.62

(a) Comparison of SFT Data Preparation Strategies (All SFT models are initialized from the CPT model.)

Training Configuration En-Ja (Ref 2) Ja-En
CPT SFT BLEU COMET Ref 1 Ref 2
BLEU COMET BLEU COMET
X 4 24.5 87.67 16.8 75.54 20.0 75.97
v v 49.3 89.41 63.0 85.10 70.4 85.62

(b) Comparison of SFT-only vs CPT+SFT.

Table 4: Automatic Evaluation Results on the WAT2025 Development Sets (Underlined configuration denotes the

one used in our submission system.)

En-Ja Prompt 2 : Primary

Translate from English to Japanese.

Keep all meanings. Do not skip or invent any-
thing.

English: {English_text}

Japanese:

.

En-Ja Prompt 3 : Not Primary

Translate this from English to Japanese.

Do not include anything unrelated to the input.
English: {English_text}

Japanese:

4 Experiments

4.1 Ablation study of training methods

We investigate the effects of each training method.

Setup To validate our SFT data preparation strat-
egy, we conduct a comparative study on different
configurations, as detailed in Table 4a. All SFT
models are initialized from the same CPT model.
To separately analyze the contribution of CPT it-
self, we additionally report a comparison between
models trained with SFT only and those trained
with CPT followed by SFT. The results are summa-
rized in Table 4b. Specifically, we investigate the
impact of data construction and the corresponding
filtering methods:

* Data Construction: We compare models
trained on the original line-by-line data
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against the claim-level data used in our sub-
mission system.

Data Filtering: We apply filtering strategies
appropriate for each construction method. For
the line-by-line data, which includes many
short segments, we test a length-based fil-
ter and a combination of LaBSE and length-
based filters. For our claim-level data, where
sentences are already concatenated and suffi-
ciently long, we apply only the LaBSE-based
filter (Sub.).

All models are trained with the same hyperparam-
eters as our submission system, as described in
Section 4.1, unless otherwise noted.

For En-Ja translation, we used prompt 2, as de-
scribed in Section 3.3.

Results The results of the automatic evaluation
on the WAT2025 Patent Claims Translation/Evalu-
ation Tasks development sets are presented in Ta-
ble 4. Although two references are publicly avail-
able for both En—Ja and Ja—En, only reference
2 is used for the En—Ja evaluation due to omis-
sions found in reference 1, while both references
are reported for Ja—En. As shown in Table 4a,
our submission configuration—-claim-level data
construction combined with LaBSE-based filter-
ing—achieves the best performance across both
Ja—En reference sets (Ref 1: 63.0 BLEU, Ref 2:
70.4 BLEU) and also maintains competitive per-
formance in En-Ja. Furthermore, Table 4b demon-



strates that CPT+SFT yields substantial improve-
ments over SFT-only training in all evaluation set-
tings, confirming the effectiveness of CPT as a
pretraining stage.

5 Conclusion

We built our system for the WAT2025 Patent
Claim Translation/Evaluation Task. Our model
was trained with the combinations of CPT and SFT,
initializing from a pretrained LLM (rinna/llama-3-
youko-8b). To mitigate omissions and hallucina-
tions, we generated translations via prompt engi-
neering, especially for the En—Ja direction.

In our experiments, we observed that the SFT
data preparation strategy is a critical factor for
patent translation. We demonstrated that our sub-
mission’s approach—using claim-level data con-
struction and LaBSE-based filtering—yielded the
best performance, particularly in the Ja—En direc-
tion. This highlights the importance of aligning
SFT data with the logical structure of patent claims,
rather than using simple line-by-line data.

Nevertheless, as patent claims often contain com-
plex dependencies, eliminating omissions and hal-
lucinations remains a challenge. We hope to fur-
ther improve the adequacy and robustness of patent
claim translation in future work.

Limitations

Small Development Set Size Although we con-
ducted a comparative analysis in our ablation
study (Section 4.1), the development sets provided
by the task organizers are small. Therefore, it re-
mains uncertain whether the strong performance
of our submission configuration will generalize ro-
bustly across all types of patent claims.

Data Construction Imperfections Our claim-
level data construction method relies on automatic
segmentation using end-of-sentence symbols (Sec-
tion 3.2). However, exceptions to these rules exist,
which may lead to some data pairs having bro-
ken parallel relationships. Although we employed
LaBSE-based filtering to mitigate this issue, it is
not guaranteed that this filtering process success-
fully eliminated all such misaligned pairs from the
SFT dataset.
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