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Abstract

This system description paper presents a
detailed overview of the model architec-
ture, training procedure, experimental re-
sults, and conclusions of the submission
from the OdiaGenAl team to the Work-
shop on Asian Translation (WAT 2025).
For this year, we focus only on text-to-
text translation tasks for low-resource In-
dic languages targeting Hindi, Bengali,
Malayalam, and Odia languages specifi-
cally. The system uses the large language
model NLLB-200-3.3B, fine-tuned on large
datasets consisting of over 130k rows for
each target language. The entire training
dataset consists of data provided by the
organizers, as in previous years, and aug-
mented by a much larger 100k sentences
of data subsampled from the Samanantar
dataset provided by Al4Bharat. Our ap-
proach achieved competitive BLEU scores
on five of the eight evaluation and chal-
lenge test submissions.

1 Introduction

Machine Translation (MT) is a long-standing
and well-established sub-field within Natu-
ral Language Processing dedicated to creat-
ing software capable of automatically trans-
lating text or speech between languages. Al-
though substantial progress has been made
in achieving human-level translation for lan-
guages with extensive training corpora, Indic
and Asian languages for which much smaller
curated corpuses of training data exist still
present significant hurdles to existing MT sys-
tems and present sufficient scope for improve-
ment (Popel et al., 2020; Costa-jussa et al.,
2022). To overcome these challenges and
encourage more fruitful research, WAT has
served as an open evaluation platform since
2013 (Nakazawa et al., 2020, 2022). While the
challenge is multimodal, this year we decided

to focus only on the text-to-text translation
for the captions present in the dataset ignor-
ing any visual inputs. Just as in the previ-
ous yearly submissions, the evaluation of the
given translation tasks is conducted using es-
tablished metrics like Bilingual Evaluation Un-
derstudy (BLEU) and Rank-based Intuitive
Bilingual Evaluation Scores (RIBES). In this
system description paper, we elaborate on our
approach to the tasks that we participated in.
In comparison to last year, we have added eval-
uation for Odia while dropping the Hausa lan-
guage.

o Task 1: English — Hindi (EN-HI) Text

only

o Task 2: English — Bengali (EN-BN) Text
only

o Task 3: English — Malayalam (EN-ML)
Text only

o Task 4: English — Odia (EN-OD) Text
only

2 Task Description and Datasets

In addition to the datasets provided by the or-
ganizers, for Hindi, Bengali, Odia, and Malay-
alam, we also used 100k subsampled transla-
tion pairs from Samanantar (Ramesh et al.,
2022) in the training set, for each of the four
languages. As shown in the results section,
this was instrumental in improving the results
for the fine-tuned models. The training, eval-
uation and additional challenge splits are de-
tailed in Table 1.

Task 1: English-to-Hindi Translation
The organizers provided the HindiVisu-
alGenome 1.1 (Parida et al., 2019)! data set
(HVG for short). The training part consists of

"https://lindat.mff.cuni.cz/repository/
xmlui/handle/11234/1-3267
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29k English and Hindi short captions of rect-
angular areas in photos of various scenes and
it is complemented by three test sets: develop-
ment (D-Test), evaluation (E-Test) and chal-
lenge test set (C-Test). Our WAT submissions
were for E-Test (denoted “EV” in the official
WAT tables) and C-Test (denoted “CH” in the
WAT tables).

Task 2: English-to-Bengali Translation
For this task, the organizers provided Ben-
galiVisualGenome 1.0 dataset (Parida et al.,
2021)% (BVG for short). BVG is an extension
of the HVG dataset which supports Bengali
language. The size of training set and valida-
tion set is the same as that for HVG.

Task 3: English-to-Malayalam Transla-
tion The organizers provided MalayalamVi-
sualGenome 1.0 dataset® (MVG for short).
MVG is an extension of the HVG dataset
for supporting Malayalam, which belongs to
the Dravidian language family (Kumar et al.,
2017). The dataset size and images are
the same as HVG. MVG contains bilingual
English—Malayalam segments, see table 1.

Task 4: English-to-Odia Transla-
tion The organizers provided OdiaVisu-
alGenome 1.0 dataset! (OVG for short).
OVG is a visual genome dataset for Odia
language.

3 Modelling and Experimental
Details

Identical configurations have been used for all
text-to-text translation tasks. For EN-BN,
EN-HI, EN-ML, EN-OD text-to-text transla-
tion tasks, we individually fine-tuned a large
language model (NLLB et al., 2022) separately
for all four languages. Similar to Shahid
et al. (2023), we used a NLLB-200-3.3B model,
but this time chose a much larger 3.3B pa-
rameter model, increasing the model size by
more than a factor of five. NLLB-200 is a
Seq2Seq (Sequence to Sequence) model specif-
ically designed to convert sequences from one
domain to sequences in another domain. Bilin-
gual translation (e.g., translating a sequence

’http://hdl.handle.net/11234/1-3722

3https://lindat.mff.cuni.cz/repository/
xmlui/handle/11234/1-3533
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of words from one language to another) is one
of the most prominent applications of Seq2Seq
models.

3.1 Evaluation

As in previous years, the quality of the transla-
tion task is evaluated by using the BLEU (Pa-
pineni et al., 2002) and RIBES (Wolk and
Korzinek, 2016). BLEU is perhaps the most
widely used evaluation metric and has been
an industry standard for a while. It is widely
believed to have good correlation with human
evaluation for many language pairs while be-
ing fast and easy to compute. RIBES is an-
other popular metric for translation between
languages with a different word order where
BLEU has been reported to struggle. Sacre-
BLEU is a more recent and standardized vari-
ant of BLEU having helped industry with eas-
ier reproducibility after a widescale call (Post,
2018).

3.2 Finetuning

Since training all parameters of this large 3.3B
model is prohibitively expensive, only a small
fraction (0.38%) of the parameters are actu-
ally allowed to be tunable while the major-
ity are kept frozen, meaning that their values
remain the same during optimization. This
is achieved by using LoRA fine-tuning made
available through the peft package from Hug-
gingface using the PeftModel API. All the fine-
tuning runs were executed on 8 x AMD Instinct
MI250X/MI250 GPUs. Each such GPU unit
offers 128GB HBM2e memory with a peak of
362.1 TFLOPS performance using FP16 preci-
sion. This computational capacity enabled us
to finish each single-language fine-tuning run
in approximately eight hours. The hyperpa-
rameters used for the fine-tuning runs are pre-
sented in Table 4 to facilitate replication.

The training logs for all four runs are pre-
sented in figures 1 and 2. The relatively unsta-
ble Malayalam-language run (Figure 2) can be
attributed to the inherent grammatical com-
plexity of the Dravidian language family. A
similar pattern is observed to a smaller extent
for the Hindi-language run (Figure 1). We
believe that better and higher quality data
can improve the performance of the Hindi lan-
guage. Odia and Bengali-language runs (Fig-
ure 2, 1) demonstrate stable training progres-
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Set Sentences . - Tokens .
Bengali Hindi Malayalam Odia
Train (Organizer) (Parida et al., 2019) 28930 113978 145448 107133 141647
Train (Additional) (Ramesh et al., 2022) 100000 1019973 1814937 694570 1025677
Dev 998 3936 4978 3620 4907
Evaluation 1595 6408 7852 5689 7734
Challenge 1400 6657 8639 6044 8100

Table 1: Statistics of our data used in the English—Bengali, English—Hindi, English—Malayalam and
English—Odia text-to-text translation task: the number of sentences and tokens.

Language Visual Genome Source Samanantar Source Visual Genome Target Samanantar Target
Hindi 4.95 16.42 5.03 18.15
Bengali 4.95 11.53 3.94 10.20
Malayalam 4.95 10.19 3.70 6.95
Odia 4.95 11.33 4.90 10.26

Table 2: Average word count for source (English) and target (Indic) sentences across datasets. The
word count is calculated by counting the number of words in a sentence, which serves as a proxy for
actual token count.

WAT BLEU RIBES
System and WAT Task Label OdiaGenAl Best Comp OdiaGenAl Best Comp
English—Hindi
MMEVTEXT21len-hi 45.10 45.40 0.831 0.834
MMCHTEXT22en-hi 56.90 56.10 0.870 0.870
English—Bengali
MMEVTEXT22en-bn 49.50 49.50 0.804 0.801
MMCHTEXT22en-bn 50.10 47.50 0.830 0.819
English—Malayalam
MMEVTEXT2len-ml 43.20 51.20 0.708 0.760
MMCHTEXT22en-ml 44.20 40.30 0.775 0.757
English—Odia
MMEVTEXT2len-od 62.90 64.30 0.903 0.906
MMCHTEXT21len-od 56.40 55.40 0.916 0.916

Table 3: WAT2025 Automatic and Manual Evaluation Results for English—Hindi, English—Bengali,
English—Malayalam and English—Odia text-to-text translation. For each task, we report the scores of
our system (OdiaGenAl) alongside those of the best competing submission. The higher score is
highlighted in bold. For both metrics, a higher score indicates better performance.
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Figure 1: SacreBLEU scores for

sion with early convergence, suggesting that
extended fine-tuning could yield improved per-
formance. For all four languages, we observe
a clear improvement from the starting initial
point in the optimization, the highest being
for Odia and the lowest for Hindi.

There is still a mismatch in the size of the
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Hindi and Bengali fine-tuning run.

two components of the final training set. The
original dataset provided by the organizers
consists of image captions which are short sen-
tences that rarely exceed five words, while the
augmented dataset contains many sentences
with a higher word count. This case is illus-
trated in Table 2.
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Figure 2: SacreBLEU scores for Malayalam and Odia fine-tuning run.
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Figure 3: Comparison of our Sacrebleu scores with the best performing team (Source: Table 3).
4 Results selected text samples, translated by our sys-

We report the results of the automatic offi-
cial evaluation after uploading and submit-
ting to the task interface in Table 3, together
with the best score attained by the compet-
ing submission. Furthermore, we present some

tem in Table 5 and do a qualitative analysis.
Following the fine-tuning process, these mod-
els were used to translate two distinct target
test sets for each language: the evaluation set
and the challenge set. Translation quality was
evaluated using the BLEU score, SacreBLEU,
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Hyper Parameter Value

Learning Rate 2¢ %

Epochs 3

Cutoff Length 512

Weight Decay 0.01

Warmup Ratio 0.0

max_seq_ length 512

LR Scheduler linear

Lora r 16

Lora « 32

Lora dropout 0.05

use 4bit False

bnb__4bit_ compute__dtype Not applicable
bnb_ 4bit__quant__type None
use_nested__quant False
per__device_ train__batch_size | 4 or 8 or 10 or 16
per__device__eval__batch_ size 4 or 8 or 10 or 16
gradient__accumulation_ steps | 1

max__grad_ norm 1.0

optim AdamW

Lora Target Modules (q__proj, v__proj)

Table 4: Training Hyperparameters.

and RIBES (Ranking by Incremental Bilingual
Evaluation System) scores.

For the English-to-Hindi model, a BLEU
score of 45.10 was achieved on the evaluation
set, while a score of 56.90 was obtained for
the challenge set. These results highlight the
strong performance of the model and its capac-
ity to handle more complex or unusual trans-
lation tasks. The difference between the two
scores is 11.8 BLEU points (45.10 vs 56.90)
and probably occurs due to a large difference
between the two challenge datasets.

In the case of the English-to-Bengali model,
a BLEU score of 49.50 and 50.10 were achieved
for the evaluation test and challenge sets, re-
spectively. These scores demonstrate strong
performance on this task. This indicates a
robust overall performance with good general-
ization and a commendable capability to han-
dle nuanced translations specific to the Bengali
language.

BLEU scores of 43.20 and 44.20 were ob-
tained on the evaluation and challenge sets
of the Malayalam language, respectively. The
best score for the evaluation set of the Malay-
alam language is 51.20, which is significantly
higher than our score.

Our system achieved competitive perfor-
mance for the Odia language challenge set
(56.40), with a BLEU score of 62.90 on the
evaluation set. Like the Bengali language, the
Odia-language model shows a strong ability for

generalized translations.

5 Conclusion

In this system description paper, we
presented a system for four text-to-
text translation tasks in  WAT: (a)
English—Hindi, (b) English—Malayalam,
and (c¢) English—Bengali and finally (d)
English—Odia text-to-text translation. We
released the code through Github for re-
search®, and the models are released on
HuggingFaceS.

These empirical results underscore the effec-
tiveness of the methodology adopted for these
MT models. Leveraging a fine-tuned NLLB-
200-3.3B model with language-specific Visual
Genome datasets provides a robust solution
to the MT task for the languages under study:
Hindi, Bengali, Malayalam and Odia. The re-
sults also pave the way for further enhance-
ments and investigations in the realm of MT.
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Hindi Bengali
the orange colored traffic cone a person wearing a black hat

Malayalam Odia
people on the second level

english-Sentence-1 a water glass on a table

Target-Original AR T T A% afB BICTl G 11 e @6M0200 eelaleloal @RE)BUd NQ 659M QAR A I |
Target-Translated AR T T AR AF afB I B 11 RS @6n200 eIl @RSIEU3 R 609M QU6 IR A I |
Gloss the orange colored traffic cone A person wearing a black hat people on the second level a water glass on a table
Remarks Our translation is Our translation is

. . N Both are identical Our translation is fully translated accurately N
(Comparison) more grammatically correct ) ) more grammatically correct

english-Sentence-2 the bird is black This is a person the court is dark blue a person walking on a sidewalk

Target-Original qeft e 8 aft avoE U @003 @3enE Mler aloadery QUYI6R AR @68 @43 |
Target-Translated el el & aft aem TfS @035 wE3eNe Mileioeny QAYER AR P68 4D |
Gloss the bird is black This is a person the court is dark blue A man walking on the road

‘marks
(CS!:;:;n:m) Both are identical Both are identical Both are similar Both are identical

english-Sentence-3 Man wearing military clothes A stop light wooden slat that forms back of bench. Man wearing military clothes
Target-Original TIH hud Ug gg SaRT a5 559 IR0 8@y WS quog eeIeIleng aBOSITB @alo HBISSIM). | AR 6dSIe dFRl @93 |
Target-Translated T<T S Ug SEH aT5 559 IR0 ©6n16@M003 0 FOSSITB RYalo OBIBBYM A0 QIG. ACRS 6QANR IFYR @13 |
Gloss Man wearing military clothes A stop light Wooden slat that forms the back of the bench. Man wearing military clothes.

Our translation uses a Sanskrit-word
for Military, while the target
translation uses an Arabic-word.

Remarks . . P . . .
< ¢ o Both are identical Our translation is more grammatically correct Both are identical.
(Comparison)

Table 5: Comparison between original translations and our model’s translations for English-Malayalam,
English-Hindi, English-Bengali, and English-Odia language pairs.
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