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Abstract

This paper presents the results and findings
of the first shared task of translating patent
claims. We provide training, development, and
test data for participants and perform human
evaluation of the submitted translations. This
time, 2 teams submitted their translation re-
sults. Our analysis of the human-annotated
translation errors revealed not only general,
domain-independent errors but also errors spe-
cific to patent translation. We also found that
the human annotation itself exhibited some se-
rious issues. In this paper, we report on these
findings.

1 Introduction

The performance of machine translation using
Neural Machine Translation (NMT) and Large
Langauge Models (LLMs) has improved dramat-
ically and in some cases can even surpass hu-
man translation depending on the language and
domain. However, currently there is no univer-
sal method to accurately evaluate the performance
of machine translation. Even widely used metrics
such as COMET (Rei et al., 2020) have been re-
ported to yield unstable or inaccurate evaluation
results (Kocmi et al., 2025) when applied to trans-
lations of texts from domains other than those used
in COMET’s training.

The same applies to the translation of patent
documents. Although the average translation qual-
ity has improved significantly, it remains difficult
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to accurately evaluate aspects such as appropriate
terminology usage and term consistency. In par-
ticular, patent claims present additional challenges
due to their length and distinctive writing style,
making an accurate evaluation even more difficult.

Therefore, we conducted a Shared Task fo-
cusing on translating Japanese-English patent
claims'. The goal is not only to compete on trans-
lation quality, but also to ultimately develop an au-
tomatic evaluation method that can accurately as-
sess translation results.

For this first iteration, our primary objective is
to collect translation outputs produced by various
methods and annotate them with human-identified
errors, thereby creating training data for future de-
velopment of models capable of accurately per-
forming automatic evaluation of translations in the
patent domain.

2 Training Data

We used the publicly available subset of JaParaPat,
the Japanese-English Parallel Patent Application
Corpus (Nagata et al., 2024), as the training data
for the shared task. In August 2025, the authors
released a subset of JaParaPat, covering the period
from 2016 to 2020, which comprises more than
100 million sentence pairs, for research purposes.’

JaParaPat is made from the publication of unex-

'https://sites.google.com/view/pat-claims-trans-2025/
Zhttps://www.kecl.ntt.co.jp/icl/lirg/japarapat/
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jp-us jp-x-us us-jp pct sum

2016 | 7,241,502 1,322,124 1,181,150 10,287,313 | 20,032,089
2017 | 7,892,204 1,399,012 1,226,177 10,354,135 | 20,871,528
2018 | 7,639,692 1,262,972 1,044,728 11,171,128 | 21,118,520
2019 | 8,867,148 1,450,851 1,157,361 11,625,720 | 23,101,080
2020 | 8,617,540 1,570,684 1,088,832 10,843,470 | 22,120,526
sum | 40,258,086 7,005,643 5,698,248 54,281,766 | 107,243,743

Table 1: Number of sentence pairs

amined patent applications from the Japan Patent
Office (JPO) and the United States Patent and
Trademark Office (USPTO) from 2000 to 2021.
They are aligned based on patent family informa-
tion from the DOCDB, a bibliographic database
maintained by the European Patent Office (EPO).

Table 1 shows the number of sentence pairs
available in the public version of JaParaPat. There
are two primary routes for filing international
patent applications: the Paris Convention route
and the Patent Cooperation Treaty (PCT) route.
JaParaPat includes data from both routes. In Ta-
ble 1, within the Paris route, ‘jp-us  refers to
patent pairs first filed in Japan and subsequently in
the United States. ‘us-jp’ refers to those first
filed in the United States and then in Japan. ° jp-
x-us ~ refers to patents initially filed in a country
other than Japan or the United States, and subse-
quently filed in both Japan and the United States.
The public version employs different methods for
document alignment, sentence segmentation, and
sentence alignment, resulting in a different num-
ber of sentence pairs compared to Table 1 in the
original JaParaPat paper.

As the training data for the shared task of Patent
Claim Translation, one of the most important
problems of JaParaPat is its sentence segmentation
and alignment for patent claims. It often segments
a long claim into segments by a new line and
provides segment-level alignment, which makes it
difficult to reconstruct claim-level alignment. We
are discussing with the authors of JaParaPat how
to solve this problem.

3 Development Data

This time we focused on claims rather than spec-
ification to see how different engines will handle
relatively difficult sentence structures, technical
terms, non-technical terms, ambiguous language
(i.e. phrases that can be interpreted in more ways
than one), etc. Claims serving as development

data were selected from existing patent application
documents. In the selection, we mainly consid-
ered the following factors as elements impacting
the difficulty of translation:

* Paragraph length
* Term peculiarity
* Construction

* Structural/semantic ambiguity (e.g. whether
a given phrase should be interpreted as "A in-
cluding B, and C (not included in A)", or "A
including both B and C")

* Terminological ambiguity (e.g. whether the
term "Xf[A]" in Japanese means "opposing",
"reverse"”, "facing", etc.)

* Whether a term has a corresponding
term/concept in target language

* Existence/lack of an official translation (e.g.
a US application having a corresponding JP
application)

Based on these criteria, we selected 13 Japanese
documents and 11 English documents for this
study. Example of development data is shown in
Table 7.

We translated the development data using two
types of translation engines: an NMT model
trained on JaParaPat and an open-weight LLM,
and conducted a preliminary human evaluation us-
ing this data. The purpose was to determine appro-
priate evaluation procedures and the feasible level
of granularity prior to performing the main evalu-
ation using the test data.

Figure 1 shows the excel interface of the human
evaluation. We instructed the annotators to per-
form the following three tasks:

1. Highlight segments containing translation er-
rors or input issues and specify the corre-
sponding error category within the cell.
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Figure 1: Human evaluation interface.

2. Assign a holistic quality score to the transla-
tion on a 100-point scale.

3. Post-edit the translation.

The post-edited translations were used as refer-
ence translations to form parallel data, which we
provided as development data.

4 Test Data

Source texts in Japanese and English were selected
from existing patent applications. We have consid-
ered the following factors when selecting source
texts.

* Type of machine translation: The type of
translation was estimated to be neural ma-
chine translation (NMT) or large language
model (LLM)-based translation.

* Length/construction: It is known that a
longer single text without a line break may
result in poorer translation quality (Kondo
et al., 2021). The primary purpose of this re-
search was not to examine how different en-
gines would deal with length, but to see if
general claim wording, which may contain
one or more of the factors mentioned above
or below, will be handled. As such, we se-
lected source texts that generally contained
no more than about 220 English words or 500
Japanese characters with or without one or
more line breaks in them. The purpose of in-
cluding a few longer texts was to see how a
relatively long text would be processed.

» Existing translation: A patent application

may have a family including a corresponding
application in another language; for example,
an application filed to the Japan Patent Of-
fice (JPO) may have a corresponding appli-
cation filed to the United States Patent and
Trademark Office (USPTO). Applications in
the same family are linked in some search
engines including Google Patents. An LLM
may be able to locate an official translation of
an application, i.e. correct solution, through
such search engines if the application has a
family. We therefore selected source texts
from applications that did not have a corre-
sponding application in the target language at
least at the time when the source texts were
distributed to the participants.
Because of this factor, we cannot automati-
cally collect reference translations from pub-
licly available data. In addition, we do
not have sufficient budget to create refer-
ence translations for the test data. There-
fore, as described in Section 6, we con-
ducted reference-free automatic evaluation
(i.e., quality estimation).

* Field: The source texts come from applica-
tions in a variety of fields including informa-
tion processing, communication, electric en-
gineering, chemistry, etc.

* Ambiguity/parsing: Machine translation is
processing that is based essentially or en-
tirely on natural language information. The
processing is not expected to rely on visual



or other non-natural language-based informa-
tion. Meanwhile, claim wording sometimes
requires reference to information based on
other than natural language, a typical exam-
ple of which is drawings that patent applica-
tions often contain. As the USPTO Patent
Application Filing Guide states "a patent ap-
plication is required to contain drawings if
drawings are necessary to understand the
subject matter", natural language per se
could be insufficient to arrive at a correct in-
terpretation of claim wording. In addition,
there are also cases where reference to the
specification is necessary to fully understand
the meaning of a claim. For instance, with
the phrase "a device comprising a controller
that has an analyzer, a processor, and a mem-
ory", it may be necessary to refer to the speci-
fication to determine whether the "processor"
and "memory" are part of the "device" or the
"controller".

For the current project, we have selected
source texts, the content of which was — at
least to the persons in charge of the selec-
tion — comprehensible on its own without
additional information. The selected source
texts contain ambiguous terms such as [X [
in Japanese, which can be interpreted as a
temporal concept (interval: period between
two times) or dimensional concept (interval:
space between two points). We allowed for
the inclusion of such terms only where it was
possible to ascertain the meaning of a term
from the context. For example, the aforemen-
tioned [X[#] is stated in the claim in which the
term appears to be a section of a road (a phys-
ical interval within a road) on which a vehicle
travels. So, it should be obvious that the term
does not mean a temporal concept.

Selecting a source text that does not require
additional information to interpret is also
beneficial from the perspective of evaluat-
ing the translation: A satisfactory evaluation
by either a human or non-human evaluator
should be possible without additional infor-
mation. This means that the respective eval-
uation abilities of a human evaluator and a
non-human evaluator can be put to compari-
son essentially on the basis of their abilities to
process natural language without additional
information.

Team ID Organization Country |J-E |E-J
UTSK25 University of Tsukuba |Japan 113
EHIME-U Ehime University Japan 1210
Commercial 1 | online service n/a 1|1
Commercial 2 | closed system n/a 1|1
Commercial 3 | free LLM model for MT |n/a 1|1

Table 2: List of participants and the number of submis-
sions for each direction. For the commercial systems,
the organizers collected the translations.

Taking the above factors into consideration,
we prepared 26 documents with 70 claims for
the Japanese—English direction and 30 documents
with 81 claims for the English—Japanese direction
as the test data.

5 Participants

Table 2 shows the list of participants and the num-
ber of submissions from each system. The orga-
nizers collected the translations of the commercial
systems. Whereas the UTSK25 conducted contin-
ual pretraining of an open-weight LLM on JaPara-
Pat, Ehime University performed prompt tuning
on a closed/proprietary LLM. For Commercial 1
we used a standard translation prompt. For Com-
mercial 3 we performed translation using the chat
template provided in its accompanying documen-
tation. Commercial 2 is a closed system.

We selected 1 submission for each translation
direction for all the systems except EHIME-U for
the human evaluation. For EHIME-U, we selected
2 submissions for Ja-En because they did not sub-
mit any result for En-Ja.

6 Automatic Evaluation

Automatic evaluation of MT has been stud-
ied for a long time, along with the evolution
of MT technologies. It faces new challenges,
such as very long and complex claim sentences
in our task. For the first attempt, we con-
ducted the automatic evaluation in a reference-free
manner using MetricX-24-Hybrid-XL? (Juraska
et al., 2024) and WMT23-CometKiwi-DA-XL*
(Rei et al., 2023) because the corresponding trans-
lations of the test set were not available, as men-
tioned above. We had two variants of automatic
evaluation: segment-level (claim-by-claim) and
document-level. The document-level evaluation

3ht’cps: //github.com/google-research/metricx
*https://github.com/Unbabel/COMET



System ja-en en-ja
y MetricX | CometKiwit MetricX |  CometKiwi 1
UTSK25 3761 41654 0.544 191020 3.623 L1474 0.641 19111
EHIME-U 1 2.882 £1614 0.560 4+0.134 n/a n/a
EHIME-U 2 2.978 +1.607 0.568 +0.131 n/a n/a
Commercial 1 2.792 +1.416 0.572 +0.133 2.916 +0.842 0.681 4+0.088
Commercial 2 3.879 +92.454 0.567 4+0.139 3.126 +1.031 0.676 4+0.093
Commercial 3 2.920 11107 0.573 £0.127 2.581 49780 0.707 +0.078
Table 3: Segment-level automatic evaluation results
Svstem ja-en en-ja
y MetricX | CometKiwi T MetricX |  CometKiwi 1
UTSK25 4.669 +1.439 0.313 +0.128 4.577 +1.605 0.489 40.118
EHIME-U 1 3.827 +1.392 0.308 +0.110 n/a n/a
EHIME-U 2 4.071 11613 0.305 +0.106 n/a n/a
Commercial 1 3.471 +1.003 0.279 40.123 3.435 +0.817 0.539 4+0.093
Commercial 2 5.303 +2.153 0.259 +0.139 4.022 +1.025 0.525 4+0.126
Commercial 3 3.568 +0.871 0.298 +0.127 3.183 +0.751 0.567 +0.098
Table 4: Document-level automatic evaluation results
considered the whole document as a single seg- System ja-en  en-ja
ment. UTSK25 63.04 79.29
Tables 3 and 4 show average segment- and ) )
document-level scores, respectively EHIME-U 1 8161 n/a
’ ' EHIME-U 2 86.07 n/a
7 Human Evaluation Commercial 1 87.68 70.00
Commercial 2 6696 60.71
Due to budget constraints, human evaluation was Commercial 3 67.50 54.11

conducted only on a subset of the test data. The
selection of evaluation files followed the same Di-
versity Sampling procedure used in the WMT25
General Machine Translation Shared Task(Kocmi
et al., 2025), resulting in 13 files per translation
direction.

Table 8 and 9 in Appendix A.2 shows the human
evaluation criteria we used. We made several mod-
ifications to Freitag’s metric (Freitag et al., 2021)
to better adapt it to the patent-translation domain.
We also referred to the MQM website® for the de-
scriptions and examples. Categories shown with
a gray background were deemed unnecessary for
patent translation and were therefore excluded.

8 Official Results

Table 5 shows the average socre of the human
evaluation. There was no system that achieved the
best accuracy in both translation directions. On

>https://themgm.org/the-mgm-full-typology/

Table 5: Average score of the human evaluation.

average, Commercial 1 exhibited the highest ac-
curacy.

Table 6 shows the correlation coefficients be-
tween human evaluation and each automatic eval-
uation measure. Surprisingly, none of the met-
rics showed substantial correlation with the human
evaluation. Several factors may account for this
outcome:

1. Both automatic evaluation methods used in
this study are reference-free, which may limit
their ability to accurately assess translation
quality.

2. These automatic evaluation methods may not
function effectively in the patent domain.

3. The human evaluations themselves may con-
tain inaccuracies (we discuss this in detail in



Measure ja-en  en-ja
MetricX (seg) -0.235 -0.121
MetricX (doc) -0.230 -0.023
CometKiwi (seg) 0.288 0.186
CometKiwi (doc) 0.029 -0.079

Table 6: Correlation coefficients between human eval-
uation and each automatic evaluation measure.

the Discussion section).

9 Discussion

Our analysis of the translation outputs and human
annotations revealed various issues on both the
translation side and the annotation side. In this
section, we discuss several of these problems.
The selected source texts contained several
phrases which could be interpreted or rendered in
more ways than one yet the correct meaning or
valid rendition of which could be derived from
the context. A few examples of such phrases
will be observed below along with annotations
they were marked with. In view of the follow-
ing examples, we shall focus on two issues that
are broadly applicable to translation in general
and more specifically to patent translation, namely
"use of generic or specific terms" and "differ-
ences in routines/legal restrictions between Coun-
tries/intellectual property (IP) offices".

9.1 Use of Generic or Specific Terms
Source: "HIELEHEEEA T O E S 176
fEX D /NI VIR /R L TV 2 X%
MENEXBE e LTHRAIL T
v i ORCOE B IR ORE OHE E W & . -
HTFC AR IEN R X & 1T L T S HiGE
fth ey D FEBIRFE 2 HEE L "

A technically correct translation should be
something along the lines of:

TR: Mees detects, as
a correction target section, a section in which
the confidence information continues to remain
below a preset threshold"

"the motion-state estimation unit
estimates the motion state of
the other vehicle traveling through the
correction target section”

Note that the discussion below focuses on the
term "[X 8", which can be rendered into a num-
ber of terms including "section", "interval", "seg-

ment", "portion" or the like as long as it is clear

that the term refers to a physical segment of a road,
not to a time interval. From the second phrase
above stating that the other vehicle travels through
this section, it should be obvious that the section
is not a time interval.

The following is a machine translation produced
by one of the six engines.

sys: Moo detect, as a correction-target
section, a section during which the reliability
information remains less than the predetermined
threshold"

"the motion state estimation unit is configured
to estimate the motion state of the other vehicle
traveling in the correction-target section”

Renditions of the underlined phrase by other en-
gines include:

* detects, as a correction-target section, a sec-
tion in which

* detect, as a correction target section, a period
during which

* detects the interval during which --- as a cor-
rection target interval

Both nouns "section" and "interval" on their
own could be either a physical or temporal con-
cept. In the above context, the preposition (plus
relative pronoun), i.e. "during (which)" or "in
(which)", is decisive in whether the preceding
noun will be interpreted as a physical or tempo-
ral concept. For the example above, it can be said
that while "during" is incorrect, "in" is ambiguous
(i.e. can be interpreted in more ways than one) yet
potentially correct (i.e. encompasses the correct
meaning). Choosing a specific term is preferable
if the concept including the term is unambiguous,
but if a concept is ambiguous, choosing a generic
term may increase the chance of the concept being
interpreted correctly.

Multiple human annotators, who must have
been exposed to the concept that the "section” is
a segment of a road on which a vehicle travels, did
not leave any annotation to the expression "a sec-
tion during which".

The following are a few examples of ambiguous
terms that are often used in patent-related docu-
ments.

o BEFEN 3 (hasamareru): The term means an
either physical or conceptual entity being lo-
cated, interposed, or held between two or
more other physical or conceptual entities. It



is often rendered as "sandwiched" but incor-
rectly in some contexts. A generic term sug-
gesting a location between two or more en-
tities, e.g. simply "between", may be more
suitable in some cases.

o (~T»H %) D ((dearu) ga): This is a highly
context-sensitive particle and could mean
"but", "and", "whereas", "yet", "thus", "in
this regard/respect”, etc. connecting the
phrases before and after it to some degree
and in some way. It is often rendered as
"but/however", but expressions such as "in
this regard/respect” may be a better option in
some contexts. Moreover, the term can often
be omitted entirely.

o XtR (taisho): One of the most ambiguous
yet convenient terms to refer to something
that the writer of a text wants to refer to.
"--- in question" should be one of the most
generic English equivalents, but it can make
the translation vague. In some cases, it may
be necessary to explicitly say what the writer
wants to refer to by converting the term into
a more specific concept.

See Appendix A.3 for more details.

9.2 Differences in Routines/Legal
Restrictions between Countries/IP offices

Source: - 7RI L THoT,

AP a—XK%,
V7T ¥ ELDET ZRETE.
DI VT Ty XFERETEZ0E0%H
ET 2 HETFE,
avFyVEREaryTF Y LTRET
LREETFBL.

- BUYSHEI % 2R X 1 5 FilfEFE,
ELTHREXE 5,

TR T L

A more or less literal/mirror translation would
be something along the lines of:

TR: A program ---, the program causing a
computer to function as

---a storage means that stores a clear deck -,
--a determination means that determines
whether one clear deck can be organized -,

---a specifying means that specifies, as specific
content, content that is -, and

--a control means that causes an acquisition
screen to be displayed ---.

The following is a machine translation provided
by one of the engines.

sys: A program --- causing a computer to: store
-+~ a clear deck ---; determine *-- whether at least
one clear deck -+ can be organized ---; identify
--+, as specific content, content that is -*-; and dis-
play ‘- an acquisition screen ‘.

The term "B (means)" is not reproduced
in this translation. From a technical point of
view, "causing a computer to function as a stor-
age means that stores information" is equivalent to
"causing a computer to store information". From
the perspective of patent prosecution, some patent
practitioners choose not to use the term "means"
or any equivalent thereof (unit, portion, etc.) to
avoid means-plus-function language (see, e.g., 35
U.S.C. 112(f)), a potential cause of rejection by a
US examiner. The presence of the term "means"
would probably not produce any benefit in patent
prosecution in other IP offices where an applica-
tion can be filed in English. Thus, since the use of
the term "means" does not seem to add any value
to this claim and may cause an issue in the US, it
may be better to omit the term.

If omission, or addition in some cases, of cer-
tain terms or concepts can improve the quality of
translation from the perspective of patent prosecu-
tion in the target country/region without distorting
the content of the source text more than allowed, it
should be considered an appropriate "adjustment".

The annotators marked the aforementioned
omission of "means" as an error, namely "omis-
sion; major". From the reasons explained above,
the omission may be beneficial. Although it may
be possible to mark the omission, it should not be
marked as a major error.

Other examples of appropriate adjustments are
as follows:

« Addition/omission: "FiH & § % (character-
ized)" is a good example of a term/concept
that may be added or omitted according to the
IP office the application is filed to.

* Inconsistency vs consistency: In Japan, trans-
lating a term into multiple equivalents is
generally regarded as careless inconsistency.
Outside Japan, in some cases, rendering a
term into multiple terms in the target lan-
guage can be beneficial. For instance, the ap-
plicant can let the examiner at some IP office
choose a most suitable term for them to allow
the claim.



9.3 Annotation Issues

As noted above, human annotations contained sig-
nificant issues. The following are examples of nu-
merous issues we found in the annotations, which
were provided by one of Japan’ s most well-known
patent translation companies.

Failure to detect errors
* "the first electronic device comprises a ther-
mostat" was translated as "RiiiCss 1 EF TN
A ZRPYP—FRAX Y N TDH 5 (the first elec-
tronic device is a thermostat)"

e "to the motion state estimation unit.,

wherein"

Failure to detect relatively minor error

* Inconsistency between "operate" and "travel"
as equivalents of "ZE{T". "A vehicle travel-
ing" in a segment of a road suggests any type
of vehicle running through that segment. "A
vehicle operating" in a segment of a road may
suggest a more specific type of vehicle (e.g.
truck) operating in that segment for a specific
purpose (e.g. moving goods).

Failure to detect relatively major error

* See above discussion on "section during
which".

* The source text states "characterized in that"
in one place; the translation strongly suggests
a different place for it.

Error detected by annotator is not an error

* Stating the subject matter of a claim twice,
i.e. at the beginning and end of the claim,
was marked as a major error. This is a com-
mon claim structure in Japanese patent appli-
cations.

Minor error detected should be relatively
major error

* "said first electronic device being adapted to
respond to user instructions by changing de-
vice state" was translated to mean "said first
electronic device being adapted change de-
vice state in response to user instructions
(ZOHE 1 DBEBTFHEEIZI—FHRIET
TEREBDREZZN S 5)". While the
Japanese translation was marked as "awk-
ward: minor" for some reason, the error is
obviously a major error significantly distort-
ing the meaning of the source text.

Major error detected should be relatively
minor error (or no error)

* "A sensor, comprising”" at the beginning of
the English claim was rendered as "\ N D
RELRMN S5+t >3 —: (A sensor com-
prising the following constituents:)" at the
beginning of the Japanese claim. Although
it is not a common claim structure in Japan, a
JPO examiner would probably accept it.

Human annotation may serve as training data
for developing automatic annotation technology.
Using erroneous annotations as training data will
have negative consequences. If the annotations
above, provided by a major translation company,
represent a typical quality of human annotation in
Japan, developing accurate automatic annotation
technology in this country may encounter difficul-
ties.

10 Conclusion and Future Perspective

This paper summarizes the first shared tasks of the
patent claims translation. This year, we had 2 par-
ticipants who submitted their translation results.
Based on the human evaluation results, no sys-
tem achieved consistently strong performance in
any translation direction. However, comparisons
with automatic evaluation results and analyses of
human annotations revealed various issues, as re-
ported in this paper.

In subsequent years, building on the insights
obtained here, we aim to define a framework for
more stable and higher-quality human evaluation,
as well as to use the human annotations as training
data to develop highly accurate automatic evalua-
tion methods for patent translation.
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A Appendix
A.1 Example of Development Data

Table 7 shows examples of development data.
Each document may contain one or more claims.
Each claim is basically composed of only one sen-
tence, but it may contain line breaks for readabil-

ity.

A.2 Human Evaluation Criteria

Table 8 and 9 shows the human evaluation criteria
we used.

A.3 Extensive Discussion

The discussion in the body text on the use of
generic or specific terms and differences in rou-
tines/legal restrictions between countries/IP of-
fices will be presented below with more details.
Note that some of the content below is a reproduc-
tion of Section 9.

Use of Generic or Specific Terms
Source: "HTFLEHEEEID T ORE S N
fE & D &/ NS WIREEAERE L T 2 X[ 2l
IEXRXE e LTRATL T
" HIELEBRBEHEE HRIE, AR IR X
g%iﬁbfm5ﬁﬁ@$ﬁ®ﬁﬁﬁ%%ﬁ
L

A technically correct translation should be some-
thing along the lines of:

TR: "--- detects, as a correction target section, a
section in which the confidence information con-
tinues to remain below a preset threshold" "the
motion-state estimation unit estimates the mo-
tion state of the other vehicle traveling through
the correction target section"

Note that the discussion below focuses on the
term "[X.fH", which can be rendered into a num-

ber of terms including "section", "interval", "seg-

ment", "portion" or the like as long as it is clear
that the term refers to a physical segment of a road,
not to a time interval. From the second phrase
above stating that the other vehicle travels through
this section, it should be obvious that the section
is not a time interval.

The following are the machine translations pro-
duced by the six engines.

sysl: "--- detect, as a correction-target section, a
section during which the reliability information
remains less than the predetermined threshold"
and "the motion state estimation unit is config-
ured to estimate the motion state of the other ve-
hicle traveling in the correction-target section"
sys2: "--- detects, as a correction-target section,
a section in which the state that the reliability in-
formation is less than the predetermined thresh-
old continues" and "the motion state estimation
unit is configured to estimate the motion state of
the other vehicle traveling in the correction-target
section”

sys3: "--- detect, as a correction target section, a
period during which reliability information - is
smaller than a predetermined threshold and such
a state continues longer than a predetermined
time" and "the motion state estimation unit esti-
mates the motion state of the other vehicles trav-
eling in the correction target section"



Japanese

[FRIET]

RVIZ—=FARYA—L (al) LEERRVA YT 32— (a2) ZRIGZVBTHRONE A VT3 — MERIGV L XY TV RY -2 8HT5
FAl (A, MRV A= (b 1), BEA (b2), ROHIEH (b3) 2EETHLA (B) 22543 PHEEY L X252 -k
MR BNT,

HEA (b 2) pEEES K>, HIEA (b3) BRFEKL 0~ 2 0 DRPIHERFEMBILKEERT 1O FaFs 73 L EEET 25E 4
W7 VBT LAFAYEER (FYTAABRR Y ZVEKZNAA IR) 7oA oo A5 WETH- T, EEA (b2) RUHIER (b
3) o, FH (A) LHELH (B) ORMEICBIZB40EHED (b2): 0. 1~1EE%. (b3):0. 001 ~10HB%TH2 %2k
WMErT2PEERYL X TSR b — R MR,

[GHRIE 2]

RVZ—FARV A= (al) bEERVAY ST A= (a2) ERIGEETHELNZA VST 2 - RO L XY TFLRY~—%2EHT 5
Iﬁ%m‘ﬁ6m£Uﬁ—w(bn\§%ﬂ(bD\&Uﬂ%ﬂ(bS)%ﬁﬁ?é@kﬂ(B)#6&6¥§%ﬁvv&ymix}v—%ﬁﬁ
MR BWT,

EEA (b 2) »EEEHD—K>, HIEH (b3) BRFEK]L 0~ 2 0 DEMHBERREMRIKERE LT 2O Faxs 7L F L EE2HT 554
W7 VR LAFAEER (M) IAFBRRYZVEAZNA IR) 7oA HEETH- T, EEH (b2) RUHlEH (b
3) o, £ (A) LAl (B) ORMEICBI2840&EED (b2): 0. 1~1H8&E%, (b3):0. 001 ~10HE%TH2 Ik &F
e 2PEEEYL XV T R b~ —ERIERSY,

English

1. An aftermarket vehicle communication device engageable to a vehicle for providing location information associated with the vehicle to a V2X data stream,
the device comprising:

a housing configured to be detachably engageable to the vehicle;

a GPS circuit disposable in communication with a GPS system to receive a GPS signal therefrom, the received GPS signal being representative of a location
of the vehicle when the housing is engaged to the vehicle; and

an antenna circuit coupled to the housing and in communication with the GPS circuit, the antenna circuit being configured to receive the GPS signal from the
GPS circuit and communicate the GPS signal to the V2X data stream;

a micro computing unit (MCU) coupled to the housing and in communication with the GPS circuit and the antenna circuit, the MCU being configured to
generate an alert signal communicable to the V2X data stream via the antenna circuit, the alert signal being receivable by autonomous vehicles via the V2X
data stream to facilitate assigning a prescribed margin of separation to the vehicle to which the housing is engaged;

the GPS circuit and the antenna circuit being configured to facilitate both the receipt of the GPS signal from the GPS system and communication of the GPS

signal to the V2X data stream independent of receiving information or data from the vehicle.

Table 7: Example of development data.

n

sysd: - reliability information --- is smaller
than a preset threshold value and the state contin-
ues for a longer time than a preset time" and "the
motion state estimation unit estimates a motion
state of the other vehicle traveling in the correc-
tion target section"

(Note: There was a significant omission in this
translation and the term "X " was not repro-
duced in the first clause.)

sysS: "--- detects the interval during which the
reliability information remains below the prede-
termined threshold as a correction target interval"
and "the motion state estimation unit estimates
the motion state of the other vehicle while it is
traveling through the correction target interval”
sys6: "--- detects, as a correction target section,
a section in which reliability information - is
smaller than a preset threshold value and the state
continues for longer than a preset time" and "the
motion state estimation unit estimates the motion
state of the other vehicle traveling in the correc-
tion target section"

Both nouns "section" and "interval" on their
own could be either a physical or temporal con-
cept. In the above context, the preposition (plus
relative pronoun), i.e. "during (which)" or "in
(which)", is decisive in whether the preceding
noun will be interpreted as a physical and/or tem-
poral concept. In this context, the preposition
"in" can be said to be a more generic preposi-
tion than "during". In other words, while "a sec-
tion/interval during which" represents a temporal
concept, "a section/interval in which" can repre-
sent both temporal and physical concepts. For the
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example above, it can be said that while "during"
is incorrect, "in" is ambiguous (i.e. can be inter-
preted in more ways than one) yet potentially cor-
rect (i.e. encompasses the correct meaning). Al-
though the latter clause " Hif ic ¥ B LK REHE & 5
W& - ATRCARIEN R X 2 EAT LT S AR
T o JEHIKEE % H#EF L (the motion-state esti-
mation unit estimates the motion state of the other
vehicle traveling through the correction target sec-
tion)" provides enough information to determine
if the "section" is a physical or temporal concept,
such a determination cannot be made solely from
the former phrase "HIFLIE B E D T ORE S
NTBRIME L D & /NZWIRRED AR L T 2 [XFH
PRIEMRXE E UTHRAI L T (- detects, as
a correction target section, a section in which the
confidence information continues to remain below
a preset threshold)".

From the above, it is conceivable that if a set
of information comprising one or more words is
ambiguous and remains ambiguous even with ref-
erence to other information that are processed to-
gether with said information, it is better for the en-
gine to choose one or more generic terms that keep
the interpretation of the information open-ended.
Moreover, if an engine is equipped with auto-
correct function, it is also conceivable that the en-
gine flags such ambiguous information while tem-
porarily providing a generic term to it, then after



processing other sections, refers back to it to ex-
amine if a more specific, context-suited term can
be provided.

Let us examine the present case from the per-
spective patent rights. Even if the preposition "in"
may render the first instance of "section" ambigu-
ous, the latter clause will clarify the meaning of
the term. Thus, an examiner, or a judge or oppo-
nent in a court case, will understand the meaning
of the term and there will be no clarity-related re-
jection (35 U.S.C. 112 (b)) or dispute due to the
ambiguity of the term. The meaning of a term
or concept in a claim is often interpreted in view
of the overall technical feature that is set forth by
the claim as a whole. Choosing a specific term is
preferable if the concept including the term is un-
ambiguous, but if a concept is ambiguous, choos-
ing a generic term may increase the chance of the
concept being interpreted correctly.

More than one human annotators, who were ex-
posed to the concept that the "section" is a segment
of a road on which a vehicle travels, did not leave
any annotation to the expression "a section during
which". The expression "as a correction target sec-
tion, a period during which" was marked with the
annotation "inconsistency: major”, but this prob-
ably refers to the inconsistency between "section"
and "period", not to the semantic/technical inaccu-
racy.

The following are just a few examples of am-
biguous terms that are often used in patent-related
documents.

e PiE N B (hasamareru): The term means
an either physical or conceptual entity be-
ing interposed or held between one or more
other physical or conceptual entities. A patty
held by a bun, an interval between the first
and second halves of a concert, Chomsky ~ s
thoughts between Marks * s and Fodor s, an
insulator between and in contact with or with
a gap to two layers, Jupiter in relation to Sat-
urn and Mars or even in relation to Uranus
and Earth, a river flowing between banks, or
any such concept can be described using £ %
#1%. The term is often translated as "sand-
wiched (between ---)", but obviously the ex-
pression can be misleading or incorrect in
some context. In a context in which the spe-
cific manner of interposition can be, or in-
tended to be, interpreted in more ways than
one, a specific term such as "sandwiched"
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should be avoided.

(Needless to say, however, that a specific
term such as "held (between)" should be cho-
sen if $EF 415 focuses on the concept of
an entity being physically held by other en-
tity/entities. Inappropriate ambiguity may
lead to abstract ideas, hence to clarity-related
issues in patent prosecution or litigations.)

(~TdH 3) D ((dearu) ga): This is a highly
context-sensitive particle and could mean
"but/however”, "and", "whereas", "yet",
"so/thus”, "in this regard/respect”, etc. con-
necting the phrases before and after it to some
degree and in some way. The particle is of-
ten used in office actions issued by the JPO
in the context of, for example: "Rk 112
F~PEEWMI T VRV, L 2 121
SLE XN T WS (Document 1 does not dis-
close ‘- but document 2 does)"; "k 1 1%
AAZELE L TV 2%, SCHR 2 12 BB %tk
LTED, Mi#EZHAGDE D ZLIZES
T® % (Document 1 discloses AA, whereas
document 2 discloses BB, and it would be
easy to combine the two)"; or "AJHIX CCA
LR L TWS A, #1113 CCB &Rtk
LTHED, k1L IZAEFERZHR LT
W 525 LW (The present application sets
forth CCA. In this regard, document 1 dis-
closes CCB and can be regarded as disclosing
an equivalent of the invention of the present
application)". Note that the generic concept
"in this regard" may replace "but" and "and"
in the first two example sentences. Moreover,
it may be possible to entirely omit "23" and
say "Document 1 does not disclose *--. Doc-
ument 2 does”, “Document 1 discloses AA;
document 2 discloses BB; it would be easy
to combine the two", and "The present appli-
cation sets forth CCA. Document 1 discloses
CCB and can be regarded as disclosing an
equivalent of the invention of the present ap-
plication."

YR (taisho): This is probably one of the
most ambiguous yet convenient terms to
refer to something that the writer of a text
wants to refer to. The term could mean
"target", "+ in question", "destination",
"--- to be", "subject", "object", etc. In this
research, an engine translated "fifi IE F R X



fil" as "correction target section". Although
the translation is not erroneous, a more
accurate and natural rendition would be
"a section to be corrected" or "a segment
subject to correction".

In some cases, it may be necessary to ex-
plicitly say what the writer wants to refer to
by converting the term into a more specific
concept. For instance, in an invention in
which a tune is differentiated from the tune
being analyzed and the analyzed tune is
referred to as XT5ZEH (literally, e.g. "the
tune in question"), it may be better to refer
to this tune as "the tune being analyzed".
This is the case where use of a generic
term does not work and it is better to use a
more specific term, which may involve some
additional/supplemental/complementary
concepts.

Differences in Routines/Legal Restrictions
between Countries/IP offices

Source: -+ BT L THo T,
aVVa—&%E,

V7T FELET SRLETFE.
DI VT Ty FEFRTEZ20E»%H
ET 2 HETFE,

Ay FYVEREaAY TV LTRETY
LREETFEL.

- BUSHE % 2R X 1 5 FilEFEL,
ELTHREXE 5,

A= S/ VNS

A more or less literal/mirror translation would
be something along the lines of:

A program -, the program causing a computer
to function as

---a storage means that stores a clear deck -,
-'a determination means that determines
whether one clear deck can be organized -,

---a specifying means that specifies, as specific
content, content that is -+, and

--a control means that causes an acquisition
screen to be displayed *--.

The following are the machine translations pro-
duced by the six engines.

sysl: A program - causing a computer to:
store -** a clear deck ‘--; determine ‘- whether
at least one clear deck ‘- can be organized -**;
identify---, as specific content, content that is -*-;
and display ‘- an acquisition screen .

sys2: A non-transitory computer-readable
medium storing instructions causing a
computer to: store ‘- a clear deck -*-; determine
.- whether one clear deck ‘- can be organized;
identify -+, as specific content, content -*-; and
cause an acquisition screen ‘- to be displayed
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sys3: A program -

causing a computer to function as:

a storage means for storing ‘- a clear deck;

a determination means for determining
whether a clear deck - can be organized;

a specifying means for specifying -+, as specific
contents, contents that are'--; and

a control means for displaying - an acquisition
screen “-.

sys4: Program ---, wherein a storage means
for storing a clear deck ‘- the computer *-; a
determination means for determining whether or
not one clear deck ‘- can be organized ‘-; and,
the control unit causes (the player) to function
as: a specifying unit that specifies content *** as
specific content; and a control unit that causes
-+ to display an acquisition screen *-.

sys5: A program ‘- (comprising:)

a computer configured to function as:

a memory means for associating (each quest)
with a cleared deck -*-;

a judgment means for determining ‘- whether
their owned content is sufficient to assemble ---;
a specification means for identifying ‘- the
content items - as specified content items; and
a control means for displaying - an acquisition
screen .

sys6: (Omission --) storing a clear deck ---;
determining whether or not a clear deck ‘- can
be organized ---; identifying, as specific content,
content that is ---; and causing an acquisition
screen ‘- to be displayed ---.

In Japanese patent-drafting routines, it is com-
mon to repeat the subject matter of a claim at the
end of the claim, as it can be seen in the above
text where the term "7’ 1 2 L (program)" ap-
pears at the beginning and the end of the claim. In
view of how applications are drafted in English-
speaking countries/regions, this repetition should
not be reproduced in an English translation. In this
regard, most of the engines seem to have managed
to adopt a relatively correct sentence construction
without such repetition.

Some engines (see Sys 1, Sys2, and Sys6) omit-
ted the term "Bt (means)" from the translation.
This omission may be evaluated from a techni-
cal point of view as well as from the perspective
of patent prosecution. From a technical point of
view, "causing a computer to function as a stor-
age means that stores information" is equivalent to
"causing a computer to store information". Both
expressions mean that a computer having a mem-
ory is caused to store information in the mem-
ory. From the perspective of patent prosecution,
some patent practitioners choose not to use the
term "means" or any equivalent thereof (unit, por-
tion, etc.) to avoid means-plus-function language
(see, e.g., 35 U.S.C. 112(f)). Means-plus-function
language may benefit the applicant under certain



conditions but may also narrow the scope of the
claim, especially in the US. In other countries and
regions where it is possible to file an application in
English, the omission of the term "means" would
probably not result in any disadvantage for the ap-
plicant. So, for the current case, since the use of
the term "means" does not seem to add any techni-
cal value to the claim, it may be better to omit the
term at least in terms US drafting routines. From
the above, it can be said that omission of certain
terms or concepts, which may be called an appro-
priate "adjustment”, may enhance the quality of
translation from the perspective of patent prose-
cution. Similar adjustments can often be seen in
more general writing. For example, a meaning-
ful translation of the phrase "I am all ears" will be
distant from a literal/mirror translation. Transition
of a phrase from one sprachbund to another may
require an appropriate adjustment. The value of
a patent application is bound to the routines and
legal restrictions exiting in the country/region in
which the application is filed. When evaluating the
quality of patent translation, the value of an appro-
priate adjustment should be taken into account in
view of the routines and legal restrictions in the
country/region to which the translation is destined
to.

The annotators marked the aforementioned
omission of "means" as an error in the form of
"omission; major". From the reasons explained
above, the omission may be beneficial, and al-
though it may be possible to mark the omission
as an error, the error should not be marked as "ma-
jor".

Other examples of appropriate adjustments are
as follows:

* Addition/omission: H#f# (characteristic fea-
ture) is a good example of a term that may
be added or omitted according to the IP office
the application is filed to. The term means the
characteristics of an invention that make the
invention novel and inventive over prior art.
Some IP offices may request that the charac-
terizing potion (e.g. novel engine) of a claim
be distinguished from the part of the claim
adopting prior-art (e.g. any automobile) by
using the term "

* Inconsistency vs consistency: As a general
rule, a term used in a claim should be used
consistently throughout the claim and in its
dependent claims. In Japanese practice, a

13

term that is used in the specification (e.g. &
% (e.g. audio)) and that corresponds to the
term in the claim (e.g. 18+ (sound signal))
is often also used consistently throughout the
specification. Translating %% into two or
more terms (audio, acoustic, voice, etc.) may
be considered careless inconsistency. How-
ever, &2 encompasses a wide range of con-
cepts and different examiners in certain IP of-
fices may have different word choice prefer-
ences. Translating &% into different equiv-
alents and amending the claim according to
the examiner ’ s preferred word choice may
render the prosecution smoother.



Top Category

Mid Category

Sub Category

Description

Example

Accuracy

Addition

Omission

Untranslated
text
Mistranslation

(Mistranslation)
(Mistranslation)

(Mistranslation)

(Mistranslation)

(Mistranslation)

Numerals /
Symbols
Article

Incorrect
pendency

Unknown de-

pendency

Ambiguity

Translation includes infor-
mation that is not present in
the source and that is not
supposed to be included.
Translation is missing con-
tent from the source and the
omission is inappropriate.
Source text has been left
untranslated.

Translaiton does not accu-
rately represent the source.

Translation errors related to
numerals and symbols.
Incorrect use of articles

The adjective phrase or par-
allel structure has an in-
correct dependency (please
point out the correct depen-
dency)

The dependency structure
of the source is not main-
tained.

The translation is more am-
biguous than the source text
(e.g. the source text can
be interpreted in two ways,
whereas the translation can
be interpreted in three or
more ways).

A translation includes portions of another
translation that were inadvertently pasted
into the document.

A paragraph present in the source is missing
in the translation.

A sentence in a Japanese document trans-
lated into English is left in Japanese.

A source text states that a medicine should
not be administered in doses greater than
200 mg, but the translation states that it
should be administered in doses greater
than 200 mg (i.e., negation has been omit-
ted).

3000 is translated as 30000

A translation uses "a" for the item which ap-
pears for the second time.

A of B, and C is translated as A of B and C
(the dependency of C is incorrect)

said drive link being formed of one integral
metallic piece = BXEj ) > 7 12BWT, —
KRIED BB 557D

Fluency

Punctuation

Spelling
Grammar

Register

Inconsistency

Character
coding

en-

Incorrect punctuation (for
locale or style, including
improper sentence division,
since patent claims must be
written in one sentence).

Incorrect spelling or capi-
talization.

Problems with grammar,
other than orthography.
Wrong grammatical regis-
ter (eg, inappropriately in-
formal pronouns).

Internal inconsistency (not
related to terminology)

Characters are garbled due
to incorrect encoding.

1) An English text uses a semicolon where
a comma should be used. 2) A two-digit
year reference begins with an open single
quote instead of a close single quote (apos-
trophe). 3) A Greek text uses a question
mark instead of the anticipated semicolon
to express a question. 4) German quota-
tion marks are carried over into English or
French target content.

The German word Zustellung is spelled
Zustetlugn.

An English text reads “The man was seeing
the his wife.

A formal letter uses contractions, collo-
quialisms, and expressions characteristic of
spoken rather than written language, and
those elements come across as less serious
than intended.

1) One part of a text is written in a clear,
“terse” style, while other sections are writ-
ten in a more wordy style. 2) The same
text recurs at several points in a large docu-
ment that has been divided up and submit-
ted to multiple translators, with the result
that that text is translated in three different
ways, which can involve different style as
well as terminology or register differences.
A text document in UTF-8 encoding is
opened as ISO Latin-1, resulting in all “up-
per ASCII” characters being garbled.

Table 8:

Human Evaluation Criteria.
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Top Category |Mid Category |Sub Category |Description Example
Terminology  |Inappropriate Terminology is  non-|The word ’river’ in an English source text is
for context standard or does not fit|translated into French as ’riviere’ . But the
context. river in question flows into the sea, not into
a lake or another river, so the correct French
translation should have been ’ fleuve’.
Inconsistent Terminology is used incon- | The text refers to a component as the "brake
use sistently. release lever’, ’brake disengagement lever’
, “manual brake release’, and *manual dis-
engagement release’.
Style Awkward Translation has stylistic| A text is written with many embedded

Other

problems.

Any other issue.

clauses and an excessively wordy style.
While the intended meaning can be under-
stood, and the text is grammatically correct,
the text is very awkward and difficult to fol-
low. “ However, a personal language vari-
ety (in such approaches called “idiolect )
usually is internally heterogeneous (it varies
in particular according to different situa-
tions and/or media) and therefore not suit-
able to serve as the smallest unit of linguis-
tic variation, whereby in contrast, idiolects
according to the framework developed in
this document, are homogeneous by defini-
tion, whereas personal varieties are sets of
idiolects. ”

Source error

An error in the source.

Non-translation

Impossible to reliably char-
acterize distinct errors.

Table 9: Human Evaluation Criteria (contd.).
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