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Abstract

This study addresses the Shared Task on
Patient-Centric Multilingual Question Answer-
ing, which focuses on generating summaries
and patient-oriented answers from multi-turn
medical dialogues related to Head and Neck
Cancer and Cystic Fibrosis across ten lan-
guages. The Qwen3-1.7B model is fine-tuned
using QLoRA for three tasks—Summarization,
Question Answering, and Information Extrac-
tion—while updating only approximately 1.6%
of parameters through task-specific adapter
layers. The resulting system demonstrates
strong semantic fidelity, as evidenced by high
BERTScore and COMET scores, particularly
for Kannada, English, Telugu, and Tamil, with
comparatively lower performance in Assamese,
Bangla, Gujarati, and Marathi. The modular
fine-tuning design enables efficient task adapta-
tion while satisfying the constraints on model
size and computational resources.

1 Introduction

In recent years, patient-centric natural language
processing (NLP) has gained increasing attention
for its potential to improve access to medical infor-
mation and empower patients in clinical decision-
making (Jerfy et al., 2024; Takale, 2024; Zhou et al.,
2024; Rojas-Carabali et al., 2024). Multi-turn med-
ical dialogues, especially for complex conditions
such as Head and Neck Cancer and Cystic Fibrosis,
are often difficult for non-experts to interpret, creat-
ing a need for automated systems that can generate
summaries and answer patient-oriented questions.
Recent advances in large language models (Singhal
et al., 2023; Maity and Saikia, 2025; Meng et al.,
2024) provide a robust foundation to address these
challenges, offering multilingual and long-context
capabilities suitable for summarization, question
answering, and information extraction. The Qwen
family of models exemplifies this evolution: Qwen
1 (Bai et al., 2023) introduced the transformer de-
coder architecture with causal language modeling,
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while Qwen 2 (Yang et al., 2024a) expanded scale
(0.5-72 B parameters), adopted Mixture-of-Experts
designs for efficiency, and demonstrated strong
multilingual proficiency with extended context sup-
port of up to 128 K tokens, making it particularly
effective for complex patient-centric healthcare di-
alogues.

The next generation, Qwen 2.5 (Yang et al.,
2024b), refined the architecture and training
pipeline to push performance boundaries even fur-
ther. Trained on an expanded corpus of over 18
trillion tokens and enhanced through multistage
post-training with more than one million super-
vised samples, Qwen 2.5 achieved gains in rea-
soning, factual grounding, and multilingual under-
standing. The Qwen3-1.7B (Yang et al., 2025)
model is a causal language model, designed pri-
marily for generative language tasks such as text
completion, summarization, question answering,
and dialogue generation. As a causal model, it
predicts the next token in a sequence based on all
previous tokens, making it particularly effective for
autoregressive text generation and understanding
long-form context. The model has undergone both
pretraining and post-training stages to enhance its
linguistic and reasoning capabilities.

The Shared Task on Patient-Centric Question
Answering focuses on multilingual health dialogue
understanding, summarization, and question an-
swering. The dataset, released as part of the
NLP4Health initiative, consists of validated dia-
logues between patients and healthcare profession-
als across multiple Indian languages where each
dialogue is accompanied by a structured summary
and multiple patient-centric question—answer pairs.
The aim is to develop models with fewer than 3
billion parameters capable of generating concise
summaries of multi-turn medical dialogues and
answering patient-oriented questions. The multi-
lingual dataset is partitioned by task and each sub-
set is used to fine-tune a separate Qwen3-1.7B in-
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stance via QLoRA (Dettmers et al., 2023), enabling
parameter-efficient adaptation with only 1.6% train-
able parameters. The resulting task-specific LoRA
(Hu et al., 2022) adapters form a modular system
that supports scalable extension to additional do-
mains. System performance is evaluated using auto-
matic metrics such as ROUGE (Lin, 2004), BLEU
(Papineni et al., 2002), BERTScore (Zhang* et al.,
2020) for summarization, and Exact Match and F1
score for question answering, complemented by
human expert evaluation for medical correctness
and clinical usefulness. Our results show strong se-
mantic fidelity across tasks, with consistently high
BERTScore and COMET (Rei et al., 2020) values,
although lexical overlap remains moderate. Per-
formance varies by language, with notably better
results in Kannada, English, Telugu, and Tamil, and
lower performance for Assamese, Bangla, Gujarati,
and Marathi.

2 Proposed Approach

The objective of this work is to employ a language
model capable of performing multilingual summa-
rization, information extraction, and question an-
swering. Considering the high computational and
data requirements associated with training a large
model from scratch, we opted to fine-tune an exist-
ing pretrained model using the task-specific dataset
provided for this study. To ensure the suitability
of the base model, several selection criteria were
established in accordance with the shared task re-
quirements :

1. Contain fewer than 3 billion parameters, en-
suring computational efficiency and compati-
bility with limited hardware resources.

Exhibit multilingual capabilities, allowing ef-
fective processing and understanding of con-
tent across multiple languages.

Demonstrate strong reasoning and comprehen-
sion abilities, enabling robust performance on
complex linguistic and contextual tasks.

Support a context window of at least 32k to-
kens, facilitating the handling of long docu-
ments and maintaining coherence across ex-
tended text sequences.

Achieve competitive performance on standard
language understanding benchmarks, reflect-
ing its generalization and robustness.
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After a comprehensive evaluation of available
open-source models under these constraints, we
identified Qwen3-1.7B (Yang et al., 2025) as the
most suitable base model for our purpose. It strikes
an effective balance between model size, multilin-
gual coverage, contextual reasoning, and computa-
tional efficiency, making it an ideal choice. With
1.7 billion parameters, the model achieves a bal-
ance between performance and efficiency, making
it suitable for resource-constrained environments
while maintaining strong generalization abilities.
It comprises of 28 transformer layers, enabling
it to capture deep hierarchical representations of
text. The attention mechanism is configured with
16 query heads and 8 key-value heads, allowing
the model to process complex contextual relation-
ships across tokens efficiently. A notable feature
of Qwen3-1.7B is its extended context length of
32,768 tokens, which allows it to process and rea-
son over long documents without losing coherence.
This extended context window makes it particularly
suitable for tasks such as document summarization,
information extraction, and long-form question an-
swering.

2.1 System Architecture
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Figure 1: Training—inference pipeline for QLoRA.

As illustrated in Figure 1, the architecture com-
prises three main stages: 1) data preprocess-
ing, 2) task-specific fine-tuning, and 3)deploy-
ment/inference. The process begins preprocessing
the multilingual training corpus which is divided
into three subsets corresponding to the target tasks:
Summarization, Question Answering, and Informa-
tion Extraction. Each subset is used to fine-tune
a separate instance of the Qwen3-1.7B model us-
ing Supervised Fine-Tuning (SFT) with QLoRA.
This design allows the system to learn task-specific
representations while maintaining the efficiency



Table 1: Example dialogues which are incorrect

Language  Dialogue ID Dialogue text
Assamese scenario_10_984a19c41d17469c I can create this long 60+ turn Assamese dialogue in JSONL, but it’s best
b941bc9904c637a1_IDX_05_2 done in batches to keep it natural and accurate. Would you like me to start
with Batch 1 (20 lines) now and then continue in subsequent messages?
Telugu scenario_15_e39e255060f347e3 Yes

80994a0a33f6015d_IDX_04_0

of parameter-efficient fine-tuning. The QLoRA
adapters are injected into the attention and MLP
layers so that only a small fraction ( ~ 1.6% ) of
the total parameters are trainable. The fine-tuning
phase produces three independent LoRA check-
points—one for each task—which are subsequently
used for inference on the shared-task test datasets.
This modular setup facilitates easy extension to new
domains by re-training only the relevant adapter
weights rather than the full model.

2.2 Dataset Setup and Preprocessing

It was observed that a small portion of the training
corpus contained non-conversational or incomplete
dialogue structures as shown in Table 1. To im-
prove data consistency, we applied a single-stage
filtering criterion based on the number of speaker
turns. Specifically, dialogues containing fewer than
four occurrences of the token “speaker” were ex-
cluded, as such samples did not represent mean-
ingful multi-turn exchanges. This preprocessing
step effectively removed noisy or improperly for-
matted instances while preserving the linguistic
diversity of the corpus. Table 2 summarizes the
dataset statistics before and after preprocessing for
all three tasks—Summarization, Question Answer-
ing, and Information Extraction—across ten Indic
languages. Overall, the filtering step reduced the
dataset size by approximately 12% for summariza-
tion, 8.6% for QA, and 10% for information ex-
traction, resulting in 45,885, 11,463, and 25,967
high-quality samples respectively.

For the Question Answering (QnA) task, each
training instance was derived from the correspond-
ing dialogue and QnA files provided in the shared
dataset. The original QnA files contained multi-
ple question—answer pairs associated with a single
dialogue. Instead of treating all questions and an-
swers together as a single training sample, we de-
composed each dialogue into multiple independent
training examples—each consisting of the dialogue
context, one question, and its corresponding an-
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swer. This restructuring allowed the model to learn
fine-grained contextual alignment between individ-
ual questions and relevant dialogue segments. Af-
ter this transformation, the QnA dataset expanded
to over 164,000 training samples, substantially in-
creasing the number of supervised examples avail-
able for fine-tuning.

2.3 Supervised Finetuning using QLoRA

To adapt the pretrained Qwen3-1.7B model to
the requirements of the shared task, we em-
ployed QLoRA (Quantized Low-Rank Adaptation)
(Dettmers et al., 2023) for fine-tuning. QLoRA is a
parameter-efficient fine-tuning (PEFT) technique
that builds upon the LoRA (Low-Rank Adapta-
tion) (Hu et al., 2022) framework, which avoids
full model retraining by freezing the pretrained
weights and introducing a small number of train-
able low-rank matrices within selected layers of
the model. In the present work, the LoRA adapters
were applied to both the attention and feed-forward
(MLP) components of the transformer architecture.
Specifically, the fine-tuning was performed on the
following projection layers: g_proj, k_proj, v_proj,
o_proj, gate_proj, up_proj, and down_proj. The
chosen LoRA hyperparameters were as follows:
rank = 16, lora_alpha = 32, and lora_dropout =
0.1. These settings were selected to provide a
balance between adaptation flexibility and regu-
larization, ensuring stable convergence during fine-
tuning while minimizing overfitting.

The base model comprises an embedding dimen-
sion of 2048 and 28 transformer layers, resulting
in a total of 1,749,017,600 parameters. Through
QLoRA, only a small subset of parameters was
made trainable—specifically 28,442,624 parame-
ters, which accounts for approximately 1.63% of
the total model parameters. This configuration
allowed fine-tuning without significant computa-
tional overhead, while maintaining the expressive
capacity of the model. The use of QLoRA thus
enabled the model to adapt to task-specific data


scenario_10_984a19c41d17469cb941bc9904c637a1_IDX_05_2
scenario_10_984a19c41d17469cb941bc9904c637a1_IDX_05_2
scenario_15_e39e255060f347e380994a0a33f6015d_IDX_04_0
scenario_15_e39e255060f347e380994a0a33f6015d_IDX_04_0

Table 2: Dataset sizes before/after preprocessing.

Language Summarization QnA Information Extraction
# Samples |# After Preproc.|# Samples |# After Preproc. | # Samples|# After Preproc.
Assamese | 2,200 1,900 17 13 755 646
Bangla 6,153 6,037 423 418 2,503 2,461
Dogri 2,526 2,376 129 120 129 120
English 7,106 6,954 5,808 5,664 5,808 5,664
Gujarati 6,169 4,517 417 319 3,484 2,714
Hindi 6,204 6,181 1,093 1,092 5,024 5,014
Kannada | 6,629 3,807 958 501 2,774 1,459
Marathi 3,624 3,547 743 726 2,390 2,343
Tamil 5,155 4,802 755 674 2,246 2,147
Telugu 6,629 5,764 2,196 1,936 3,759 3,399
Total 52,395 45,885 12,539 11,463 28,872 25,967

while remaining resource-efficient and scalable for
multilingual applications.

3 Experimental Results

We evaluated the results on test set for three sub-
tasks: Question Answering (QnA), Summariza-
tion, and Information Extraction (IE). The evalua-
tion metrics are F1, Exact Match, ROUGE-1/2/L,
BERTScore, and COMET Score, presented in Ta-
bles 3, 4, and 5 (Appendices A.1,A.2 and A.3). Ex-
emplary outputs obtained using the models along
with ground truth are available here'.

In the QnA evaluations, the model achieved
higher BERTScore and COMET scores for Kan-
nada, English, Telugu, and Tamil, indicating strong
performance in these languages. In contrast, the
performance for Assamese, Bangla, Gujarati, and
Marathi was considerably lower. This trend was
consistent across the remaining evaluation metrics
as well.

In Summarization Task, summaries are semanti-
cally aligned with the reference texts, as reflected
by high BERTScore and COMET values. While
the lexical overlap, measured by ROUGE-L F1,
remains moderate, the COMET scores (0.6-0.7) in-
dicate that the generated summaries maintain good
semantic fidelity. Similarly, BERTScore F1 values
of approximately 0.8 across languages suggest that
the summaries are informative and meaningfully
capture the core content.

In Information Extraction Task, the model
achieves BERTScore F1 values above 0.85 for
all languages, indicating strong semantic corre-

"https://huggingface.co/datasets/vinaybabu/NLPShared Task-

QnA-Before-After-Finetuning

spondence between the predicted and reference
outputs. The results show a consistent pattern of
strong semantic adequacy but modest lexical over-
lap: BERTScore/COMET are comparatively high
across tasks, whereas ROUGE lag—indicative of
paraphrastic correctness and formatting sensitiv-
ity in multilingual, free-form outputs. The widest
dispersion appears in QnA, suggesting room for
language-aware adaptation (e.g., tokenizer merges,
transliteration normalization, in-language augmen-
tation) to narrow gaps for lower-resource lan-
guages.

4 Conclusion

This work presents a parameter-efficient approach
for multilingual patient-centric dialogue under-
standing, summarization, and question answer-
ing using the Qwen3-1.7B model. By employ-
ing QLoRA for task-specific fine-tuning, only a
small fraction of model parameters ( 1.6%) were
updated, enabling efficient adaptation under com-
putational constraints. Experimental results demon-
strate strong semantic fidelity as reflected by high
BERTScore and COMET values, particularly for
Kannada, English, Telugu, and Tamil, while high-
lighting performance gaps in lower-resource lan-
guages. The modular design of task-specific LORA
adapters allows for scalable extension to new do-
mains without retraining the full model. Overall,
this approach provides an effective and resource-
efficient framework for multilingual patient-centric
NLP, supporting accurate and informative dialogue
summarization and question answering.



5 Limitations

The Qwen3-1.7B model appears to have a stronger
representation for Kannada, Tamil, Telugu, Hindi
and English during pretraining relative to As-
samese, Bangla, Gujarati, and Marathi. This imbal-
ance likely contributes to the lower performance
observed in the latter set of languages, particu-
larly in the QnA task. We observed specific fail-
ure modes—repetitions, copying of question text,
and irrelevant expansions particularly in Assamese,
Marathi, Bangla, and Gujarati for the QnA task,
with representative error cases provided in the ac-
companying footnote”. Also, we provide links
to the fine-tuned models for Summarization, QnA,
and Information Extraction, all publicly released
on Hugging Face. Our fine-tuning data is also lim-
ited to provided training data which is not enough
for language understanding.

Metrics such as SummaC (Laban et al., 2022)
and QAFactEval (Fabbri et al., 2022), which rely
on ground truth outputs, could not be computed
due to the lack of ground truth data for Question
Answering (QnA), Summarization, and Informa-
tion Extraction (IE) tasks within the test set. Future
work includes integrating large-scale Indic corpora
during fine-tuning to improve language understand-
ing, and exploring advanced alignment methods
such as Reinforcement Learning from Human Feed-
back(RLHF) to further refine output quality and
reduce errors.
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A Evaluation Metrics

A.1 Question Answering

Table 3: QA metrics by language (higher is better).

Language| F1 |Exact Match ROUGE-1 ROUGE-2 ROUGE-L BERTScore COMET

Prec.| Rec. | F1 |Prec.| Rec. | F1 |Prec.| Rec. | F1 |Prec.| Rec.| F1 Score
Marathi |0.284 0.000 0.001 {0.001 {0.001|0.000 |{0.000|0.000|0.001|0.001|0.001|{0.508]0.503|0.505| 0.278
Kannada |0.492 0.000 0.012/0.010{0.011]0.000 |{0.000|0.000|0.012|0.010|0.011|{0.855]0.835|0.845| 0.475
Gujarati | 0.364 0.000 0.00310.003{0.003|0.002 {0.002]0.002 |0.003|0.003|0.003|0.4080.403|0.405| 0.358
English 0.623 0.000 0.32910.390{0.343|0.064 [ 0.076 | 0.067 | 0.194 | 0.229] 0.202 | 0.857 | 0.857 | 0.857 | 0.703
Telugu 0.656 0.000 0.084 |0.058 | 0.064 | 0.009 [ 0.005|0.006 | 0.084 | 0.058 | 0.064 | 0.853]0.837|0.845| 0.507
Tamil 0.514 0.000 0.005 |0.004 | 0.004 | 0.000 { 0.000|0.000 | 0.005 | 0.004 | 0.004 { 0.847]0.830|0.838 | 0.529
Bangla 0.203 0.000 0.001 {0.000{0.001|0.000 |{0.000|0.000|0.001{0.000|0.001{0.217]0.213|0.215| 0.285
Hindi 0.462 0.000 0.007 |0.007 {0.007 | 0.000 | 0.000 | 0.000 | 0.007 | 0.007 | 0.007 | 0.656|0.651 | 0.653 | 0.370
Assamese | 0.124 0.000 0.000 | 0.000 | 0.000|0.000 [ 0.000|0.000 | 0.000 | 0.000|0.000{0.309]0.303|0.306| 0.302
A.2 Summarization

Table 4: Summarization metrics by language (higher is better).

Language| F1 |Exact Match ROUGE-1 ROUGE-2 ROUGE-L BERTScore COMET

Prec.| Rec. | F1 |Prec.| Rec. | F1 |Prec.| Rec. | F1 |Prec.| Rec. | F1 Score
Marathi |0.562 0.000 0.4910.343|0.357|0.110{0.075]0.07910.227 | 0.171]0.162 {0.795|0.782 | 0.788 | 0.640
Kannada | 0.622 0.000 0.55710.285]0.35410.120 {0.060|0.076 |0.260 | 0.127 | 0.158 { 0.783 | 0.785|0.783 | 0.661
Gujarati |0.322 0.000 0.54610.269{0.320]0.132{0.062|0.074 |0.273 | 0.124|0.145(0.769|0.785 | 0.776 | 0.624
English 0.239 0.000 0.446|0.414|0.356|0.116{0.1040.092|0.192|0.200|0.152{0.819]0.812|0.815| 0.707
Telugu 0.355 0.000 0.45410.231(0.264|0.103 {0.051]0.05710.233{0.111]0.123{0.681|0.710|0.694| 0.575
Tamil 0.416 0.000 0.52310.2240.283]0.119(0.050|0.0630.271|0.107|0.137(0.710]0.771 | 0.738 | 0.590
Bangla 0.277 0.000 0.46210.27610.300|0.101 [ 0.061 | 0.066 | 0.224 | 0.141|0.141 {0.778 |1 0.781 | 0.778 | 0.638
Hindi 0.412 0.000 0.53910.310(0.373]0.118 | 0.066 | 0.081 | 0.234 | 0.134|0.158 { 0.806 | 0.802 | 0.803 | 0.701
Assamese | 0.451 0.000 0.51410.308 {0.357|0.115(0.068 |10.07910.242 | 0.139|0.160 | 0.77410.795 | 0.783 | 0.639
A.3 Information Extraction

Table 5: Information Extraction metrics by language (higher is better).

Language| F1 |Exact Match ROUGE-1 ROUGE-2 ROUGE-L BERTScore COMET

Prec.| Rec. | F1 |Prec.| Rec. | F1 |Prec.| Rec. | F1 |Prec.| Rec.| F1 Score
Marathi |0.180 0.002 0.010(0.006 {0.007|0.003 {0.001|0.001 |0.009 | 0.006|0.006 {0.931]0.899|0.914| 0.519
Kannada [0.279 0.041 0.14510.096 {0.103]0.036 {0.014]0.018 |0.138 | 0.092|0.098 | 0.856|0.851 |0.852| 0.546
Gujarati |0.190 0.014 0.030(0.026 | 0.025]0.004 { 0.003|0.003 |0.028 | 0.025]0.024 {0.908 | 0.8790.892 | 0.525
English 0.258 0.039 0.130/0.088 | 0.096|0.046 {0.028 | 0.030 | 0.120 | 0.083 | 0.090 | 0.886 | 0.867 | 0.876 | 0.535
Telugu 0.212 0.024 0.061|0.047{0.048|0.008 [ 0.004|0.004 | 0.058 | 0.045]0.046 [ 0.881|0.865|0.871| 0.534
Tamil 0.196 0.010 0.04910.024 {0.028 1 0.022 [ 0.005|0.007 | 0.047 | 0.023 | 0.027 {0.903 | 0.880 | 0.890| 0.529
Bangla 0.173 0.001 0.005{0.002 {0.003]0.001 {0.000|0.000 |0.004 | 0.002|0.003{0.935|0.895|0.913| 0.516
Hindi 0.252 0.033 0.12210.078 {0.084|0.037(0.015]|0.017|0.113]0.073|0.078 | 0.868 | 0.854 | 0.860| 0.531
Assamese | 0.213 0.019 0.04710.036|0.037]0.008 | 0.006 | 0.006 | 0.044 | 0.034 | 0.035{0.906 | 0.884|0.894 | 0.531
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