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Abstract

Large Vision-Language Models (VLMs) ex-
cel at understanding and generating video de-
scriptions but their high memory, computa-
tion, and deployment demands hinder practi-
cal use particularly for blind and low-vision
(BLV) users who depend on detailed, context-
aware descriptions. To study the effect of
model size on accessibility-focused descrip-
tion quality, we evaluate SmolVLM2 variants
with 500M and 2.2B parameters across two
diverse datasets: AVCaps (outdoor), and Cha-
rades (indoor). In this work, we introduce two
novel evaluation frameworks specifically de-
signed for BLV accessibility assessment: the
Multi-Context BLV Framework evaluating spa-
tial orientation, social interaction, action events,
and ambience contexts; and the Navigational
Assistance Framework focusing on mobility-
critical information. Additionally, we conduct
a systematic evaluation of four different prompt
design strategies and deploy both models on a
smartphone, evaluating FP32 and INT8 preci-
sion variants to assess real-world performance
constraints on resource-limited mobile devices.

1 Introduction

Large multimodal vision-language models (VLMs),
such as GPT and LLaVA series by OpenAI and
Microsoft (Liu et al., 2023; OpenAI, 2023), have
shown impressive capabilities in understanding and
generating detailed descriptions of visual content.
While these large models can produce high qual-
ity audio descriptions that align with professional
standards, their practical application is restricted

by their high computational requirements, depen-
dence on cloud infrastructure, which requires high
internet bandwidth making them unsuitable for
deployment on everyday devices such as mobile
phones or tablets. This renders them impractical
for BLV users from experiencing real time, private,
on-device accessibility.

Our research investigates if significantly smaller
models, which can operate on resource-limited
devices, can generate video descriptions that are
comparable in quality to those produced by large,
resource-heavy ones. In real world settings, BLV
users require on device solutions capable of provid-
ing timely and detailed descriptions without relying
on remote servers or continuous internet connec-
tivity. A lightweight model integrated into a smart-
phone application could locally process live or pre-
recorded video, enabling synchronized and context-
aware audio feedback such as scene changes, object
appearances, and actions delivered directly through
headphones.

Small vision-language models are emerging as a
promising approach to overcome the drawbacks of
larger models while still delivering competitive per-
formance on specific tasks. These compact models,
usually with fewer than 2 billion parameters, ca-
pable of operating effectively on consumer-grade
hardware, enabling on-device implementation and
real-time processing. SmolVLM2-500M-Video-
Instruct (Allal et al., 2024) and SmolVLM2-2.2B-
Video-Instruct (Marafioti et al., 2024) are notable
developments in this area, tailored for video under-
standing tasks.
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Furthermore, human annotations (HA) and con-
textual information are integrated to enhance model
understanding providing comprehensive guidance
for accessibility-focused video description genera-
tion. However, they frequently fall short for BLV
users who need precise, contextually relevant, and
in-depth information. To address these limitations,
professional audio-description (AD) guidelines de-
veloped by organizations such as Netflix, Ofcom,
Media Access Canada, and the Described and Cap-
tioned Media Program (Li et al., 2025) provide
structured frameworks that ensure consistency in
character identification, scene description, and nar-
rative flow comprehension. As illustrated in Fig-
ure 1, SmolVLM2-500M-Video-Instruct generates
increasingly detailed and accessibility-focused de-
scriptions when enhanced with human annotations
(HA) and professional AD guidelines.

To validate practical deployment viability, we
conducted real-world testing on a mobile device,
evaluating both SmolVLM2 variants in FP32 and
INT8 precision formats.This on-device deployment
approach demonstrates that professional-quality
video descriptions can be generated locally on
consumer devices without cloud connectivity,
establishing feasibility for democratizing video
accessibility for BLV users.

Key Contributions:
(1)We evaluated SmolVLM2 variants across two

different environmental contexts, revealing smaller
models often outperform larger variants in specific
accessibility scenarios.

(2)We implement four progressive prompting
strategies to investigate how instruction complexity
affects model performance for BLV users.

(3)We introduce two specialized evaluation
frameworks, the Multi-Context Evaluation Frame-
work and Navigation Assistance Framework that
address critical gaps in existing evaluation method-
ologies which currently undervalue BLV users’
preferences.

(4)We demonstrate that professional quality
audio-descriptions may be produced locally with-
out relying on the cloud through extensive real-
world deployment testing on consumer-grade
smartphones.

2 DATASETS

Our evaluation utilizes two benchmark datasets
that represent two different environmental con-

texts(indoor and outdoor).

• Indoor Dataset (Sigurdsson et al., 2016):
From the original 9,848 videos (7,985 train-
ing, 1,863 testing), we selected 498 videos
and their corresponding human annotations
from the test set. This represents approxi-
mately 27% of the test set, chosen to include
diverse indoor activities while ensuring bal-
anced representation across activity categories
(cooking, cleaning activities, etc.).

• Outdoor Dataset (Sudarsanam et al., 2024):
We selected 423 outdoor videos and their hu-
man annotations from the complete collection
of 2,061 clips across all partitions. This 20%
sample was stratified across different outdoor
scenarios (urban environments, parks, streets,
natural settings) to maintain environmental
diversity crucial for evaluating outdoor navi-
gation assistance.

We selected this smaller subset of the dataset
to evaluate the model’s performance in di-
verse real-world scenarios with varying light-
ing, weather, and background complexity.

3 Framework

Our research investigates the performance trade-
offs between resource-constrained and resource-
intensive vision-language models for accessibility
-focused video description. We design a compre-
hensive evaluation framework that systematically
compares SmolVLM2-500M-Video-Instruct (Allal
et al., 2024) and SmolVLM2-2.2B (Marafioti et al.,
2024) across diverse video content and prompting
strategies.

3.1 Overview
Our approach enables systematic investigation of
how model size affects accessibility-focused video
description quality across varying instruction com-
plexity levels. Our experimental design employs
four distinct prompting strategies that demonstrate
progressive complexity from baseline approaches
to comprehensive accessibility-focused instruction
integration.

3.2 Model Selection
For our evaluation, we selected SmolVLM2-
500M-Video-Instruct and SmolVLM2-2.2B-Video-
Instruct due to their combined advantages for video
description tasks (Marafioti et al., 2024). Both
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Video Keyframes
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Prompt : “ A child is playing on a blue
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a red hat and....

Prompt+AD: “A man in a black jacket
and red hat is holding a baby in a
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Figure 1: Experimental Design Overview: Four prompting strategies evaluated across SmolVLM variants and
reference model (Qwen). The diagram illustrates progressive complexity from baseline prompt-only approach
to comprehensive prompt with context and audio-description guidelines integration. Each strategy generates
descriptions that are evaluated against ground truth using both standard NLP metrics and custom accessibility
metrics designed for BLV users.

models are explicitly fine-tuned for video under-
standing with temporal mechanisms essential for
coherent description generation, while maintain-
ing exceptional edge deployment viability with
GPU memory requirements of only 1.8 GB and
5.2 GB respectively-significantly lower than larger
alternatives. The 500M variant achieves competi-
tive performance on Video-MME (42.2) with max-
imum computational efficiency, while the 2.2B
variant offers enhanced quality for scenarios with
additional resources, both demonstrating state-of-
the-art performance in their respective parameter
classes. Critically, both variants support robust in-
struction following capabilities necessary for imple-
menting professional audio-description guidelines
from VideoA11y (Li et al., 2025), enabling real-
time inference on consumer hardware and democ-
ratizing video accessibility across different compu-
tational constraints. Specifically, we address three
core research questions:

Q1. How effectively can small models match large
model performance for accessibility-focused
video description when guided by profes-
sional audio-description (AD) guidelines?

Q2. How do performance trade-offs affect deploy-
ment on resource limited hardware such as
smartphones?

Q3. Why custom accessibility metrics are better
than standard NLP metrics in capturing the
true preferences of blind and low-vision users
for the quality of video descriptions?

This comprehensive evaluation enables us to un-
derstand the practical implications of deploying
compact VLMs for accessibility applications while
maintaining the quality standards necessary for
BLV users.

3.3 Comprehensive Approach

We use Qwen2.5-VL-7B (Team, 2025) Instruct
with expert audio-description guidelines from
VideoA11y (Li et al., 2025) to generate ground
truth which correctly processes all 42 audio-
description guidelines and produces descriptions
that meet professional accessibility standards, ex-
hibiting strong instruction following capabilities
necessary for putting VideoA11y’s methodology
into practice.

To efficiently process video content while main-
taining essential visual information, we imple-
mented an adaptive keyframe extraction algorithm
that analyzes inter-frame differences in the LUV
color space. The method computes absolute dif-
ferences between consecutive frames, applies Han-
ning window smoothing, and identifies local max-
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ima in the difference signal. In our implementation,
we extracted 3-4 keyframes per video, while in-
creasing keyframe density can enhance temporal
coverage, it also introduces additional computa-
tional cost, a key consideration for on-device de-
ployment.

Following the experimental paradigm estab-
lished VideoA11y framework (Li et al., 2025), we
use four different prompting techniques to assess
how contextual information and instruction com-
plexity affect model performance: (1) Prompt Only
- utilizing zero-shot generation with the standard-
ized compliant prompt to establish baseline perfor-
mance without additional guidance. (2) Prompt
with Context - incorporating the compliant prompt
with original human annotations from the datasets
to evaluate the model’s ability to leverage existing
annotation information. Context refers to ground-
truth metadata from the datasets (script-based ac-
tions for indoor, audio-visual captions for AV), ex-
actly as implemented in VideoA11y. Human anno-
tations are concatenated with the prompt as "Cur-
rent Description" before being fed to the MLLM.
(3) Prompt with Context and AD Guidelines - com-
bining the prompt with human annotations and 42
professional audio-description guidelines to assess
comprehensive multimodal instruction following.
(4) Prompt with AD Guidelines - integrating the
compliant prompt with audio-description guide-
lines only to test whether structured accessibility
guidelines alone can enable compact models to
produce descriptions meeting BLV users’ require-
ments.

3.4 Proposed Evaluation Frameworks

Our evaluation protocol addresses the critical limi-
tations of reference based metrics for accessibility
applications (Kapur and Kreiss, 2024). We employ
dual assessment methodologies: standard NLP met-
rics for comparison with existing research, and two
novel accessibility-centric evaluation frameworks.
These frameworks are specifically designed to re-
flect BLV users’ actual needs and preferences. This
dual evaluation approach overcomes the systematic
bias that reference based metrics exhibit against
BLV users’ preferences, as demonstrated by Ka-
pur and Kreiss (Kapur and Kreiss, 2024). While
VideoA11y effectively assess general description
quality, they lack granularity for diverse BLV con-
texts and navigational needs. To fill these gaps, we
introduce two complementary frameworks: Mult-

Context BLV Framework and Navigational Assi-
atance Framework.

3.4.1 Multi-Context BLV Framework
This framework evaluates descriptions across four
critical user scenarios that reflect diverse BLV in-
formation needs in real-world settings:

(i) Spatial Orientation (1-10 scale): Assesses lo-
cation descriptions, directional cues, relative
positioning, and environmental layout infor-
mation essential for mental mapping.

(ii) Social Interaction (1-10 scale): Evaluates
person identification, interpersonal dynamics,
emotional expressions, and social context cru-
cial for understanding human interactions.

(iii) Action & Events (1-10 scale): Measures tem-
poral sequence clarity, activity description
completeness, and causal relationships be-
tween events.

(iv) Ambience (1-10 scale): Captures mood, light-
ing conditions, environmental atmosphere,
and sensory details that enhance immersive
comprehension.

MCF_Score =
1

4

(
Sspatial + Ssocial + Saction

+SAmbience
)

where:

• Sspatial ∈ [1, 10]: Spatial Orientation Context
score

• Ssocial ∈ [1, 10]: Social Interaction Context
score

• Saction ∈ [1, 10]: Action & Event Context
score

• SAmbience ∈ [1, 10]: Ambience Context score

Our framework weights these dimensions based
on navigation critical scenarios rather than general
description quality.

3.4.2 Navigational Assistance Framework
This framework focuses on mobility critical infor-
mation through four dimensions essential for spa-
tial navigation and safety:

(i) Descriptiveness: Spatial layout detail, hazard
identification, and environmental feature de-
scriptions (obstacles, pathways, boundaries).
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(ii) Objectivity: Factual reporting without as-
sumptions, avoiding subjective interpretations
of spatial relationships.

(iii) Accuracy: Precision in spatial relationships,
object positions, and distance estimations crit-
ical for navigation decisions.

(iv) Clarity: Information organization for sequen-
tial navigation decision-making, including
logical flow and unambiguous directional ref-
erences.

NAF_Score =
1

4

(
Ndescriptiveness +Nobjectivity

+Naccuracy +Nclarity

)

where:

• Ndescriptiveness ∈ [1, 10]: Descriptiveness met-
ric score

• Nobjectivity ∈ [1, 10]: Objectivity metric score

• Naccuracy ∈ [1, 10]: Accuracy metric score

• Nclarity ∈ [1, 10]: Clarity metric score

3.4.3 Implementation and Validation
For custom accessibility metrics evaluation, we em-
ploy GPT-OSS-20B(OpenAI, 2025), a 20-billion
parameter open-source language model, following
the VideoA11y evaluation methodology (Li et al.,
2025). We conducted all evaluations with GPT-
OSS-20B running locally via the Ollama(Ollama,
2024) server to ensure offline, reproducible results
without network dependencies. The model pro-
cesses both our Qwen2.5-VL-7B Instruct gener-
ated ground truth descriptions and descriptions pro-
duced by both SmolVLM variants (500M and 2.2B)
using VideoA11y’s standardized evaluation tem-
plate, enabling consistent assessment of the four
custom accessibility dimensions. The systematic
evaluation enables investigation of our three core
research questions outlined earlier (Section 3.2).

3.5 Mobile Deployment and Performance
Evaluation

To assess real-world deployment viability for ac-
cessibility applications, we conducted comprehen-
sive on-device evaluation using a Vivo Y27 smart-
phone equipped with a MediaTek Helio G85 octa-
core processor and Mali-G52 MC2 GPU with 6GB

shared system memory. Our deployment method-
ology employed the llama.cpp framework’s llama-
mtmd-cli tool, requiring model conversion to .gguf
format for mobile compatibility. FP32 variants
were converted from their original safetensors for-
mat using the official convert_hf_to_gguf.py script,
while INT8 quantized versions were generated
through Hugging Face’s "GGUF My Repo" fea-
ture to evaluate precision-performance trade-offs
essential for resource-constrained deployment.

The mobile execution environment utilized Ter-
mux for Android terminal access, enabling local
compilation of llama-mtmd-cli and direct model
inference without external dependencies. We im-
plemented a keyframe extraction pipeline using
FFmpeg within the mobile environment, process-
ing videos into sequential image frames that were
combined with textual prompts incorporating pro-
fessional AD guidelines.

Both FP32 and INT8 versions of the two mod-
els were tested under identical conditions. This
setup allowed us to collect detailed performance
measurements, including latency, memory usage,
and operational behavior during inference on a
resource-constrained mobile platform.

4 Results and Discussions

All experiments maintain consistent hardware con-
figurations and inference parameters to ensure re-
producible comparative analysis between resource
constrained and larger models for accessibility fo-
cused video description generation.

Table 1 reveals that SmolVLM2-500M demon-
strates strong prompt sensitivity with clear perfor-
mance patterns across indoor and outdoor scenar-
ios. The Prompt + AD Guidelines approach dom-
inates most evaluation metrics on both datasets,
showing consistent alignment with AD-style ref-
erences and superior lexical overlap performance.
However, Prompt + Context + AD Guidelines occa-
sionally excels in semantic-matching metrics like
METEOR, indicating that contextual information
can enhance meaning preservation. The model
shows a notable bias toward AD-style instructions
due to reference generation conditions and gener-
ally performs better on indoor Charades scenarios
compared to outdoor AVCaps environments.

Table 2 demonstrates that the larger 2.2B
model exhibits different contextual utilization
patterns. Table 1 presents results for all four
prompting strategies using the 500M model
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Table 1: SmolVLM2-500M-Video-Instruct: Standard NLP Metrics Performance.

Strategy/Dataset BLEU-1 BLEU-4 METEOR ROUGE-L SPICE CIDER

Indoor
Prompt Only 0.191 0.046 0.145 0.254 0.194 0.134
Prompt + Context 0.304 0.062 0.112 0.251 0.153 0.136
Prompt + AD Guidelines 0.311 0.077 0.156 0.275 0.180 0.172
Prompt + Context + AD 0.287 0.070 0.153 0.268 0.173 0.194

Outdoor
Prompt Only 0.135 0.029 0.139 0.235 0.187 0.116
Prompt + Context 0.195 0.034 0.120 0.220 0.155 0.137
Prompt + AD Guidelines 0.223 0.047 0.148 0.251 0.194 0.207
Prompt + Context + AD 0.273 0.055 0.162 0.247 0.171 0.131

Table 2: SmolVLM2-2.2B-Instruct: Standard NLP Metrics Performance

Strategy / Dataset BLEU-1 BLEU-4 METEOR ROUGE-L CIDEr SPICE

Indoor
Prompt + AD Guidelines 0.2723 0.0619 0.1353 0.2606 0.1930 0.1768
Prompt + Context + AD Guidelines 0.3271 0.0798 0.1363 0.2750 0.2258 0.1841

Outdoor
Prompt + AD Guidelines 0.1850 0.0345 0.1515 0.1946 0.0884 0.1462
Prompt + Context + AD Guidelines 0.1878 0.0331 0.1485 0.1913 0.0719 0.142

Table 3: SmolVLM2-2.2B-Instruct: Custom Accessibility Metrics Performance

Strategy / Dataset Descriptive Objective Accurate Clear

Indoor
Prompt + AD Guidelines 2.508 3.25 1.935 3.345
Prompt + Context + AD Guidelines 2.529 3.246 1.78 3.414

Outdoor
Prompt + AD Guidelines 2.908 2.712 1.778 3.095
Prompt + Context + AD Guidelines 2.936 2.761 1.835 3.222

whereas Table 2 reports results for the two best-
performing strategies:"Prompt + AD Guidelines"
and "Prompt+Context+AD Guidelines". This deci-
sion was driven by Table 1’s clear demonstration
that basic "Prompt Only" and "Prompt+Context"
strategies consistently underperform compared to
AD-enhanced approaches across all standard NLP
metrics; therefore we omitted these two strategies
for 2.2B model. In indoor scenarios, adding con-
textual information substantially enhances perfor-
mance across all metrics, with Prompt + Context +
AD Guidelines consistently outperforming the ba-
sic AD approach. This indicates the larger model
can effectively exploit additional context to im-
prove generation quality in structured, predictable
environments. However, in outdoor scenarios, the
performance gap narrows significantly, with con-
text sometimes failing to provide meaningful im-
provements and occasionally diluting performance
in precision-focused measures.

Table 3 examines how contextual integration af-

fects description quality for BLV users. In indoor
environments, adding context provides modest im-
provements in descriptiveness and clarity but in-
troduces slight decreases in objectivity and more
notable declines in accuracy, suggesting that en-
hanced vividness may come at the cost of strict
factual reporting. Conversely, in outdoor environ-
ments, contextual cues prove particularly valuable,
benefiting all evaluation dimensions with especially
notable improvements in clarity and accuracy. This
pattern indicates that contextual information helps
BLV users gain a better awareness of space and
is especially helpful in dynamic, visually complex
outdoor environments.

Table 4 reveals distinct strengths between model
variants when using optimal prompting strategies.
The 2.2B model demonstrates superior clarity and
accuracy, along with better objectivity in indoor
scenarios, making it more dependable for produc-
ing trustworthy, accessible descriptions, while the
smaller model excels in descriptive richness.
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Table 4: Model Performance Comparison: Prompt + Context + AD Guidelines Strategy using custom metrics

SmolVLM2-500M-Video-Instruct SmolVLM2-2.2B-Instruct

Metric Outdoor Indoor Outdoor Indoor

Descriptive 3.031 2.779 2.936 2.529
Objective 2.747 2.793 2.761 3.246
Accurate 1.719 1.627 1.835 1.780
Clarity 3.177 3.094 3.222 3.414

Table 5: Performance Comparison of SmolVLM2 Models with FP32 and INT8 Quantization

Metric SmolVLM2-500M SmolVLM2-2.2B

FP32 INT8 FP32 INT8

Latency (ms) 33639.04 29904.29 2000642.04 201306.71
Peak DRAM Usage 1142.784 MB 761.856 MB 2797.216 MB 2512.896 MB
Model Size 190.22 MB 103.73 MB 831.87 MB 565.05 MB
Tokens Per Second 6.41 13.55 0.05 1.47

(generation speed)
Time to First Token 17120.57 ms 18797.63 ms 150457.48 ms 123936.97 ms
Time Per Output Token 155.95 ms 73.81 ms 18501.90 ms 680.44 ms
Token Generation Time 10604.30 ms 8192.60 ms 1813186.29 ms 70085.14 ms

Table 6: Quantitative Results for Multi-Context Evaluation Framework

Model Variant Spatial Orientation Social Interaction Action & Event Ambience

Outdoor
500M 3.556 3.206 2.585 4.664
2.2B 3.416 3.271 2.632 4.925

Indoor
500M 3.223 3.281 2.126 4.318
2.2B 2.976 3.332 1.949 3.532

Table 5 shows results from llama-cpp inference
framework. The metrics clearly indicate the low-
memory and latency of 500M model over 2.2B.
Total latency comprises Load Time (model load-
ing), Prompt Evaluation Time (input processing
and tokenization), and Generation Time (step-by-
step token generation). Latency depends on both
per-token processing speed and the number of gen-
erated tokens. For the 500M INT8 model, quan-
tization alters output probabilities due to reduced
precision, leading to longer token sequences and
increased Generation Time compared to FP32. Al-
though the INT8 model achieves faster per-token
processing (73.8 ms/token vs. 155.9 ms/token for
FP32), it generates more tokens (111 vs. 68), re-
sulting in higher overall latency.

In Table 6, the multi-context evaluation frame-
work shows that model size scaling does not uni-
formly improve performance across all contex-
tual dimensions for BLV users. The 500M model
demonstrates better performance in Ambience con-

text description, showing that the smaller mod-
els are good at capturing environmental scenarios
and visual mood essential for BLV spatial under-
standing. The Action & Event context consistently
scores lowest across all model-dataset combina-
tions, showing the critical limitation in temporal
sequence description that affects BLV users’ ability
to follow dynamic content.

Three distinct failure patterns are identified
via analysis: inaccurate temporal ordering across
keyframes, missing causal linkages between events,
and collapsing sequential actions into static descrip-
tions ("person near door" instead of "opens, enters,
closes door"). Crucially, the Action & Event scores
for both model variations are comparable (500M:
2.36 average, 2.2B: 2.29 average), suggesting that
our 3 to 4 keyframe sampling rate discussed in Sec-
tion 3.3 rather than the model’s reasoning ability
is the bottleneck. Regardless of the number of pa-
rameters, this sparse temporal sample only records
one frame every two to three seconds, which is
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Table 7: Quantitative Results for Navigation Assistance Framework

Model Variant Descriptiveness Objective Accurate Clarity

Outdoor
500M 3.570 5.107 3.147 3.930
2.2B 3.239 4.909 3.370 3.742

Indoor
500M 3.258 5.02 3.002 3.533
2.2B 2.808 5.193 3.519 3.478

insufficient for tracking fast motions.
Table 7 demonstrate that the 500M model con-

sistently outperforms the 2.2B variant in Objectiv-
ity scores, indicating that smaller models provide
more factual, assumption-free descriptions crucial
for BLV navigation safety. However, the larger
model shows better accuracy performance in out-
door scenarios, suggesting enhanced spatial preci-
sion in complex environments. The consistently
moderate Descriptiveness scores across two models
reveal a critical gap in providing the detailed spa-
tial information that BLV users require for effective
navigation.

The 500M model excel in BLUE-1, BLEU-4, so
the larger model is not strictly better in automatic
metrics. It is because the 500M tends to gener-
ate shorter, more literal captions which align more
closely with the reference wordings and has better
n-gram overlap than generated by the larger model.
Larger VLMs (2.2B) tend to infer extra context or
add own creativity, which LLM-as-judge models
may penalize as less "objective" or less "accurate",
even if they sound fluent. A 500 M model generates
straight and contrained outputs which are easy to
parse and thus rated higher on clarity; larger mod-
els introduce more complex phrasing that affects
the clarity as perceived by the judge (LLM).

The 500M model demonstrates superior perfor-
mance in outdoor scenarios and achieves higher ob-
jectivity scores (5.02-5.11) crucial for BLV safety,
while the 2.2B model excels in indoor clarity (3.414
vs 3.094) and spatial accuracy. Action Events score
lowest (1.95–2.63) due to VLMs’ difficulty with
sequential temporal reasoning, while Descriptive-
ness (2.5–3.6) indicates limited spatial detail for
safe BLV navigation.

5 CONCLUSION

Our comprehensive evaluation reveals three crit-
ical insights that challenge conventional assump-
tions about model scaling for accessibility appli-
cations. We introduce two novel evaluation frame-

works "Multi-Context BLV Framework" and "Nav-
igational Assistance Framework" that systemati-
cally address the bias of reference-based metrics
against BLV user preferences. These frameworks
demonstrate that smaller models (500M parame-
ters) often excel in environmental adaptability and
objective description generation, while larger mod-
els (2.2B parameters) provide enhanced precision
in structured scenarios. Mobile evaluation estab-
lishes the feasibility of edge deployment with 60 -
83 second inference times for 500M models on con-
sumer hardware, addressing privacy and connec-
tivity barriers that disproportionately affect BLV
users. We also discuss the caveats of model scaling
and show that smaller models can perform better
in metrics than larger when context is focused and
resource-limited, not only in latency, also in de-
scription quality when the trade-off is not much.

While we demonstrate computational feasibility
(latency/memory), our current evaluation does not
measure the ‘Time-to-Audio’ perceived by users,
which includes Text-to-Speech (TTS) overhead.
Furthermore, our use of GPT-OSS-20B as a judge
cannot fully replace human BLV validation. Fu-
ture work will focus on end-user studies to as-
sess real-world usability. The practical deployment
of accessibility-focused VLMs on ubiquitous con-
sumer technology represents a significant step to-
ward democratizing video accessibility, providing
BLV users with immediate, private, and contex-
tually relevant video descriptions independent of
internet connectivity or centralized services.
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