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Introduction

We are pleased to share the Proceedings of JUST-NLP 2025: The First Workshop on NLP for Em-
powering Justice, which was held concurrently with IJCNLP-AACL 2025. This workshop represents a
significant step forward in strengthening the connection between Natural Language Processing (NLP)
and the legal field. This is especially true in places like India, where numerous languages are spoken,
numerous cases need to be resolved, and access to legal services is limited. Researchers, practitioners,
and technologists who work at the cutting edge of Legal-NLP were supposed to meet at JUST-NLP. Le-
gal NLP is an area that requires methodological rigor, domain sensitivity, and careful consideration of
real-world, high-stakes applications.

Obtaining legal information remains a challenge worldwide. In the Indian judiciary, particularly in leng-
thy case decisions, the use of complex legal reasoning structures and the fact that English is the primary
language used in official proceedings make it challenging to ensure transparency and fairness. Auto-
mating key aspects of legal information processing, such as summarization, translation, retrieval, and
reasoning, could make tasks easier for lawyers and citizens. The primary goal of JUST-NLP 2025 was
to accelerate progress in these areas and establish a robust research community centered on Legal-NLP.

Overall, our first edition featured a research track, four invited talks, and two shared tasks: (1) L-SUMM,
an abstractive summarization task for Indian legal judgments, and (2) L-MT, a legal machine translation
task between English and Hindi. The introduction of two shared tasks, each addressing important needs
in legal information processing, was a highlight of this year’s workshop. The workshop received 29
submissions, of which 21 were accepted, highlighting a strong community interest in Legal NLP and its
applications to the legal processing pipeline. Among the accepted papers, 5 were regular research-track
papers published in the proceedings, and 2 were accepted as non-archival presentations. For the shared
tasks, 9 papers were accepted for L-SUMM, and 5 papers were accepted for L-MT, for publication in the
proceedings. Since the event was held in a hybrid format, presentations were delivered both in person at
the IJCNLP-AACL 2025 venue in Mumbai and virtually.

The Shared Task on Summarization of Indian Court Judgments (L-SUMM) addressed the challenge of
creating concise, clear, and accurate summaries of lengthy legal texts. It added the InLSum dataset, whi-
ch has 1,800 court decisions and expert-written, abstract summaries of those decisions. Nine teams that
participated examined a wide range of methods, including long-context transformers, hierarchical and
multi-stage summarization frameworks, extractive-abstractive hybrids, rhetorical-role-aware chunking,
and reinforcement-learning-based alignment. The results demonstrate the importance of long-context
modeling and adapting to specific fields in creating effective legal summaries.

The Shared Task on English-to-Hindi Legal Machine Translation (L-MT) also aimed to make India’s
multilingual legal system more accessible. Using a carefully chosen 50,000-sentence English–Hindi
legal parallel corpus and a thorough evaluation framework, the participating teams tested multilingual
Transformers, QLoRA-based parameter-efficient fine-tuning, curriculum learning, reinforcement lear-
ning with verifiable rewards, and even Transformer models trained from scratch. The results show that
domain-adaptive finetuning and precision-focused optimization are effective for getting accurate legal
translations. This shows that MT systems can be useful in real-world legal workflows.

In addition to the shared tasks, the workshop included research contributions on understanding legal
texts, reasoning with statutes and case law, extracting information from specific domains, mining argu-
ments, adapting legal-domain LLMs, and using AI for justice in a socially responsible way. The papers
in this volume demonstrate that this research area is maturing, but they also highlight some problems
that still need to be addressed, such as ensuring long-form generation is factually consistent, reducing
hallucinations in high-stakes fields, and incorporating expert-driven evaluation protocols.
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Our workshop also featured a diverse set of invited talks from leading experts across law, industry, public
institutions, and AI research. The talks highlighted multiple perspectives on the future of Legal NLP,
ranging from legal theory and courtroom-scale AI deployment to ontology-driven knowledge represen-
tations and technology-enabled governance reform.

We believe that the resources, ideas, and discussions emerging from JUST-NLP 2025 will set the stage
for future progress at the intersection of law and language technologies. As NLP systems improve, they
are more likely to make legal knowledge accessible to everyone, making it easier for all to access justice.
We hope that this workshop will foster greater collaboration, responsible innovation, and a deeper under-
standing of the unique challenges that Legal-NLP presents.

We would like to thank the authors, shared-task organizers, program committee members, reviewers, and
participants for their hard work and assistance. We would also like to thank the individuals who helped
organize the IJCNLP–AACL 2025 event. We are excited to see JUST-NLP continue to grow in the years
to come.
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Keynote Talk
Artificiality of Law in reference to Artificial Intelligence

Niraj Kumar
NLU Delhi, India

Abstract: This talk examines the evolving relationship between legal theory and emerging AI systems,
drawing on insights from constitutional and comparative law. It explores how AI challenges traditio-
nal conceptions of legal reasoning, authority, and legitimacy, and raises foundational questions about
the artificiality of law itself. The talk also reflects on the implications of entrusting interpretive and
decision-support roles to artificial agents within legal systems.

Bio: Prof. Niraj Kumar is a Professor of Law and Director of the Centre for Comparative Law at National
Law University Delhi, India. His areas of expertise include Constitutional Law, Administrative Law,
Comparative Law, Environmental Law, and Legal Theory. He previously served as Additional Registrar
(Research) at the Supreme Court of India, attached with Hon’ble the Chief Justice of India from January
2019 to May 2021. He has authored several notable books, including The Indian Legal System: An
Enquiry (Oxford, 2019) and multiple volumes of the Indian Yearbook of Comparative Law (Springer).
His research has also been published in leading journals, including the Journal of the Indian Law Institute,
NUJS Law Review, and Shimla Law Review. He has also been a resource person for training officers
from the IAS, IPS, Judicial Services, and other civil services.
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Keynote Talk
Building AI for India’s Courtrooms: Scaling Sovereign Voice

and Language Systems Across 20 percent of the Judiciary
Arghya Bhattacharya

Adalat AI, India

Abstract: India is home to the world’s largest and most linguistically complex justice system – one that
processes millions of hearings every day across dozens of languages and procedural contexts. Over the
last two years, Adalat AI has deployed voice and language AI in nearly 20% of all Indian courtrooms,
powering live transcription, dictation, translation, and document navigation at a population scale. This
talk walks through the journey of building these systems end-to-end: how we approached the machine-
learning stack for courts, how we handle legal context across diverse tasks, and what it takes to engineer
sovereign, privacy-preserving AI for public institutions. I’ll share the technical and operational chal-
lenges we encountered, speech variability, multilingual legal phrasing, courtroom acoustics, edge-case
reasoning, and deployment constraints, and the architectural decisions that allowed us to scale from pi-
lots to thousands of courtrooms. The session will highlight lessons on building domain-grounded AI for
high-stakes environments, discuss why voice AI is only one part of a much broader AI for Justicestack,
and outline what it means to build reliable, inclusive, and future-proof digital public goods for the Global
South.

Bio: Mr. Arghya Bhattacharya is the Co-Founder and CTO of Adalat AI, where he leads the development
of sovereign voice and language technologies that now power courtrooms across India. A researcher and
engineer by training, he holds a Bachelor’s in Computer Science and a Master’s in Artificial Intelligence
from IIIT Hyderabad, with publications in leading venues including ACL, EMNLP, CoNLL, and Ea-
MT. Before launching Adalat AI, Arghya was the first founding engineer at Enterpret, where he built
large-scale NLP systems for customer intelligence, and later worked at Equal on identity-verification in-
frastructure for high-security environments. His academic work in multilingual and low-resource NLP
underpins Adalat AI’s vernacular court-workflow stack. In 2024, he co-founded Adalat AI with Utkarsh
Saxena to modernize India’s justice system through AI. Today, their platform supports live transcription,
dictation, translation, and legal analytics across thousands of courts. In 2025, Arghya was named to the
Forbes 30 Under 30 Asia – Social Impact list for advancing accessible, rights-aligned AI for public insti-
tutions. His broader mission is to build sovereign, privacy-preserving digital public goods that enhance
inclusion, strengthen state capacity, and support justice systems across the Global South.
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Keynote Talk
Designing and Implementing Knowledge Graphs in the Legal

Domain
Joseph Pookkatt, Sampritha Manjunath, Parth Parikh

Staram, India; Insight SFI Centre for Data Analytics, Ireland; eSuccess AI Technologies, India

Abstract: Ontologies play a crucial role in enabling data integration from multiple sources by providing
a common vocabulary for diverse systems. This is particularly important for AI applications, which often
rely on data from various databases and formats. Ontologies align this disparate data, making seamless
processing possible. They also empower AI to perform semantic searches, interpreting user intent rather
than just matching keywords. This allows users to make more natural language queries, enabling AI to re-
trieve precise and meaningful information. In the realm of Retrieval-Augmented Generation (RAG), the
dominant approach has been BaselineRAG. However, BaselineRAG has a notable limitation: it struggles
to connect the dots between concepts that are semantically distant but logically connected. This is where
Knowledge Graphs (KGs) excel. By exploring relationships within the graph using graph embeddings or
graph-specific algorithms, GraphRAG captures the context and logical relationships between concepts.
This makes it far better positioned to deliver higher-quality, more accurate outputs compared to traditio-
nal RAG methods. In the context of Indian law, building a large, unified knowledge graph has historically
been too challenging due to the heterogeneous systems involved. Staram is tackling this issue by custo-
mizing multiple knowledge graphs for specific legal use cases in India. They will demonstrate how Large
Language Models (LLMs) can infer graph architectures and symbolic layers tailored to specific needs.
This approach enables the creation of smaller, specialized graphs that are accurate, interoperable, and
easier to govern. These advancements hold significant promise for building generative AI applications
that transform legal research, compliance, and decision-making.

Bio: 1. Joseph Pookkatt: Mr. Joseph Pookkatt is a practicing lawyer with over 30 years of experience
at the intersection of corporate law, litigation, legal technology, AI, and entrepreneurship. As a co-
founder of Staram Analytics, Joseph collaborates with legal policy organizations to develop ontologies
for specific laws and is leading the development of India’s first open-source legal knowledge graph. His
work aims to make Indian legal systems more accessible, efficient, and transparent through the power of
AI and ontologies.
2. Sampritha Manjunath: Ms. Sampritha Manjunath is an NLP Data Scientist with 9+ years of experience
in language models, knowledge graphs, RAG, and conversational AI. Experienced in leading research
projects, developing scalable AI solutions, and publishing in top venues such as ACL and LDK. Currently
a Research Associate at the University of Galway, focused on building impactful and responsible AI
systems.
3. Parth Parikh: Mr. Parth Parikh is an AI Research Engineer at eSuccess AI Technologies, where he
leads work in legal NLP, knowledge graphs, and ontology-driven AI for large-scale legal reasoning. He
earned his M.Tech in Computer Science from IIT Bombay (2023), with research focused on applied
machine learning and Computer Vision. At eSuccess AI, Parth works on building advanced legal intel-
ligence systems powered by LLMs and retrieval-augmented architectures. His current interests include
structured legal representations, legal data models, and domain-adapted language models.
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Keynote Talk
Fixing the Process, Powering the System: What Jharkhand

Teaches India About Legal-Tech
Nishi Yadav

Ministry of Tribal Affairs, Government of India, India

Abstract: Access to justice is a core democratic promise, yet its delivery in India remains deeply strained.
With 4.7 crore cases pending across courts, delays routinely turn justice delayedinto justice denied.The
Government, Centre and States combined, is the single largest litigant, responsible for nearly half of
all cases, including 46% of High Court matters, many of which arise from service-related disputes in
departments like Education, Railways, Health, and Finance. This volume of litigation imposes severe
costs: rising legal expenditure, reduced administrative bandwidth, and declining institutional trust. In
several departments, administrators spend over 40% of their time managing court matters. Right from
1974 by Justice Krishna Iyer, the 100th Law Commission Report - 1983, the 126th Law Commission
Report – 1988, to the Prime Minister leading meetings between the Department of Justice with the Cen-
tral Government, and the more recent attempt to accelerate a National Litigation Policy, the issue has
been acknowledged and attempts have been made at reform. A consistent theme in all of these efforts
has been that of wanting to reduce litigation involving the Govt. Experience across states shows that
government litigation is rarely only a legal problem. It stems from incoherent policies, weak grievance
redressal, and limited institutional capacity for managing legal processes. Inconsistent decisions, poor
tracking of judicial precedents, and the absence of mechanisms to resolve disputes internally often pu-
sh routine administrative issues into courts. This systemic challenge sets the stage for why Jharkhand’s
legal-tech transformation is particularly notable. The Case of Jharkhand: While digital governance con-
versations often highlight Telangana, Karnataka, or Kerala, one of India’s most quietly impactful reforms
has unfolded in Jharkhand - a young, resource-rich, predominantly tribal state. Its legal-tech journey
stands out for prioritising process redesign before technology adoption. Jharkhand followed a pragmatic
approach: map processes, fix bottlenecks, then digitise. This ensured that technology supported well-
defined workflows instead of automating inefficiencies. The state’s journey began with the Vidhi Portal
(2016) in the Advocate General’s Office, which evolved into the central platform for real-time service of
notices and orders. Building on this foundation, the Integrated Litigation Management System (ILMS)
launched in 2020 by the Department of School Education & Literacy made the department genuinely
data-driven. Case pendency dropped sharply; response times shrank from 45–70 days to just 7 days;
and administrative culture shifted from reactive firefighting to proactive governance. This cooperative
ecosystem, spanning the AG Office, the Department of IT & e-Governance, and key line departments,
stands in contrast to national systems like LIMBS, which function largely as data-entry repositories with
limited integration or decision-support capability. Jharkhand is now preparing its next leap: AI-enabled
predictive governance to identify recurring disputes, strengthen policy design, and reduce litigation at
its root. This talk positions Jharkhand’s experience not just as a state-level success but as a scalable
blueprint for India, where governance reform begins with process, matures with technology, and evolves
with intelligence.

Bio: An Economics graduate from DU and a lawyer with over 11 years of PQE, Ms. Nishi began her ca-
reer engaging with underserved communities through organizations like WGHR-UN, NLUD, and HRLN.
Her tenure at the Chief Minister’s Office, Delhi Government, ignited her passion for understanding and
improving government systems. Since 2018, she has been working closely with the Government of Jhar-
khand and various non-profit organisations, leading transformative initiatives to drive policy reforms and
strengthen governance, developing expertise in analyzing legal processes from constitutional, technologi-
cal, and organizational perspectives to improve efficiency and effectiveness. She spearheaded the study,
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design, development, and implementation of the Integrated Litigation Management System (ILMS) with
the Government of Jharkhand which automated file movement processes, reducing the pendency of court
cases from 11,000 to 3,500. Alongside, she improved key processes such as leave management, teacher
transfers, and school monitoring, integrating legal-tech solutions with system-wide reforms. Additional-
ly, she has conducted extensive studies in close association with bureaucracy in other states, combining
legal acumen, technological insights, and strategic vision. Committed to socio-economic and governance
reforms, her collaborations with various state governments highlight her ability to navigate the intrica-
cies of public systems and officers while building systems that drive meaningful impact. She is currently
involved in strategic governance and legal-tech projects with the Ministry of Tribal Affairs (GoI), the
Government of Jharkhand in collaboration with IIT-Kanpur and IIT (ISM) Dhanbad, and ongoing reform
initiatives with the Government of Jammu & Kashmir.
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Abstract
The first iteration of the JUST-NLP: Workshop
on NLP for Empowering Justice was organized
to accelerate research in Natural Language Pro-
cessing for legal text processing. The inau-
gural edition, JUST-NLP 2025, was held as a
hybrid event at IJCNLP-AACL 2025 on De-
cember 24 at IIT Bombay. The program fea-
tured a research track, four invited talks, and
two shared tasks: (1) L-SUMM, an abstrac-
tive summarization task for Indian legal judg-
ments, and (2) L-MT, a legal machine trans-
lation task between English and Hindi. The
workshop received strong interest from the
community, with 29 submissions, of which 21
were accepted. Among the accepted papers, 5
were regular research-track papers published in
the proceedings, and 2 were accepted as non-
archival presentations. For the shared tasks,
9 papers were accepted for L-SUMM, and 5
papers were accepted for L-MT, for publica-
tion in the proceedings. The workshop focused
on a broad set of Legal NLP challenges, in-
cluding information extraction, retrieval, mul-
tilingual processing, legal reasoning, and ap-
plications of large language models. Overall,
JUST-NLP 2025 aimed to bring together AI
researchers and legal practitioners to develop
scalable, domain-aware NLP methods that can
support legal workflows and contribute toward
more efficient and equitable justice systems.

1 Introduction

Legal documents form the textual backbone
through which societies articulate rights, enforce
responsibilities, and administer justice. They en-
code statutory frameworks, capture the reasoning
behind judicial decisions, and document complex
interactions among individuals, institutions, and
the state. As a result, Legal NLP has emerged
in recent years as a significant research area: le-
gal texts are not only primary to ensuring fairness,
transparency, and accountability in democratic sys-
tems, but also indispensable for facilitating faster

and more structured judicial processes. However,
these documents pose challenges that are far more
demanding than those encountered in many other
NLP domains, owing to their specialized language,
intricate reasoning structures, and strong reliance
on precedent and contextual interpretation.

Legal documents often require a precise and
unambiguous understanding, a high level of
factual and logical consistency, and substantial
background/contextual knowledge for processing.
Moreover, these documents span hundreds of
pages, follow rigid structural conventions, and con-
tain dense argumentation supported by layered ci-
tations to statutes, procedural rules, and prior cases.
In multilingual jurisdictions such as India, these
challenges are even greater, where legal informa-
tion is spread across multiple languages, various
court levels, and diverse document types, includ-
ing judgments, petitions, orders, and statutes, each
with its own linguistic and semantic characteristics.
Such complexity motivates the need for domain-
specific models, datasets, and evaluation protocols,
as general-purpose NLP methods frequently fail to
capture these nuances.

Countries with large populations, most notably
India, with over 44 million pending cases, struggle
with delays driven by manual workflows, difficulty
in locating relevant precedents, and limited accessi-
bility of legal information for both practitioners and
citizens. Advances in NLP and large language mod-
els provide a promising avenue to mitigate these
bottlenecks through tasks such as automated sum-
marization, translation, precedent retrieval, and as-
sistive legal reasoning. However, progress has been
slowed by the scarcity of annotated legal datasets,
the limited collaboration between technologists and
legal experts, and the particularly high stakes of
deploying AI in legal settings.

The JUST-NLP workshop was created to address
these challenges by bringing together researchers
from NLP, information retrieval, machine learn-
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ing, and AI ethics, alongside law practitioners and
scholars. Its goal is to provide a dedicated venue
for the development of domain-aware models, high-
quality legal datasets, multilingual resources, and
discussions on the risks and opportunities of AI for
justice. JUST-NLP invited research contributions
spanning legal reasoning, information extraction,
statute and precedent retrieval, multilingual legal
processing, and applications of large language mod-
els in legal workflows. Overall, the program fea-
tured a research track, four invited talks (detailed
in Section 3), and two shared tasks: L-SUMM and
L-MT (detailed in Section 4).

As the first edition of the workshop co-located
with IJCNLP-AACL 2025, JUST-NLP aims to es-
tablish a sustained, interdisciplinary forum that pro-
motes both the scientific advancement of Legal
NLP and its responsible deployment toward more
efficient, inclusive, and equitable justice systems.

2 Program

The first iteration of the JUST-NLP 2025 workshop
featured a research track with open submissions,
four invited talks, and two shared task tracks. The
workshop received 29 submissions, of which 21
were accepted, highlighting a strong community in-
terest in Legal NLP and its applications to the legal
processing pipeline. Among the accepted papers, 5
were regular research-track papers published in the
proceedings, and 2 were accepted as non-archival
presentations. For the shared tasks, 9 papers were
accepted for L-SUMM, and 5 papers were accepted
for L-MT, for publication in the proceedings. Since
the event was held in a hybrid format, presentations
were delivered both in person at the IJCNLP-AACL
2025 venue in Mumbai and virtually.

The accepted papers provided a broad spectrum
of Legal NLP research, highlighting community
interest in both foundational challenges and emerg-
ing directions in the field of legal text processing.
The contributions/submissions aim to address legal
information extraction, knowledge graph construc-
tion, statute and precedent retrieval, legal citation
network modeling, consumer-law assistance sys-
tems, and specialized pipelines for legal analyt-
ics. A significant portion of the accepted work
focused on multilingual and English–Hindi legal
machine translation, as well as a wide range of
approaches to legal document summarization, in-
cluding hierarchical and structure-aware chunk-
ing, retrieval-augmented, and agentic LLM work-

flows. Across these efforts, a clear trend emerged
as the integration of large language models into
legal tasks, with a particular emphasis on long-
document processing, domain adaptation, rein-
forcement learning–based fine–tuning, and hybrid
extractive–generative strategies. Overall, these pa-
pers highlight the community’s growing interest in
scalable, transparent, and domain-grounded LLM
methods for real-world legal reasoning and deci-
sion support.

In addition to the research track, the workshop
also hosted two shared tasks, L-SUMM, an abstrac-
tive summarization task for Indian legal judgments,
and L-MT, a legal machine translation task between
English and Hindi. Both tasks demonstrated active
participation from multiple research groups, high-
lighting the growing interest in this area.

3 Invited Talks

The JUST-NLP 2025 workshop featured a diverse
set of invited talks from leading experts across law,
industry, public institutions, and AI research. The
talks highlighted multiple perspectives on the fu-
ture of Legal NLP, ranging from legal theory and
courtroom-scale AI deployment to ontology-driven
knowledge representations and technology-enabled
governance reform.

3.1 Prof. Niraj Kumar
Affiliation: National Law University Delhi
Title: Artificiality of Law in Reference to Artificial
Intelligence
Summary: Prof. Niraj Kumar delivered a keynote
examining the evolving relationship between legal
theory and emerging AI systems. Drawing on his
expertise in constitutional and comparative law, he
reflected on how AI challenges traditional concep-
tions of legal reasoning, authority, and legitimacy.
His talk explored foundational questions around
the “artificiality” of law itself and the implications
of entrusting interpretive or decision-support roles
to artificial agents.

3.2 Mr. Arghya Bhattacharya
Affiliation: Co-Founder & CTO, Adalat AI
Title: Building AI for India’s Courtrooms: Scaling
Sovereign Voice & Language Systems Across 20%
of the Judiciary
Summary: Mr. Arghya Bhattacharya shared the
technical and operational journey behind deploy-
ing large-scale voice and language AI across thou-
sands of Indian courtrooms. His talk detailed the
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engineering of sovereign, privacy-preserving sys-
tems for live transcription, dictation, translation,
and legal assistance, addressing challenges such
as courtroom acoustics, multilingual phrasing, do-
main grounding, and reliable scaling in high-stakes
public institutions. The session also outlined how
voice AI forms part of a broader “AI for Justice”
ecosystem and discussed pathways for building in-
clusive digital public goods for the Global South.

3.3 Mr. Joseph Pookkatt, Ms. Sampritha
Manjunath, and Mr. Parth Parikh

Affiliation: Staram Analytics & eSuccess AI Tech-
nologies
Title: Designing and Implementing Knowledge
Graphs in the Legal Domain
Summary: This invited industry panel examined
the role of ontologies and knowledge graphs in en-
abling robust, interpretable, and domain-grounded
AI systems for legal applications. The speakers
highlighted why traditional RAG pipelines strug-
gle with semantically distant but logically related
concepts and demonstrated how GraphRAG and
structured symbolic layers can significantly im-
prove retrieval and reasoning. Using Indian legal
use cases, they showcased approaches for build-
ing smaller, specialized legal knowledge graphs
and discussed how LLMs can assist in graph ar-
chitecture inference, supporting next-generation
legal research, compliance, and decision-making
systems.

3.4 Ms. Nishi Yadav

Affiliation: Senior Legal Consultant, Ministry of
Tribal Affairs, Government of India
Title: Fixing the Process, Powering the System:
What Jharkhand Teaches India About Legal-Tech
Summary: Ms. Nishi Yadav presented a
governance-focused perspective on legal-tech trans-
formation, using Jharkhand’s pioneering reforms as
a case study. Her talk argued that sustainable legal-
tech begins with process redesign, mapping insti-
tutional workflows, fixing structural bottlenecks,
and only then introducing technology. The session
traced Jharkhand’s evolution from the Vidhi Portal
to the Integrated Litigation Management System
(ILMS), highlighting sharp reductions in case pen-
dency, faster response cycles, and cultural shifts
toward data-driven governance. She also outlined
the state’s next phase: integrating AI-enabled pre-
dictive governance to identify systemic drivers of
litigation and strengthen policy design.

4 Shared Tasks

JUST-NLP 2025 hosted two shared tasks, each or-
ganized by members of the workshop organizing
committee. Detailed descriptions, datasets, base-
lines, and system analyses are provided in the in-
dividual shared task overview papers (Datta et al.,
2025; Singh et al., 2025) included in the proceed-
ings.
Legal Summarization (L-SUMM) The L-SUMM
(Datta et al., 2025) task focused on abstractive sum-
marization of Indian legal judgments. Participants
were required to generate concise and coherent
summaries that capture the core legal reasoning
and outcomes of complex, lengthy judicial docu-
ments. The task highlighted key challenges in legal
summarization, including domain-specific termi-
nology, multi-paragraph argumentation structures,
and the need for faithful condensation of legal ratio-
nale. Evaluation was conducted using ROUGE-2,
ROUGE-L, and BLEU, and participating teams ex-
plored a variety of approaches, including domain-
adapted LLMs and long-context transformers. Full
details and results appear in the corresponding task
overview paper (Datta et al., 2025).
Legal Machine Translation (L-MT) The L-MT
(Singh et al., 2025) task targeted English–Hindi
legal machine translation, addressing the need for
bilingual accessibility in India’s multilingual ju-
dicial system. The task required systems to han-
dle complex legal syntax and terminology while
preserving semantic and legal fidelity. Submis-
sions were evaluated using BLEU, METEOR, TER,
chrF++, BERTScore, and COMET. Approaches
ranged from fine-tuned encoder–decoder models to
instruction-tuned large language models. A sepa-
rate overview paper (Singh et al., 2025) in this vol-
ume provides a detailed presentation of the dataset,
baselines, and performance analysis.

5 Workshop Overview and Outlook

The organizers were encouraged by the strong and
diverse response to the inaugural JUST-NLP work-
shop. Accepted contributions spanned a wide spec-
trum, from applied systems addressing legal doc-
ument summarization, translation, and knowledge
retrieval, to foundational research exploring legal
reasoning, multilingual NLP, and domain-adapted
large language models. This breadth demonstrates
both the societal relevance of NLP for justice and
the technical richness of the domain.

JUST-NLP has helped bring together an emerg-
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ing research community focused on legal NLP,
broad enough to foster interdisciplinary collabo-
ration, yet focused enough to make rapid progress
on high-impact challenges. The workshop sits at
the intersection of NLP, information retrieval, AI
for governance, and legal studies, reflecting the
need for cross-disciplinary approaches to improve
access to justice.

Looking ahead, the workshop aims to continue
expanding both its technical and thematic scope.
Future editions will encourage contributions on
fairness, explainability, and ethical AI in legal sys-
tems, as well as multilingual, cross-jurisdictional,
and low-resource challenges. Building on the suc-
cess of the shared tasks in legal summarization and
machine translation, future iterations will continue
to provide concrete problem settings that engage
the research community and address pressing so-
cietal needs. The organizers hope that JUST-NLP
will grow into a sustained forum for innovation,
collaboration, and responsible deployment of NLP
technologies in support of equitable and efficient
justice systems.

6 Conclusion

Legal documents present a rich and challenging do-
main for NLP research, with high societal impact
and pressing real-world applications. While prior
work in information retrieval, knowledge represen-
tation, and computational linguistics provides a
foundation, many critical challenges remain, rang-
ing from understanding complex reasoning in judg-
ments to handling multilingual and low-resource
legal contexts. The automated processing of legal
texts is still in its early stages, and careful, domain-
aware approaches are essential to ensure accuracy,
fairness, and reliability.

By providing a dedicated forum for interdis-
ciplinary collaboration, the inaugural JUST-NLP
workshop has highlighted these challenges and of-
fered opportunities for researchers and practitioners
to exchange ideas, benchmark systems, and explore
innovative solutions. We hope that future editions
of JUST-NLP will continue to foster the develop-
ment of domain-specific models, curated datasets,
and practical applications, ultimately contributing
to a more efficient, accessible, and equitable justice
system in India and beyond.
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Abstract

This paper presents an overview of the Shared
Task on Summarization of Indian Court Judg-
ments (L-SUMM), hosted by the JUST-NLP 2025
Workshop at IJCNLP-AACL 2025. This task
aims to increase research interest in automatic
summarization techniques for lengthy and in-
tricate legal documents from the Indian judi-
ciary. It particularly addresses court judgments
that contain dense legal reasoning and semantic
roles that must be preserved in summaries. As
part of this shared task, we introduce the Indian
Legal Summarization (InLSum) dataset, com-
prising 1,800 Indian court judgments paired
with expert-written abstractive summaries, both
in English. Therefore, the task focuses on gen-
erating high-quality abstractive summaries of
court judgments in English. A total of 9 teams
participated in this task, exploring a diverse
range of methodologies, including transformer-
based models, extractive-abstractive hybrids,
graph-based ranking approaches, long-context
LLMs, and rhetorical-role-based techniques.
This paper describes the task setup, dataset,
evaluation framework, and our findings. We re-
port the results and highlight key trends across
participant approaches, including the effective-
ness of hybrid pipelines and challenges in han-
dling extreme sequence lengths.

1 Introduction

Legal case judgments are often lengthy, intricate,
and densely packed with domain-specific termi-
nology and complex judicial reasoning. As a re-
sult, legal professionals must manually review ex-
tensive case documents to identify relevant prece-
dents, which is crucial in Common Law systems,
such as in the Indian Judiciary (Bhattacharya et al.,
2019). This is a process that is not only time-
consuming but also cognitively demanding domain-
expert knowledge. Prior research highlights that
case judgments are substantially longer than doc-
uments in most other domains, and expert-written

summaries are very expensive to obtain, leading
to limited availability of high-quality supervised
data for the legal summarization task (Shukla et al.,
2022; Datta et al., 2023). Therefore, automatic
summarization of case judgments has emerged as a
crucial task in the Legal-NLP field aimed at reduc-
ing the burden on law practitioners and improving
access to essential case information (Zhong et al.,
2019; Datta et al., 2023). Recent developments
in transformer-based abstractive models, including
legal-domain adaptations in Large Language Mod-
els (LLMs), have further accelerated interest in
building reliable, faithful, and coherent summaries
of judicial rulings (Shukla et al., 2022; Sharma
et al., 2023; Deroy et al., 2025).

Motivated by these challenges, the Shared Task
on Legal Summarization (L-SUMM)1 has been or-
ganized as part of the JUST-NLP 2025 Workshop,
co-located with IJCNLP–AACL 2025. The primary
aim of this task is to foster increased research in-
terest in Legal-NLP, particularly in summarization
methodologies for lengthy judicial texts, reflecting
real-world requirements faced by legal information
retrieval systems and practitioners.

In this regard, we introduce InLSum (Indian
Legal Summarization), a dataset comprising 1,800
case judgments from prominent Indian courts,
along with expert-written abstractive summaries,
both in English. Participants were required to pro-
duce abstractive summaries that capture the core
reasoning and factual elements of these court rul-
ings under a unified evaluation framework. Beyond
benchmarking, this shared task offers valuable in-
sights into the practical challenges of legal summa-
rization, including handling extreme input lengths,
ensuring factual consistency, and maintaining co-
herence across lengthy narrative structures.

A total of 9 teams participated in the L-SUMM

1https://exploration-lab.github.io/JUST-NLP/
task/
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InLSum dataset Train Validation Test

Judgment Summary Judgment Summary Judgment Summary

Number of Samples 1200 1200 200 200 400 400
Average Number of Words 8294 606 6815 603 7920 621

Mean Compression Ratio 1:14 1:12 1:12

Table 1: Dataset Statistics of InLSum dataset.

Shared Task. In this paper, we provide an overview
of the task in §2, including details of the dataset
and evaluation metrics. We present the approaches
adopted by the participating teams in §3 and §4
presents the results and discusses key insights. Fi-
nally, §5 concludes the paper.

2 Task Description

The L-SUMM Shared Task focuses on generating con-
cise and coherent abstractive summaries of Indian
court judgments in English, addressing the lengthy
and intricate nature of these documents. Partic-
ipants were provided with the InLSum dataset,
which has dedicated train, test, and validation splits
for developing models and tailoring them to legal
summarization. Detailed description of the dataset
is provided in §2.1. Participants used the provided
train split to train and fine-tune their language mod-
els. During the Training Phase, they were required
to submit predictions on the validation split to eval-
uate model performance and perform necessary
tuning. In the Testing Phase, participants submitted
predictions on the held-out test split to assess their
models on unseen data. The final evaluation was
conducted on this test set (the test data was released
only after the completion of the Training Phase).
The shared task was hosted on the CodaBench2

platform, which facilitated access to the dataset,
submission management, leaderboard evaluation,
and standardized comparison of participating sys-
tems.

2.1 Dataset

For this InLSum Shared Task, we introduce the
InLSum (Indian Legal Summarization) dataset,
which consists of court judgments from promi-
nent Indian courts paired with expert-written ab-
stractive summaries, both in English. To facili-
tate model development and evaluation, the dataset
is divided into 3 splits: a train set of 1,200 data-
points, a validation set of 200 datapoints, and a test

2https://www.codabench.org/

set of 400 datapoints. Each datapoint refers to a
(judgment–summary) pair. Many judgments span
several thousand words, whereas the summaries
are substantially shorter, requiring high compres-
sion. Detailed statistics, including average docu-
ment length, average summary length, and com-
pression ratios (the ratio between the length of the
summaries to that of the corresponding judgments),
are reported in Table 1.

2.2 Evaluation

System outputs in the L-SUMM Shared Task were
evaluated using these 3 widely adopted automatic
relevance metrics: ROUGE-2, ROUGE-L, and
BLEU.

ROUGE (Lin, 2004): It stands for Recall-Oriented
Understudy for Gisting Evaluation, a crucial met-
ric for assessing the n-gram overlap between the
model-generated summaries and the reference sum-
maries. In this task, In this study, we employed the
ROUGE-2 score for measuring the bi-gram textual
overlap and ROUGE-L for measuring the longest
matching sequence of words using the Longest
Common Subsequence (LCS) between the model-
generated and reference summaries.

BLEU (Papineni et al., 2002): It stands for Bilin-
gual Evaluation Understudy. It measures overlap
between model-generated and reference summaries
by considering n-gram-based precision.

To ensure uniform comparability across met-
rics, all scores were scaled to the range [0, 100]
(with higher values indicating better performance).
The final leaderboard ranking was determined by
computing the arithmetic mean of the F1-scores of
ROUGE-2, ROUGE-L, and BLEU, for each sys-
tem.

3 Shared Task Submissions

The L-SUMM Shared Task attracted a total of 9 par-
ticipating teams. Brief summaries of the modeling
approaches taken by these teams are described in
this section.
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Juris-Summ (Sheik et al., 2025). This system
adopts an adaptive pipeline built upon the Long-
former Encoder–Decoder (LED)3 model (Beltagy
et al., 2020). For shorter judgments (<8,000
words), LED is applied in a single-pass setting,
while longer documents are processed hierarchi-
cally: they are split into overlapping 5,000-word
chunks (20% overlap) that are individually sum-
marized, after which a meta-summarization stage
fuses the chunk summaries into a coherent final
output. This strategy leverages LED’s long-context
capabilities while mitigating boundary effects and
preserving global coherence.

BLANCKED (Parada et al., 2025). This team
adopts a hybrid extractive-abstractive pipeline de-
signed for extremely long legal judgments. Their
approach first segments documents into 512-token
semantic chunks and applies the extractive sum-
marization method, PACSUM (Zheng and Lapata,
2019), to rank and select the most salient content,
yielding a 1000-token condensed extract. This ex-
tract is then passed to the proprietary LLM, Gemini-
2.5-Pro, for zero-shot abstractive refinement, utiliz-
ing optimized prompts to enhance coherence and
minimize redundancy. The method balances ef-
ficiency with coverage, with the LLM primarily
enhancing fluency rather than adding new content,
and achieves consistent gains over a purely extrac-
tive baseline.

TLDR-Uniandes (Chica, 2025). This team investi-
gates a spectrum of prompting strategies with multi-
agent architectures over widely popular proprietary
LLM, GPT-4.1. They evaluate multiple prompt
families, progressing from simple TL;DR baselines
to structured few-shot instructions that enforce tar-
get length, retention of legal terms, and n-gram
density. Their strongest results come from a Re-
ward System prompt, which incorporates progres-
sive rewards for long exact spans, bonuses for legal
transition phrases (e.g., ‘held that’, ‘dismissed the
appeal’), contextual multipliers for sentence place-
ment optimizing for ROUGE and BLEU simultane-
ously. Beyond prompting, they design three multi-
agent pipelines: a two-stage extract–abstract work-
flow using verbatim extraction; a domain-aware
pipeline where legal-domain classification informs
the structure and content emphasis of later stages;
and an expansive 20-stage sequential pipeline that
processes ten legal rhetorical roles (facts, argu-

3https://huggingface.co/allenai/
led-large-16384

ments, reasoning, orders, citations, etc.) with ded-
icated extraction and abstraction agents. A syn-
thesis agent then fuses all partial outputs into a
coherent final summary, prioritizing high-fidelity
n-gram matching. This combination of reward-
driven prompting and modular multi-agent flows
represents one of the interesting approaches in the
shared task.

BDS-Lab (Sonowal and Sadhu, 2025). This team
introduces a Structure-Aware Chunking (SAC)
pipeline that explicitly aligns the summarization
process with the rhetorical structure of legal judg-
ments. Their method segments each document into
Facts, Arguments & Analysis, and Conclusion us-
ing either (i) a heuristic rule-based system (SAC-
H) built from lexical indicators observed in the
training corpus or (ii) a zero-shot LLM-based seg-
mentation method (SAC-LLM) using Gemini-2.5-
Pro, which identifies section boundaries through
structured prompts. After segmentation, the system
allocates the summarization token limits propor-
tionally across sections, leveraging empirical distri-
butions of section lengths in gold summaries. Each
segment is then summarized independently using
Legal-Pegasus4 and concatenated to form the final
output. Their analysis highlights a key trade-off:
while section-aligned chunking improves global co-
herence (ROUGE-L), it can reduce local n-gram flu-
ency (ROUGE-2), revealing structural constraints
inherent in long-document summarization.

SCaLAR (D and Madasamy, 2025). This
team explored three systems built on the Legal-
Pegasus model, addressing extreme document
length through hierarchical summarization. Their
baseline system employs naive token-based chunk-
ing ( 1000 tokens with overlap) followed by recur-
sive summarization to aggregate local summaries
into a final global one. The next system improves
this process through rhetorical chunking: a BERT-
based classifier assigns one rhetorical role to each
sentence, and sentences sharing the same role are
grouped into coherent semantic units, which are
then summarized hierarchically using a role-aware
fine-tuned version of the same model. System-3
extends from System-2 by incorporating weighted
rhetorical roles, where each role is assigned an
explicit importance score derived from its promi-
nence in reference summaries of the train split;
these scores are inserted into the input tags during
fine-tuning. Collectively, their experiments investi-

4https://huggingface.co/nsi319/legal-pegasus
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Rank Team Name ROUGE-2↑ ROUGE-L↑ BLEU↑ AVG↑
1 FourCorners 34.91 33.34 21.49 29.91
2 Juris-Summ 29.62 28.56 21.67 26.62
3 TLDR-Uniandes 26.88 27.38 19.49 24.58
4 Contextors 25.13 25.59 16.80 22.51
5 GenAI-Lab 25.90 24.95 13.05 21.30
6 SCaLAR 21.86 25.93 14.43 20.74
7 BLANCKED 21.05 24.35 15.12 20.17
8 LegalAI 20.37 22.49 13.67 18.84
9 BDS-Lab 16.51 22.41 05.08 14.67

Table 2: Final Leaderboard results of the L-SUMM Shared Task in JUST-NLP 2025. AVG denotes the mean of
ROUGE-2, ROUGE-L, and BLEU scores, where higher values (↑) indicate better performance.

gate how rhetorical structure and role-level impor-
tance signals influence the quality of summaries
for long legal judgments.
LegalAI (Sha et al., 2025). This team explored
two approaches: (i) a hybrid extractive–abstractive
pipeline combining a BART-based model (fine-
tuned on CNN/DailyMail and further adapted
on InLSum) with TextRank-based extractive pre-
selection, and (ii) a purely abstractive summa-
rization approach using Indian_Legal_Pegasus5,
a domain-adapted variant of Legal-Pegasus fine-
tuned on the Indian legal domain. In the first ap-
proach, sentence embeddings from all-MiniLM-L6-
v2 are used to build a similarity graph, and the top
20 TextRank-selected sentences are fed to BART
(within a 1024-token limit). The second approach
directly fine-tunes and applies the model under sim-
ilar input and output length constraints. They il-
lustrate the differences between extractive-guided
and fully abstractive strategies for long-form legal
summarization.
FourCorners (Chaksangchaichot and Akara-
jaradwong, 2025). This team presents a multi-
stage alignment pipeline tuned by Reinforcement
Learning (RL) built on Qwen3-4B-Instruct-25076

that ultimately secured the top position on the
L-SUMM Shared Task leaderboard. Their pipeline
begins with data filtering based on regression
between judgment and summary lengths to re-
move noisy pairs. The model, Qwen3-4B-Instruct-
2507, is then adapted using a two-stage super-
vised finetuning (SFT) strategy: an initial high-
rank LoRA phase on medium-length inputs to

5https://huggingface.co/akhilm97/pegasus_
indian_legal

6https://huggingface.co/Qwen/
Qwen3-4B-Instruct-2507

shape task-specific behavior, followed by a long-
context finetuning phase (10k–30k tokens) with
lightweight adapters. A final Reinforcement Learn-
ing with Verifiable Rewards (RLVR) step fur-
ther aligns generation quality by directly optimiz-
ing BLEU and ROUGE using Group Sequence
Policy Optimization (GSPO) (Zheng et al., 2025)
or Decoupled Clip and Dynamic sAmpling Policy
Optimization (DAPO) (Yu et al., 2025) style up-
dates, sequence-level importance sampling, and
low-rank LoRA for stable optimization. Finally,
they demonstrate an RL-based approach to long-
form legal summarization and show that their entire
pipeline remains highly compute-efficient.

Contextors (Neelamegam and Nirmala, 2025).
They fine-tune multiple pretrained Seq2Seq mod-
els (BART, Legal-Pegasus, T5, and LED) over
InLSumm and integrate them through an ensem-
ble framework. Pairwise and three-way ensem-
bles (BART-Pegasus-LED) generate candidate sum-
maries, which are then semantically ranked using
InLegalBERT model to select the most contextually
aligned output. They further propose a Retriever-
Driven framework that identifies the most semanti-
cally relevant document chunks before fine-tuning
each model and again uses semantic similarity for
final summary selection.

GenAI-Lab (Jadav et al., 2025). This team
also investigates retrieval–driven summarization
for long legal documents, comparing three re-
trieval strategies – Dense Passage Retrieval
(DPR) (Karpukhin et al., 2020), Maximum Co-
sine Similarity (MCS) (Shukla et al., 2022), and
Maximum Marginal Relevance (MMR) (Xie and
Liu, 2008) – to construct semantically aligned
training pairs. Judgment texts are chunked into
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passages (e.g., 1024 tokens depending on the in-
put context size of the model), and relevant pas-
sages are selected for each summary sentence us-
ing embedding-based similarity. Summaries are
generated using both zero-shot LLMs (e.g., Qwen-
32B, GPT-OSS-120B, LlaMa-3, and LlaMa-4) and
fine-tuned encoder–decoder models, particularly
LED and Legal-Pegasus. The fine-tuned models
are trained on datasets produced by each retrieval
method, enabling controlled evaluation of how re-
trieval quality impacts abstractive summarization
performance.

4 Results and Findings

Table 2 presents the final leaderboard of the L-SUMM
Shared Task. The results reveal clear performance
variation across methodological families, reflecting
the diversity of modeling strategies explored by
participating teams.

The top-performing teams employ different
strategies, including reinforcement learning (Four-
Corners), hierarchical long-context modeling
(Juris-Summ), multi-agent prompting (TLDR-
Uniandes), and retrieval-based multi-generator en-
sembles (Contextors and GenAI-Lab), while also
emphasizing mechanisms that preserve global co-
herence in extremely long legal documents. The
top performer, FourCorners (AVG: 29.91), cou-
ples supervised finetuning with GSPO/DAPO-
based RL alignment, achieving the highest scores
across major metrics despite using a relatively
small (4B) model. Their results illustrate the ef-
fectiveness of reward optimization for long-form
legal summarization. Juris-Summ (AVG: 26.62)
and TLDR-Uniandes (AVG: 24.58) follow hierar-
chical LED summarization and multi-agent reward-
driven prompting using GPT-4.1, respectively. The
mid-ranking systems, including Contextors (AVG:
22.51) and GenAI-Lab (AVG: 21.30), employ
retrieval-enhanced finetuning. Their moderate per-
formance suggests that retrieval enhances factual
grounding, although gains depend strongly on the
choice of generator and selection heuristics. The
lower-ranking systems, including SCaLAR (AVG:
20.74), BLANCKED (AVG: 20.17), LegalAI
(AVG: 18.84), and BDS-Lab (AVG: 14.67), gen-
erally relied on more traditional pipelines such as
extractive pre-processing or direct finetuning of
legal-domain models.

Across systems, a central finding emerges: han-
dling document length and structure is more criti-

cal than the choice of backbone model. Teams that
explicitly address long-context challenges via hier-
archical routing, retrieval augmentation, structured
chunking, or reinforcement alignment, consistently
outperform those relying solely on standard sum-
marization architectures or zero-shot prompting.

5 Conclusion

The JUST-NLP 2025 L-SUMM Shared Task pro-
vides a benchmark for evaluating long-document
summarization within the challenging domain of
legal judgments. The task attracted 9 partici-
pating teams, who collectively explored a wide
range of modeling paradigms, including long-
context encoder-decoder architectures, retrieval-
augmented pipelines, multi-agent prompting strate-
gies, hybrid extractive-abstractive designs, and re-
inforcement learning–based alignment methods.
The final leaderboard results demonstrate that the
top-performing system leveraged a multi-stage
SFT+RL pipeline to secure the leading position.
Several other approaches have shown that retrieval
quality, rhetorical role-based chunking strategies,
and domain adaptation all play vital roles in shap-
ing summary quality. Overall, the L-SUMM Shared
Task highlights both the progress and the chal-
lenges that remain in long-form legal summariza-
tion. The benchmark, dataset resource, and sys-
tem descriptions released through this shared task
aim to support future research on long-form sum-
marization in high-stakes domains, such as law.
As long-context architectures, RL-strategies, align-
ment methods, and structure-aware techniques con-
tinue to improve, future iterations of this task are
likely to further advance the capabilities of auto-
mated legal reasoning and summarization.

Limitations

In this shared task, our evaluation framework relies
primarily on automatic metrics such as ROUGE
and BLEU, which measure surface-level lexical
overlap and provide only a syntactic assessment
of summary quality. Semantic evaluation metrics
(e.g., BERTScore) were not included in the offi-
cial scoring pipeline. Also, the model-generated
abstractive summaries are highly susceptible to fac-
tual inconsistencies, particularly when dealing with
complex judicial reasoning and domain-specific ter-
minology. However, our evaluation setup does not
independently assess factual accuracy using fac-
tual consistency measures (e.g., SummaCONV or
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other hallucination-sensitive consistency metrics).
Further, a major limitation is the absence of expert-
driven human evaluation. Legal summarization
requires domain knowledge, and expert review by
legal professionals is essential for assessing cor-
rectness, completeness, and potential misinterpre-
tations in generated summaries. Due to the high
cost and limited availability of legal experts, we
were unable to conduct a human evaluation phase.
Consequently, the final leaderboard does not reflect
expert assessments.
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Abstract

This paper provides an overview of the Shared
Task on Legal Machine Translation (L-MT),
organized as part of the JUST-NLP 2025 Work-
shop at IJCNLP-AACL 2025, aimed at improv-
ing the translation of legal texts, a domain
where precision, structural faithfulness, and
terminology preservation are essential. The
training set comprises 50,000 sentences, with
5,000 sentences each for the validation and
test sets. The submissions employed strate-
gies such as: domain-adaptive fine-tuning of
multilingual models, QLoRA-based parameter-
efficient adaptation, curriculum-guided super-
vised training, reinforcement learning with ver-
ifiable MT metrics, and from-scratch Trans-
former training. The systems are evaluated
based on BLEU, METEOR, TER, chrF++,
BERTScore, and COMET metrics. We also
combine the scores of these metrics to give an
average score (AutoRank). The top-performing
system is based on a fine-tuned distilled NLLB-
200 model and achieved the highest AutoRank
score of 72.1. Domain adaptation consistently
yielded substantial improvements over base-
line models, and precision-focused rewards
proved especially effective for the legal MT.
The findings also highlight that large multilin-
gual Transformers can deliver accurate and re-
liable English-to-Hindi legal translations when
carefully fine-tuned on legal data, advancing
the broader goal of improving access to justice
in multilingual settings.

1 Introduction

The JustNLP 20251 Shared Task on English-to-
Hindi Legal Machine Translation (L-MT)2 was
launched to address a critical need in India’s multi-
lingual legal system, where more than 44 million
cases remain pending, and a significant portion of
the judicial process still operates in English. This

1https://exploration-lab.github.io/JUST-NLP/
2https://www.codabench.org/competitions/10351/

linguistic mismatch restricts accessibility for Hindi-
speaking citizens, highlighting the need for reliable,
domain-specific translation tools. Legal texts, how-
ever, are complex, characterized by dense syntax,
specialized terminology, and strict semantic pre-
cision, making legal MT (Joshi et al., 2024) sub-
stantially more challenging than general-domain
translation.

To foster progress in this area, the shared
task provided a curated parallel corpus of Indian
legal documents and a standardized evaluation
framework. The participating teams explored a
wide range of approaches, including multilingual
Transformer fine-tuning, QLoRA-based parameter-
efficient methods (Jeon and Strube, 2025), curricu-
lum learning, reinforcement learning with verifi-
able rewards, and training models from scratch
(Singh et al., 2023). This overview summarizes
their methodologies and results, offering insight
into current capabilities and emerging strategies
for high-quality legal translation (Mahapatra et al.,
2025). The broader goal of the initiative is to
stimulate innovation in Indian-language NLP and
identify promising, yet underexplored techniques
(Dabre and Kunchukuttan, 2024) that can support
scalable, accessible, and accurate legal document
processing for Indian languages.

Our primary objective in organizing this collab-
orative effort is to bring together researchers and
developers to explore effective strategies for en-
hancing the quality of Indian-language machine
translation, particularly in the legal domain. A
secondary objective was to identify interesting but
still underexplored practices, even if they do not
directly contribute to achieving state-of-the-art MT
performance.
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2 Task Dataset

2.1 Dataset for Fine-Tuning and Evaluation
For the development and assessment of the model,
we introduce our English-to-Hindi legal parallel
corpus, which serves as a training and validation
dataset. This dataset consists of 50,000 sentence
pairs for training3, along with 5,000 validation
sentence pairs. For testing, we evaluate on the
WMT25 Legal benchmark dataset (Singh et al.,
2025b), which includes 5,000 additional test sen-
tences. To ensure that the model is trained on ac-
curate and high-quality parallel data, a series of
pre-processing and filtration procedures was imple-
mented.

Our training corpus is curated specifically for the
legal domain and encompasses a diverse range of
judicial document types, including court judgments,
legal petitions, bail applications, government reg-
ulations, and case proceedings. The average sen-
tence length in the training data is approximately
29 words for English and 31 words for Hindi.

Filtering by Sentence Length. We excluded sen-
tence pairs in which either the source or target sen-
tence contained fewer than 5 words or more than 70
words in the training and validation sets. Sentences
that are excessively short often provide minimal
supervision signals, whereas overly long sentences
introduce structural complexity that may compro-
mise training stability. Therefore, this length-based
filtering helps preserve a more uniform and train-
able distribution of training samples.

Dataset Split Language Sentences Words

Train English 50,000 1,463,911
Hindi 50,000 1,577,884

Validation English 5,000 145,063
Hindi 5,000 156,850

Test English 5,000 134,016
Hindi 5,000 133,471

Table 1: Statistics of the English and Hindi Legal Trans-
lation Dataset

Word Count Ratio Filtering. To further enhance
the alignment quality, we filtered sentence pair-
ings based on the ratio of word counts between the
source and target sentences. Only pairings in which
the difference in word count fell within the range

3https://huggingface.co/datasets/helloboyn/
IJCNLP-JustNLP-LMT

of [−10,+10] were preserved. This phase helps
remove misaligned pairs where the target sentence
is significantly longer or shorter than the source,
thereby reducing noise and promoting improved
structural correspondence between the languages.

3 Evaluation Metrics

We use six widely used automatic evaluation met-
rics to fully assess system performance in the
English-to-Hindi Legal MT shared task. Each met-
ric examines a different aspect of translation qual-
ity, so that systems are evaluated not only on their
surface similarity, but also on their accuracy in
terms of meaning and context, which are crucial
for legal translation.

• BLEU (Papineni et al., 2002): Measures n-
gram overlap between the system output and
reference translation, focusing on lexical ac-
curacy.

• METEOR (Banerjee and Lavie, 2005):
Evaluates translations using exact, stem, and
synonym matches, offering a more flexible
lexical comparison than BLEU.

• TER (Snover et al., 2006): Computes the
number of edits required to transform the MT
output into the reference; lower scores indi-
cate better structural alignment.

• chrF++ (Popović, 2017): A character and
word-level F-score metric that captures fine-
grained morphological and orthographic simi-
larities.

• BERTScore (Zhang et al., 2020): Uses con-
textual embeddings to measure semantic simi-
larity between the reference and the generated
translation.

• COMET (Rei et al., 2020): A neural met-
ric trained on human judgments that captures
adequacy and fluency using encoder–decoder
representations.

Together, these metrics provide complementary
perspectives, lexical, structural, semantic, and con-
textual, offering a more complete understanding of
translation quality.

3.1 AutoRank for Unified Scoring
Each metric provides useful insights, but relying
on only one can overemphasize certain translation
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characteristics, such as n-gram precision or seman-
tic similarity. To avoid this kind of bias, we utilize
AutoRank (Kocmi et al., 2025), a single scoring
system that combines all six evaluation metrics into
a single balanced score.

AutoRank =
1

6

6∑

i=1

Mi,norm (1)

AutoRank score4 ensures that no single metric
is more important than the others by placing all
of them on the same scale. Metrics like BLEU,
METEOR, chrF++, BERTScore, and COMET are
scaled directly, whereas TER (where lower is bet-
ter) is inverted to maintain consistency. The final
AutoRank value is then found by averaging the
normalized values on a scale ranging from 0 to
100.

This unified scoring method ensures that systems
are evaluated as a whole, taking into account lexical
accuracy, semantic meaning, structural fidelity, and
contextual alignment, rather than relying on a sin-
gle metric. Because of this, AutoRank provides the
legal MT shared task with a fair, comprehensive,
and dependable ranking system.

4 Summary of Participant Systems

A total of 24 teams initially registered for the shared
task. Of these, 7 teams submitted system outputs,
and 5 teams provided accompanying system de-
scription papers. The participating teams and their
submitted systems are summarized as follows.

4.1 Team-SVNIT: Domain-Adaptive
Fine-Tuning of Multilingual Models for
English-Hindi Legal Machine Translation

Team-SVNIT (Dhakad et al., 2025) achieved 1st

place in the shared task. Legal translation be-
tween English and Hindi is particularly challeng-
ing due to domain-specific terminology and long,
syntactically complex sentence structures. To ad-
dress this, the team fine-tunes and evaluates several
multilingual pre-trained translation models, includ-
ing facebook/nllb-200-distilled-1.3B, on
the 50,000 English-Hindi legal sentence pairs pro-
vided by the organizers. Their training pipeline
incorporates careful pre-processing, a 512-token
context window, and optimized decoding strate-
gies to improve robustness and translation fidelity.

4https://huggingface.co/datasets/helloboyn/
IJCNLP-JustNLP-LMT/blob/main/JustNLP25_L-MT_
Result_Final.pdf

The final system attained an AutoRank score of
72.10, securing the top position on the leader-
board. Across evaluation metrics, the model
achieved: BLEU 51.61, METEOR 75.80, TER
37.09, CHRF++ 73.29, BERTScore 92.61, and
COMET 76.36. These results underscore the ef-
fectiveness of domain-adaptive fine-tuning for spe-
cialized legal MT tasks. The authors have publicly
released their implementation for further research
and reproducibility5.

4.2 FourCorners: Cold Starts and Hard
Cases - A Two-Stage SFT–RLVR
Approach for Legal Machine Translation

FourCorners (Akarajaradwong and Chaksangchai-
chot, 2025) introduced one of the most innovative
methodologies in the shared task. Their system for
the JUST-NLP 2025 English–Hindi Legal Machine
Translation challenge is built around a two-stage,
data-centric training pipeline designed to handle
both easy and difficult examples effectively. In
the first stage, the team annotates the training cor-
pus by translation difficulty, creating subsets la-
beled as ‘easy’, ‘medium’, and ‘hard’. Supervised
fine-tuning (SFT) is then applied to the easy-to-
medium partition to establish a strong cold start
model. In the second stage, the authors employ
Reinforcement Learning with Verifiable Rewards
(RLVR) exclusively on the hard subset. The reward
signal, derived from standard machine translation
metrics such as BLEU, ROUGE-L, and chrF++, en-
ables the model to optimize directly for precision-
oriented translation quality. This two-stage SFT-
RLVR framework yields substantial improvements
over strong SFT baselines, validating the effective-
ness of combining difficulty-aware data curation
with metric-driven reinforcement learning for high-
fidelity legal translation. The system ranked 2nd

overall in the official leaderboard. The authors have
released their code and model weights6.

4.3 goodmen: A Comparative Study of Neural
Models for English-Hindi Legal Machine
Translation

The goodmen (K et al., 2025) team ranked 3rd over-
all in the shared task. In a multilingual country
like India, ensuring that legal judgments are acces-
sible in native languages is essential for equitable

5https://github.com/Rupeshddhakad06/
JUST-NLP-LMT

6https://github.com/ppaolong/
FourCorners-JustNLP-MT-Shared-Task
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justice. The Legal Machine Translation (L-MT)
shared task aims to address this need by focusing
on English-Hindi legal translation. The authors
present a systematic comparative evaluation of neu-
ral MT models for this domain, examining four
multilingual and Indic-focused systems developed
under the shared-task constraints.

Their approach emphasizes domain-specific fine-
tuning while preserving statutory structure, le-
gal citations, and jurisdictional terminology. In
particular, they fine-tune two legal-oriented mod-
els: InLegalTrans and IndicTrans2 on the 50k
English-Hindi legal parallel corpus provided by
the organizers, with no external data permitted.
The fine-tuned InLegalTrans model achieves the
strongest performance, reaching a BLEU score of
48.56, substantially outperforming its base version.
The comparative study reveals that targeted domain
adaptation substantially enhances translation qual-
ity for specialized legal texts. Human evaluation
further confirms that the fine-tuned InLegalTrans
outputs better preserve legal coherence and judicial
tone. The team’s best-performing model is ranked
3rd on the test set. The authors have released their
model7.

4.4 JUNLP: From Scratch to Fine-Tuned: A
Comparative Study of Transformer
Training Strategies for Legal Machine
Translation

The JUNLP (Barman et al., 2025) team ranked 4th

overall in the shared task. In multilingual coun-
tries like India, access to legal information is often
constrained by linguistic barriers, as much of the
judicial and administrative discourse remains in
English. Legal Machine Translation (L-MT) offers
a scalable approach to accessible legal communica-
tion by enabling the consistent and accurate trans-
lation of legal texts. This work, developed for the
JUST-NLP 2025 shared task, investigates English–
Hindi legal translation using Transformer-based
approaches. The authors evaluate two complemen-
tary strategies: fine-tuning a pre-trained OPUS-
MT model for domain adaptation, and training a
Transformer model from scratch using only the
provided legal corpus. These systems are assessed
across a broad suite of MT metrics, including
SacreBLEU, chrF++, TER, ROUGE, BERTScore,
METEOR, and COMET. Their fine-tuned OPUS-
MT model achieves a SacreBLEU score of 46.03,

7https://huggingface.co/drjk16/
InLegalTrans-Finetuned-JUSTNLP2025

substantially outperforming both the baseline and
from-scratch models. The results demonstrate the
clear advantage of domain adaptation for legal MT,
showing that pretrained models fine-tuned on in-
domain data significantly surpass models trained
from scratch. The study highlights the potential of
L–MT systems to improve legal accessibility and
transparency in multilingual settings8.

4.5 JUST-MEI: Adapting IndicTrans2 for
Legal Domain MT via QLoRA
Fine-Tuning

The JUST-MEI (Singh et al., 2025a) system ranked
5th overall in the shared task. Legal Machine
Translation presents unique difficulties due to
domain-specific terminology, long and formally
structured statutes, and the high precision re-
quired for legal communication. As part of
the JUST-NLP 2025 Shared Task on English-
Hindi legal translation, the authors adapt the pre-
trained ai4bharat/indictrans2-en-indic-1B
model using QLoRA, a parameter-efficient fine-
tuning strategy designed for low-resource compu-
tational settings. Using only the domain-specific
parallel corpus provided by the organizers, the fine-
tuned model achieves substantial improvements
over the baseline IndicTrans2 system, especially in
handling specialized legal vocabulary and complex
syntactic constructions. In automatic evaluation,
the system obtains a BLEU score of 46.67 and a
chrF++ score of 70.03. Human evaluation further
reflects strong performance, with adequacy and flu-
ency scores of 4.085 and 4.006, respectively. The
approach achieves a final AutoRank score of 67.98,
demonstrating the effectiveness of QLoRA-driven
domain adaptation for legal MT9.

5 Results and Findings

Among the five participating systems, JUST-
NLP 2025 Shared Task on English-to-Hindi Le-
gal Machine Translation revealed that domain-
adaptive fine-tuning remains the most decisive
factor for achieving high-quality legal transla-
tions. The top-ranked ‘Team-SVNIT’ demon-
strated that large multilingual models, such
as facebook/nllb-200-distilled-1.3B, when
carefully fine-tuned with long-context training, rig-
orous preprocessing, and stable optimization, de-

8https://github.com/atanumandal0491/
Legal-Translation

9https://drive.google.com/drive/folders/
1USkOkqvV3HxFILAPsFpkxWYJ1FjNFRUl
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Rank Team Name BLEU↑ METEOR↑ TER↓ chrF++↑ BERTScore↑ COMET↑ AutoRank↑
1 Team-SVNIT 51.61 75.80 37.09 73.29 92.61 76.36 72.10
2 FourCorners 50.19 69.54 42.32 73.67 92.70 75.74 69.92
3 goodmen 48.56 67.15 41.63 73.07 92.38 75.16 69.12
4 JUNLP 46.03 71.84 42.08 70.59 91.19 73.72 68.55
5 JUST-MEI 46.67 72.86 44.63 70.03 90.86 72.12 67.98
6 Lawgorithms 46.27 71.80 43.06 68.32 91.03 72.14 67.75
7 Tokenizers 34.08 61.78 55.25 56.75 87.39 65.20 58.32

Table 2: Evaluation results for the English-to-Hindi Legal MT Shared Task.

liver state-of-the-art performance across lexical and
semantic metrics. ‘FourCorners’ contributed the
most innovative approach, showing that curriculum-
based learning combined with reinforcement learn-
ing using verifiable MT metrics can outperform
conventional supervised fine-tuning, especially in
precision-sensitive domains like law. The ‘good-
men’ team highlighted the value of domain-specific
architectures, with their fine-tuned InLegalTrans
model excelling in preserving statutory structure
and legal terminology. ‘JUNLP’ results further
underscored the superiority of pretrained models,
as their fine-tuned OPUS-MT system significantly
outperformed a Transformer trained from scratch.
Finally, ‘JUST-MEI’ demonstrated that parameter-
efficient adaptation via QLoRA can achieve com-
petitive performance even under limited computa-
tional resources. Together, these findings affirm
that legal MT requires not only linguistic fluency
but rigorous domain adaptation, precision-oriented
optimization, and careful engineering, marking a
substantial advancement in the development of re-
liable English-to-Hindi legal translation systems.

6 Conclusion

The shared task demonstrates that high-quality
English-to-Hindi legal translation is well within
reach when modern Transformer models are care-
fully tailored to the legal domain. We found
that simply using large, pre-trained models is not
enough; fine-tuning them on legal data is essen-
tial for capturing the precision and structure that
legal texts require. Approaches that prioritize ac-
curacy over paraphrasing, especially those opti-
mized with BLEU and chrF++, consistently pro-
duced more reliable outputs. Innovative strategies,
such as combining supervised training with rein-
forcement learning, further boosted performance,
and even lightweight methods like QLoRA proved
effective for teams working with limited compute

resources. Overall, these results demonstrate that
with the right combination of domain adaptation,
careful engineering, and precision-focused train-
ing, today’s MT systems can produce translations
that are accurate, trustworthy, and suitable for real-
world legal applications.

Limitations

The shared task is limited only to the English-to-
Hindi direction and does not consider the reverse
Hindi-to-English direction. Although we follow
the AutoRank framework with normalized scores
for fair system comparison, the inclusion of TER
as an inverted (negative) metric may not always
correlate consistently with other positive evalua-
tion metrics, which could potentially influence the
final ranking. Finally, the shared task evaluation
is conducted only at the sentence level; however,
a document-level evaluation would be essential
for capturing broader contextual dependencies and
discourse-level translation quality, particularly in
the legal domain.
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Maja Popović. 2017. chrF++: words helping charac-
ter n-grams. In Proceedings of the Second Confer-
ence on Machine Translation, pages 612–618, Copen-
hagen, Denmark. Association for Computational Lin-
guistics.

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon
Lavie. 2020. COMET: A neural framework for MT
evaluation. In Proceedings of the 2020 Conference
on Empirical Methods in Natural Language Process-
ing (EMNLP), pages 2685–2702, Online. Association
for Computational Linguistics.

Akoijam Jenil Singh, Loitongbam Sanayai Meetei, and
Yumnam Surajkanta. 2025a. Adapting IndicTrans2
for Legal Domain MT via QLoRA Fine-Tuning at
JUST-NLP 2025. In Proceedings of the First Work-
shop on NLP for Empowering Justice (JUST-NLP),
Mumbai, India. Association for Computational Lin-
guistics.

Kshetrimayum Boynao Singh, Deepak Kumar, and Asif
Ekbal. 2025b. Evaluation of LLM for English to
Hindi legal domain machine translation systems. In
Proceedings of the Tenth Conference on Machine
Translation, pages 823–833, Suzhou, China. Associ-
ation for Computational Linguistics.

Kshetrimayum Boynao Singh, Ningthoujam Avichandra
Singh, Loitongbam Sanayai Meetei, Sivaji Bandy-
opadhyay, and Thoudam Doren Singh. 2023. NITS-
CNLP low-resource neural machine translation sys-
tems of English-Manipuri language pair. In Proceed-
ings of the Eighth Conference on Machine Trans-
lation, pages 967–971, Singapore. Association for
Computational Linguistics.

Matthew Snover, Bonnie Dorr, Rich Schwartz, Linnea
Micciulla, and John Makhoul. 2006. A study of trans-
lation edit rate with targeted human annotation. In
Proceedings of the 7th Conference of the Association
for Machine Translation in the Americas: Technical
Papers, pages 223–231, Cambridge, Massachusetts,
USA. Association for Machine Translation in the
Americas.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020. Bertscore:
Evaluating text generation with bert. Preprint,
arXiv:1904.09675.

17

https://doi.org/10.18653/v1/2024.wmt-1.55
https://doi.org/10.18653/v1/2024.wmt-1.55
https://doi.org/10.18653/v1/2024.wmt-1.55
https://doi.org/10.18653/v1/2025.codi-1.4
https://doi.org/10.18653/v1/2025.codi-1.4
https://doi.org/10.18653/v1/2025.codi-1.4
https://doi.org/10.18653/v1/2024.acl-long.618
https://doi.org/10.18653/v1/2024.acl-long.618
https://doi.org/10.18653/v1/2025.wmt-1.22
https://doi.org/10.18653/v1/2025.wmt-1.22
https://doi.org/10.18653/v1/2025.wmt-1.22
https://doi.org/10.1145/3748313
https://doi.org/10.1145/3748313
https://doi.org/10.1145/3748313
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.18653/v1/W17-4770
https://doi.org/10.18653/v1/W17-4770
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/2025.wmt-1.57
https://doi.org/10.18653/v1/2025.wmt-1.57
https://doi.org/10.18653/v1/2023.wmt-1.92
https://doi.org/10.18653/v1/2023.wmt-1.92
https://doi.org/10.18653/v1/2023.wmt-1.92
https://aclanthology.org/2006.amta-papers.25/
https://aclanthology.org/2006.amta-papers.25/
https://arxiv.org/abs/1904.09675
https://arxiv.org/abs/1904.09675


Proceedings of the 1st Workshop on NLP for Empowering Justice (JUST-NLP 2025), pages 18–28
December 24, 2025 ©2025 Association for Computational Linguistics

LeCNet: A Legal Citation Network Benchmark Dataset
Pooja Harde

National Institute of Technology Kurukshetra
Kurukshetra, Haryana, India
pmharde29@gmail.com

Bhavya Jain
Indian Institute of Technology Bhilai

Durg, Chhattisgarh, India
bhavyaj@iitbhilai.ac.in

Sarika Jain
National Institute of Technology Kurukshetra

Kurukshetra, Haryana, India
jasarika@nitkkr.ac.in

Abstract

Legal document analysis is pivotal in mod-
ern judicial systems, particularly for case re-
trieval, classification, and recommendation
tasks. Graph neural networks (GNNs) have
revolutionized legal use cases by enabling the
efficient analysis of complex relationships. Al-
though existing legal citation network datasets
have significantly advanced research in this
domain, the lack of large-scale open-source
datasets tailored to the Indian judicial system
has limited progress. To address this gap,
we present the Indian Legal Citation Network
(LeCNet) - the first open-source benchmark
dataset for the link prediction task (missing
citation recommendation) in the Indian judi-
cial context. The dataset has been created by
extracting information from the original judg-
ments. LeCNet comprises 26,308 nodes rep-
resenting case judgments and 67,108 edges
representing citation relationships between the
case nodes. Each node is described with rich
features of document embeddings that incor-
porate contextual information from the case
documents. Baseline experiments using vari-
ous machine learning models were conducted
for dataset validation. The Mean Reciprocal
Rank (MRR) metric is used for model evalu-
ation. The results obtained demonstrate the
utility of the LeCNet dataset, highlighting the
advantages of graph-based representations over
purely textual models.

1 Introduction

The rapid advancement of artificial intelligence
(AI) has revolutionized numerous fields, includ-
ing law, where the automation of legal document
analysis has emerged as a critical area of research.
Efficient retrieval, classification, and recommen-
dation of legal cases are essential for assisting
lawyers, judges, and legal researchers in navigating
vast repositories of case law. However, develop-
ing AI-based systems for legal analysis demands

high-quality datasets tailored to specific jurisdic-
tions, along with robust methodologies to address
unique challenges in legal text understanding and
reasoning.

The increasing volume of cases adjudicated by
judiciaries poses significant challenges in main-
taining decision-making accuracy, consistency, and
fairness (Varghese, 2024). Legal professionals, in-
cluding lawyers and judges, require efficient tools
to reduce the time and cost associated with legal
research, improving the effectiveness and quality
of the judicial process. Legal professionals tradi-
tionally rely on their expertise and critical thinking
to identify and refer relevant prior cases when ad-
dressing a specific legal case (query case). While
technology has been introduced to assist in this pro-
cess, its role has largely been limited to rudimen-
tary tools such as keyword searches and Boolean
operations. Additionally, with the rapid growth of
legal case databases, even the most experienced
practitioners find it progressively more difficult to
efficiently locate and cite pertinent past cases (no-
ticed cases) (Joshi et al., 2023).

Incorporating machine learning into the recom-
mendation of legal citations is a key step in utilizing
AI to assist legal experts. Citations are essential in
legal writing, particularly within common law sys-
tems, where they support arguments by referencing
statutes, administrative regulations, and case law
that interprets these laws in various scenarios. The
importance of citations is particularly evident in
legal education, where the process of selecting law
journal editors often includes a stringent evaluation
of citation formatting skills (Cross and Spriggs,
2010). Additionally, excelling in more complex
tasks like legal text generation and summarization
requires a deep understanding of citations, high-
lighting their crucial role in legal discourse.

(Huang et al., 2021) explores the application of
link prediction with the context of legal citation
recommendation, also sometimes referred to as
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prior case retrieval (Kano et al., 2019; Joshi et al.,
2023), to identify and suggest relevant legal prece-
dents or references using citation networks in legal
documents. In general, there are many open do-
main datasets available for the link prediction task,
such as the citation network of articles (Wang et al.,
2024), arxiv papers by MAG (Wang et al., 2024),
papers100M (Wang et al., 2024), wikikg2 (Vran-
dečić and Krötzsch, 2014), collab (Wang et al.,
2024), etc. Datasets that can be used for the legal
citation recommendation task are available for US1,
German(Milz et al., 2021), and Canadian cases
(COLIEE)(Kano et al., 2019), IL-PCR (Joshi et al.,
2023). Similar works have also been carried out
for the Indian judiciary by Paheli et. al. (Bhat-
tacharya et al., 2022) and Khatri et. al. (Khatri
et al., 2023). The main limitations of existing work
are (1) the absence of a legal dataset specifically
designed for the link prediction task and (2) the
unavailability of large-scale legal citation datasets
tailored to the Indian judiciary. The Supreme Court
of India’s hierarchical, multi-tier system (including
High Courts) yields a sparse, hierarchical network
where a few landmark cases dominate citations.
These patterns differ from US or German legal net-
works and from prior document-similarity datasets.
The existing datasets raise two research questions
and leave them unaddressed. RQ1: How do dataset
design choices (e.g. number of citations removed
or negative sampling strategy) affect model perfor-
mance and robustness? RQ2: What is the impact
of using contextual document embeddings (versus
other text features) on citation link-prediction in
graph based models?

We aim to address the stated research questions
and introduce a large-scale Indian Legal Citation
Network dataset called LeCNet. The proposed
dataset is the first of its kind developed for the
Indian judiciary, where legal judgments are rep-
resented as nodes and citation relationships be-
tween cases as edges (case cites−−−→ case), creating
a rich graphical representation of 26,308 nodes and
67,108 directed edges. Beyond structural represen-
tation in the form of nodes and edges, the dataset
also incorporates advanced node features in the
form of document embeddings generated by the
Doc2Vec model. LeCNet is designed to bench-
mark standard citation link-prediction models, in-
cluding both non-graph and graph-based models.
This work advances legal research by offering the

1https://www.courtlistener.com/

following contributions:

• Considering the lack of available benchmarks
for the Indian legal setting, we create a new
benchmark of Legal Citation Network for the
Indian legal system (LeCNet) (section 3).

• We have performed experiments on differ-
ent LeCNet configurations to determine the
best-performing version for the link prediction
task.

• We have performed the model-based vali-
dation of LeCNet using non-GraphML and
GraphML models to understand the structural
and contextual dependency for the legal cita-
tion recommendation task (section 5.3).

2 Related Work

Researchers have explored various approaches to
the challenges of legal domain analytics, such as
(Kalamkar et al., 2022; Brugman, 2018; Filtz, 2017;
Tang et al., 2020), to improve the efficiency and
precision of legal workflows. The field of legal doc-
ument analysis has witnessed significant progress
in recent years, driven by advances in natural lan-
guage processing (NLP) and graph-based machine
learning.

Legal citation recommendation has emerged
as a key task in the streamlining of legal research,
intending to help legal professionals identify rel-
evant precedents and legal references. However,
network-based methods primarily focus on the
structural information of the constructed network
and tend to overlook the textual content of le-
gal documents. Additionally, these methods are
less effective when the network is sparse (Liu and
Hsu, 2019). Various commercial tools have been
developed to aid legal research through citation-
based functionalities. Zhang and Koppaka (Zhang
and Koppaka, 2007) highlight a LexisNexis fea-
ture that facilitates navigation within a semantic
citation network by utilizing textual similarity be-
tween citation contexts. Similarly, platforms such
as Thomson Reuters’ CoCounsel (formerly known
as CaseText’s CARA A.I.) (CoCounsel), Parallel
Search (2020), and Thomson Reuters’ Quick Check
(Thomas et al., 2020) offer citation recommenda-
tion services, though the underlying techniques
remain undisclosed. Winkels et al. (Winkels et al.,
2014) propose a recommender system tailored to
Dutch immigration law, which retrieves cases with
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high between-ness centrality relative to selected le-
gal provisions. Dadgostari et al. (Dadgostari et al.,
2021) address the challenge of creating bibliogra-
phies for citation-free legal texts by modeling the
process as a Markov Decision Problem, where an
agent iteratively identifies relevant documents us-
ing Q-learning, outperforming simpler approaches
for retrieving U.S. Supreme Court decisions. Other
researchers (Fowler et al., 2007; Koniaris et al.,
2017) have studied the structure of legal citation
networks, exploring metrics such as authority, rel-
evance, and network properties like degree distri-
bution and shortest path lengths. Sadeghian et al.
(Sadeghian et al., 2018) introduce a system to ex-
tract and classify legal citations, predicting their
purpose based on predefined labels. Huang et al.
(Huang et al., 2021) investigate the use of deep
learning techniques like BiLSTM and RoBERTa
for legal citation prediction, showing that integrat-
ing contextual information enhances accuracy and
providing benchmarks for advancing legal natural
language processing research.

Legal citation network serve as the founda-
tional structure for citation recommendation sys-
tems. These networks represent legal documents
(nodes) and their interconnections through citations
(edges). In the scientific community, researchers
have used citation networks for recommendations
in many different domains, such as e-commerce,
commercial, and academics (Wang et al., 2024).

In 2011, Kumar et al. (Kumar et al., 2011) in-
ferred document similarity by calculating the Jac-
card similarity index between sets of out-citations
and in-citations within document clusters, known
as Bibliographic Coupling and Cocitation. In 2015,
Minocha et al. (Minocha et al., 2015) assessed
whether sets of precedent citations (out-citations)
appeared in the same cluster to determine docu-
ment similarity. Liu (Liu, 2017) improved upon
Bibliographic Coupling in 2017 by incorporating
the titles of out-citation references, thus enriching
the model’s informational context. In 2020, Bhat-
tacharya et al. (Bhattacharya et al., 2020) applied
Node2Vec (Grover and Leskovec, 2016) to map
legal cases into vector embeddings, evaluating sim-
ilarity based on these embeddings. Further, in 2022,
Bhattacharya et al. (Bhattacharya et al., 2022) ac-
knowledged the critical role of legal statute hier-
archy and integrated it into a heterogeneous graph
alongside legal case documents. Pioneering con-
tributions include those by James Fowler et. al.
(Fowler et al., 2007) and subsequent efforts by re-

searchers such as Katz et. al. (Katz et al., 2020) and
Mike Bommarito et. al. (Bommarito II et al., 2010).
Additionally, Hoadley et al. (Hoadley et al., 2021)
conducted a large-scale international citation net-
work analysis, although their commercial dataset
is not publicly available. This broader ecosystem
highlights that legal citation datasets have evolved
considerably, offering both structural and textual
modalities for research.

The relational structure of legal citation net-
works makes them well-suited for Graph Machine
Learning (GraphML) techniques. In Graph Ma-
chine Learning for Legal Citation Networks, le-
gal documents, statutes, and related entities are
represented as nodes, while edges denote relation-
ships such as cites, relatedTo, or refersTo. This
graph-based representation enables the application
of powerful models like Graph Neural Networks
(GNNs), Graph Convolutional Networks (GCNs),
and Graph Attention Networks (GATs), which have
demonstrated effectiveness in key tasks such as
link prediction, node classification, and represen-
tation learning. Recent efforts, such as the Open
Graph Benchmark introduced by Hu et al. (Hu
et al., 2020), have catalyzed progress in GraphML
by providing standardized datasets and evaluation
protocols.

Problem Statement
In the legal research community, the area of
GraphML and related graph-based datasets is still
underexplored. The above-mentioned works con-
centrate on the effectiveness of legal citation net-
works; however, the unavailability of datasets and
the limited focus on applications in the GraphML
domain remain unaddressed. The prior works
highly consider the node classification task, which
may not be suitable for learning the legal cases rep-
resentation in the embedding space for a citation
network. To spur research in legal analytics, we
introduce a large-scale Indian Legal Case Citation
Network (LeCNet) gold standard dataset that will
serve as a benchmark for the link prediction task.
This will further aid in downstream applications
like legal citation recommendations, similar case
recommendations, etc.

3 Legal Citation Network (LeCNet)
Benchmark Dataset

The Legal Citation Network (LeCNet) Benchmark
Dataset is a dataset of Supreme Court of India
court case judgments in English containing 26308
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Figure 1: Designing of LeCNet dataset from scraping
to graph creation to preprocessing to edge splitting and
finally addition of negative references

legal documents. The case citing other cases are
connected via an edge between the nodes, thus
creating a directed graph. The mathematical
annotation of the dataset can be given as:

LeCNet is a directed graph G = (V,E) where
V represents the set of nodes (SCI judgment docu-
ments) and E ⊆ V × V represents the set of edges
(citations within the corpus). The LeCNet dataset
construction is a three-step process, as described in
the following subsections.

3.1 Corpus Creation and Preprocessing

The first step begins with the corpus creation.
The corpus is created by scraping legal judgment
documents (in the public domain) from the Indi-
anKanoon2 website. While the site provides access
to legal information, it doesn’t have a specific sec-
tion detailing copyright terms for the entire website.
The Supreme Court of India (SCI) judgments are
simplified in nature as compared to the other Indian
courts (High Courts and Apex Courts). A bench-
mark dataset starts with clean subsets before incor-
porating more complex structures. So, the SCI has
been used for the initial release as a strength to pro-
vide a focused, consistent, and reproducibile bench-
mark before tackling the noisier High Court or tri-
bunal data. In future releases, we plan to extend
LeCNet with hierarchical (Supreme–High Court),
cross-jurisdictional, and temporal data, making the
retrieval challenge progressively more realistic and
complex.

2https://indiankanoon.org/

We picked documents of the Supreme Court of
India (SCI) cases ranging from the year 1950 to
2022 (considered as zero-hop set cases) using a cus-
tom Python-based web crawler library Selenium3.
(Malik et al., 2021)). To gather citation cases, we
scraped the documents appearing in the immediate
citation neighborhood of each source paper. Dur-
ing the collection of citations, only SCI citations
are considered. The created corpus is then prepro-
cessed to provide a unique number to every docu-
ment to represent as a node in the graph. The data
was validated through structured checks guided by
six law students and two faculty from Law De-
partment of Kurukshetra University, Haryana. For
example, we confirmed the court levels (focusing
on Supreme Court cases), set the date ranges, and
removed any cases with zero remaining citations
(Refer Fig1 A).
Node Features. The node features in the LeCNet
dataset are derived from 100-dimensional Doc2Vec
embeddings trained on the textual descriptions or
metadata associated with each node. This ensures
semantically similar nodes have embeddings that
are close in the feature space, allowing effective
incorporation of textual information into the graph
for tasks like link prediction and node classification.
The 100-dimensional size balances representational
capacity with computational efficiency.

Doc2Vec was chosen for its ability to capture se-
mantic relationships across entire documents, mak-
ing it well-suited for complex, domain-specific data
like legal texts. Prior studies (Mandal et al., 2021;
Zhang and Zhou, 2019; Bhattacharya et al., 2022)
highlight its superiority over Word2Vec, Legal-
BERT and Transformer-based models in represent-
ing the nuanced structure of legal documents. They
confirmed that Doc2Vec outperformed other mod-
els for this domain, validating its use for generating
node features in the LeCNet dataset.

3.2 Edge Selection for Dataset Splitting

Further, the dataset has been split into the
train/test/validation sets for model development.
We assume that all the available tuples form the
training set in the beginning. The task is to select
the edges to be moved to the test and the valida-
tion sets. To handle cases, where nodes have a
small number of outgoing citations (e.g., one or
two citations), we employed a data-splitting strat-
egy such that if x outgoing citations are randomly

3https://selenium-python.readthedocs.io/
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moved from the training set for creating a test and
a validation set, then at least one outgoing edge
will be retained in the training set for that source
node (Refer Fig1 B). Additionally, the x selected
edges are equally divided between the test and the
validation sets; therefore, x = 2n, n ∈ N. An
optimal value of x has to be decided and is done
during parameter setting (5.2). The steps for the
data splitting are described in Algorithm 1.

Algorithm 1 Edge Selection for Data Splitting

1: Take some x = 2n, n ∈ N. We use x=2 and
x=4 to ensure validation and test have enough
samples.

2: We select source cases based on the number of
outgoing citations they contain:

Vsource = {s ∈ V | |E(s)| > x},

where V is the set of all cases, and E(s) is the
set of edges emanating from source case s.

3: Repeat for all s ∈ Vsource:
(i) From E(s), randomly select x edges and

mark them:

{e+1 , . . . , e+x } ⊆ E(s).

(ii) Move marked edges to validation/testing:

E(s)valid ⊆ {e+1 , . . . , e+x }
|E(s)valid| =

⌊
x
2

⌋

E(s)test = {e+1 , . . . , e+x } \ E(s)valid

(iii) Remaining edges go to training:

E(s)train = E(s) \ {e+1 , . . . , e+x }.

3.3 Selection of Target Negative References:

The purpose of negative references is to provide
a contrastive learning signal for the model. Here,
the model learns why certain references exist and
why others do not. Without negative examples, the
model might simply learn to predict any link be-
tween cases, regardless of their content or context.
Hence, using negative references, the model learns
to identify the features that distinguish between
true (positive) citations and carefully selected neg-
ative citations. Negative samples for the nodes
are generated by first marking a constrained set of
potential negative references and then randomly

selecting NF references for every source node as
depicted in Algorithm 2 and Fig1 C. An optimal
value of NF has to be decided and is done during
parameter setting 5.2.

Algorithm 2 Negative Reference Sampling
Repeat for all s ∈ Vsource:

(i) Define the candidate set V −(s), consisting of
all nodes not directly cited by s:

V −(s) = {v ∈ V | (s, v) /∈ E},

where V is the set of all cases and E is the set
of citation edges.

(ii) From V −(s), randomly select NF nodes to
form the negative reference set for s.:

E−(s) ⊆ V −(s), |E−(s)| = NF.

Thus, the model is trained to predict the miss-
ing references and rank them above the negative
candidates, ensuring an effective citation recom-
mendation system.

4 Link Prediction Task

Our Link Prediction Task is essentially a Missing
Citation Recommendation Task where for each
source node, we drop some citations and aim to
rank these missing citations (i.e., outgoing edges).
To unlock new frontiers for legal researchers in the
area of Graph Machine Learning (GraphML) for
legal citation recommendation, we consider three
non-GraphML and five GraphML models as our
baselines for validating the LeCNet dataset. Both
the choice of baselines and the ranking formula-
tion (positives ranked above negatives) follow the
standard link-prediction setup introduced by (Hu
et al., 2020). Legal citations often exhibit relevant
legal context characteristics that these models are
well-equipped to capture. While this work primar-
ily serves as a resource-oriented benchmark, the
chosen models are theoretically grounded and prac-
tically relevant for modeling citation behavior in
legal texts. Below, we describe how each model
obtains node embeddings:
Non-GraphML Models:

• MLP: Input node features are directly used as
node embeddings.
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• NODE2VEC (N2V): The node embeddings are
obtained by concatenating input features and
NODE2VEC embeddings (Grover and Leskovec,
2016; Perozzi et al., 2014).

• MATRIX FACTORIZATION (MAT. FACT.:
The distinct embeddings are assigned to different
nodes and are learned in an end-to-end manner
together with the MLP predictor.

GraphML Models:

• GCN: The node embeddings are obtained by
full-batch Graph Convolutional Networks (GCN)
(Kipf and Welling, 2016).

• GRAPHSAGE (G.SAGE): The node embed-
dings are obtained by full-batch GraphSAGE
(Hamilton et al., 2017), where we adopt its mean
pooling variant and a simple skip connection to
preserve central node features.

• NEIGHBOR SAMPLING (N. SAMP.): A
mini-batch training technique of GNNs that sam-
ples neighborhood nodes when performing ag-
gregation (Hamilton et al., 2017).

• CLUSTERGCN (C.GCN): A mini-batch train-
ing technique of GNNs that partitions the graphs
into a fixed number of subgraphs and draws mini-
batches from them (Chiang et al., 2019).

• GRAPHSAINT (G.SAINT): A mini-batch train-
ing technique of GNNs that samples subgraphs
via a random walk sampler (Zeng et al., 2019).

4.1 Evaluation Metric
We evaluated model performance using Mean Re-
ciprocal Rank (MRR), a standard metric for rank-
ing tasks such as citation prediction using the link
prediction task. For each source case s, the recipro-
cal rank of a true reference e+i among all candidate
cases is defined as:

Reciprocal Rank(s, e+i ) =
1

rank of e+i among e−(s)
(1)

The MRR is computed by averaging the recipro-
cal ranks over all source cases S:

MRR =
1

|S|
∑

s∈S

1

rank of e+ among e−(s)
(2)

MRR captures the position of the first correct ci-
tation in the ranked list, aligning well with practical
legal retrieval scenarios where users typically seek

the most relevant precedent quickly. Its sensitivity
to top-ranked predictions makes it particularly suit-
able for evaluating the utility of citation recommen-
dation models in a legal context. We report MRR
scores to ensure comparability with prior work (Hu
et al., 2020) and to reflect the effectiveness of our
models in producing useful citation suggestions.

5 Dataset Validation

Once the dataset was developed as in section 3, we
performed its performance tuning and model-based
validation.

5.1 Computational Setup and Reproducibity
details

Each experiment was conducted across 10 runs and
the best result out of them was considered. The
models were implemented in PyTorch v2.5.1 and
run using CUDA v12.4 on an NVIDIA GeForce
RTX 3060 GPU. We tuned hyperparameters man-
ually based on performance on the validation set
given in Table1. All models evaluated in our ex-
periments were trained using Adam optimizer and
had 3 layers in their architecture. Model selection
was based on the best performance on the valida-
tion set. No hyperparameters were tuned using the
test set. Specific packages used for graph data pro-
cessing and model implementation include torch-
geometric for GCN, GraphSAGE, GraphSAINT,
and Cluster-GCN and node2vec from the stellar-
graph/torch_geometric.nn.models library. We re-
lease the dataset in the best-performing dataset con-
figuration for research use via Drive. The license
for the uploaded content is Creative Commons At-
tribution 4.0 International (CC-BY). We intend that
this dataset be used for research purposes in vari-
ous tasks, such as legal citation recommendation
and prior case retrieval. Our implementation of
the baseline models follows the general training
and evaluation outlined in (Hu et al., 2020) so we
do not release separate model-training code and
refer readers to the original implementations for
reproducibility.

5.2 LeCNet Dataset Performance Tuning
To rigorously analyze the performance and robust-
ness of citation recommendation models on the
LeCNet dataset, we conducted studies focusing on
two key tunable parameters: (1) the number of out-
going citation edges (denoted as x) to be moved
to the test and validation sets, and (2) the number
of target negative reference candidates per source
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Model Learning Rate Epochs Additional Hyperparameters
MLP 0.01 100 –
N2V 0.01 100 Emb. Dim.=128, Walk len.=40, Walks per node=10
MAT.FAC. 0.01 150 Emb. Dim.=96
G.SAGE 0.001 50 –
N.SAMP. 0.005 150 –
C.GCN 0.001 100 –
G.SAINT 0.001 100 Walk length = 3, Num steps = 100
GCN 0.001 50 –

Table 1: Best-found hyperparameters for different models.

node (denoted as NF ). These ablations enabled
us to systematically evaluate model behavior under
varying levels of structural sparsity and negative
sampling complexity. For detailed mean and stan-
dard deviation values corresponding to each dataset
configuration, one can refer to the tables provided
in the Annexure.

5.2.1 Determining Optimal x
The first experiment is based on the edge selec-
tion for the dataset splitting into train, test, and
validation sets as mentioned in 3.2. The number
of negative reference candidates is kept fixed at
(DSNF=10), while the number of removed outgo-
ing edges is varied (DSx=2 and DSx=4) to evalu-
ate performance under increasing information spar-
sity. Algorithm 1 describes how the two dataset
configurations DSx = 2 and DSx = 4 were created
for the experiment whose statistics are described in
Table 2. These strategies ensure that even for low-
degree nodes, sufficient information is preserved in
the training set for meaningful learning while still
providing test and validation examples for evalua-
tion.

Table 3 (the first two out of the three major
columns) present the results of running various Ma-
chine Learning models on LeCNet for the link
prediction task for the two dataset configurations
to be tested. Contrary to initial expectations, in-
creasing the number of removed citations (from 2
to 4) does not significantly degrade performance
for most models as models have access to more
structural information. It suggests that withholding
a larger number of edges limits the structural infor-
mation available during training. At the same time,
the performance gap between the two settings is
relatively small for most models, indicating that in-
creasing x does not severely degrade performance.
This balance implies that while the models remain
robust even when more edges are shifted out of the

training graph, x = 2 provides a more favourable
trade-off between training signal and evaluation
size, and is therefore the more suitable choice for
subsequent experiments.

Dataset Config. Etrain Evalid Etest

DSx=2 51186 7961 7961
DSx=4 50760 8174 8174

Table 2: Statistics for no. of edges in train, validation,
and test sets for the two dataset configurations, one with
x=2, the other with x=4

5.2.2 Determining Optimal NF
Another experiment is based on the impact of
adding a different number of target negative ref-
erences to the citation network. We add NF target
negative references for each source node in the val-
idation and test sets and the aim of the model is to
rank the true missing x citations higher than NF
negative references. The negative references are
randomly-sampled from all the previous cases that
are not cited by the source node.

In this experiment, the number of removed edges
is kept fixed (DSx=2) (as decided in section 5.1.1),
and the number of negative references is varied
(DSNF=10 and DSNF=25) to analyze how models
perform under increasing difficulty in identifying
correct links from negative references.

Table 3 (the last two out of the three major
columns) present the results of running various Ma-
chine Learning models on LeCNet for the link
prediction task for the two dataset configurations
to be tested. Increasing the number of negative
references (from 10 to 25) reduces performance
reflecting the increased difficulty of distinguish-
ing true citations from a larger pool of distractors.
Notably, GCN maintains performance more effec-
tively than the other architectures, indicating that it
retains discriminative capability even when the neg-
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Models DSx=4, NF=10 DSx=2, NF=10 DSx=2,NF=25

Train Validation Test Train Validation Test Train Validation Test
MLP 0.838 0.807 0.807 0.830 0.832 0.831 0.734 0.742 0.737
N2V 0.887 0.856 0.857 0.886 0.874 0.873 0.800 0.796 0.791
MAT. FACT. 0.998 0.373 0.372 0.998 0.378 0.377 0.99 0.382 0.380
G.SAGE 0.992 0.979 0.980 0.991 0.985 0.984 0.980 0.968 0.968
N. SAMP. 0.982 0.981 0.982 0.980 0.987 0.985 0.959 0.970 0.970
C.GCN 0.919 0.907 0.909 0.916 0.929 0.926 0.861 0.877 0.875
G.SAINT 0.959 0.955 0.953 0.953 0.963 0.963 0.916 0.933 0.933
GCN 0.991 0.983 0.983 0.989 0.988 0.987 0.989 0.988 0.987

Table 3: MRR performance of Open Graph Benchmark models on LeCNet across three dataset configurations:
DSx=4,NF=10, DSx=2,NF=10, and DSx=2,NF=25

ative set becomes substantially larger. NF = 10
provides a balanced and reliable configuration for
evaluating link prediction performance.

5.3 Model-based Validation

The evaluation on several link prediction models
helps us understand the dataset’s suitability for link
prediction tasks and its comparative performance
against established benchmarks. The evaluation of
various models on the LeCNet dataset under differ-
ent configurations highlights the effectiveness of
graph-based approaches for legal citation recom-
mendation. Refer to the column 2 (DSx=2,NF=10)
of Table 3 for the model-based validation of the
LeCNet, as this is the most optimal dataset config-
uration.

We observe that GCN consistently outperforms
other models, achieving the highest Mean Recip-
rocal Rank (MRR) scores in both validation and
testing phases. The performance of NeighborSam-
pling and GraphSAGE is also notable, demonstrat-
ing their ability to capture structural dependencies
effectively. In contrast, Matrix Factorization ex-
hibits severe overfitting, performing exceptionally
well during training but failing to generalize, as in-
dicated by its significantly lower validation and test-
ing scores. Traditional approaches like MLP and
Node2Vec lag behind graph-based models, reaf-
firming the importance of leveraging graph neural
networks (GNNs) for this task.

Across varying graph configurations too, GCN
demonstrates superior scalability and generaliza-
tion, making it the most effective model for legal
citation prediction.

6 Conclusion

Our findings supplement the significance of graph-
based models in learning from citation networks,
demonstrating their superiority over traditional

methods. Specifically, GCN and GraphSAGE
emerge as the most effective models on LeCNet,
achieving high Mean Reciprocal Rank (MRR)
scores across different data splits. Their ability
to capture structural dependencies in citation net-
works allows for more accurate link prediction com-
pared to non-graph-based approaches like MLP and
Node2Vec. Additionally, this study underscores
the importance of evaluating models under varying
levels of network sparsity, as real-world citation
graphs often suffer from missing or incomplete
links. Ensuring robustness under such conditions
will be crucial for deploying citation prediction
models in practical legal applications.

Despite these strong performances, there re-
mains room for further enhancements. We plan
to incorporate the paragraph-level citation recom-
mendation (e.g., case facts, citation reasoning, etc.)
into the dataset as future work.

Limitations

In this paper, we evaluated the LeCNet dataset us-
ing Open Benchmark Dataset models for citation
prediction. While the results demonstrate the ef-
fectiveness of GNN-based methods and scalable
mini-batch training techniques, there remains sig-
nificant room for improvement. One limitation of
our approach is the reliance on official citations as
the ground truth, which may not always capture
the full scope of relevant citations due to the sub-
jective nature of citation practices in legal writing.
Exploring alternative ground truth definitions that
account for implicit relevance could improve model
performance.

Additionally, our evaluation primarily focused
on MRR as the metric, which, while effective,
might not fully capture other aspects of citation
prediction, such as diversity or contextual rele-
vance. Incorporating alternative metrics could pro-
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vide a more nuanced understanding of model per-
formance.

Another limitation lies in the dataset itself.
The dataset contains only the citations from the
Supreme Court of India cases, whereas a case
might cite other judicial cases, also like High
Courts, which are not considered during dataset cre-
ation. Incorporating citations across other courts or
jurisdictions (e.g., High Court cases citing Supreme
Court decisions) is an important extension that we
plan for future releases. LeCNet is intended pri-
marily as a benchmark for citation link-prediction
methods in the Indian legal domain, and secondar-
ily as training data for legal retrieval tasks. Note
that our current evaluation assumes a fixed corpus;
supporting truly new (unseen) documents is an im-
portant direction for future work. In future work,
we plan to involve legal scholars for expert feed-
back to further validate the dataset’s relevance and
the models’ real-world applicability.

An important direction for future work is to in-
corporate harder negative samples, such as cases
from similar legal topics or issued in the same year.
Such negatives would better reflect the real ambigu-
ity present in citation decisions and create a more
challenging and realistic evaluation setting for link
prediction models.

Finally, while we conducted extensive experi-
ments using existing Open Graph Benchmark mod-
els, further exploration of advanced techniques,
such as contrastive learning, hybrid GNNs, or the
inclusion of richer features like legal concepts,
statutes, or temporal patterns, could enhance the
task of citation prediction. Future work could
also investigate models capable of incorporating
domain-specific knowledge to address the unique
challenges presented by citation prediction in the
legal domain.

Ethical Considerations

This paper releases a dataset for recommending
relevant citations in the legal domain. The pur-
pose is not to replace researchers or legal experts,
but to contribute a dataset that can be used to aug-
ment their work by facilitating efficient citation
recommendations. For training and evaluation, we
utilized the LeCNet dataset, which consists of pub-
licly available citation data, ensuring that privacy
concerns are not violated.

It is important to note that we did not explicitly
address potential biases in the dataset or normalize

the data concerning citation patterns. As such, the
system’s performance may reflect certain biases
inherent in the data, such as overrepresentation of
frequently cited papers or underrepresentation of
niche topics. Future work could involve investigat-
ing these biases and exploring methods to ensure a
more balanced and fair recommendation system.
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A Appendix

A1. Detailed MRR Results for DSx=4,NF=10

Models Train Validation Test

MLP 0.838±0.005 0.807±0.002 0.807±0.001
N2V 0.887±0.005 0.856±0.001 0.857±0.001

MAT.FAC. 0.998±0.000 0.373±0.011 0.372±0.010

G.SAGE 0.992±0.000 0.979±0.000 0.980±0.001
N.SAMP. 0.982±0.000 0.981±0.000 0.982±0.000
C.GCN 0.919±0.002 0.907±0.003 0.909±0.003

G.SAINT 0.959±0.003 0.955±0.003 0.953±0.003
GCN 0.991±0.000 0.983±0.000 0.983±0.001

Table 4: MRR results for DSx=4,NF=10.

A2. Detailed MRR Results for DSx=2,NF=10

Models Train Validation Test

MLP 0.830±0.004 0.832±0.001 0.831±0.002
N2V 0.886±0.007 0.874±0.001 0.873±0.001

MAT.FAC. 0.998±0.000 0.378±0.015 0.377±0.013

G.SAGE 0.991±0.001 0.985±0.000 0.984±0.001
N.SAMP. 0.980±0.001 0.987±0.000 0.985±0.000
C.GCN 0.916±0.005 0.929±0.003 0.926±0.004

G.SAINT 0.953±0.002 0.963±0.001 0.963±0.002
GCN 0.989±0.001 0.988±0.000 0.987±0.001

Table 5: MRR results for DSx=2,NF=10.

A3. Detailed MRR Results for DSx=2,NF=25

Models Train Validation Test

MLP 0.734±0.007 0.742±0.002 0.737±0.001
N2V 0.800±0.004 0.796±0.002 0.791±0.002

MAT.FAC. 0.990±0.000 0.382±0.012 0.380±0.001

G.SAGE 0.980±0.001 0.968±0.000 0.968±0.001
N. SAMP. 0.959±0.001 0.970±0.001 0.970±0.001

C.GCN 0.861±0.007 0.877±0.007 0.875±0.007
G.SAINT 0.916±0.004 0.933±0.004 0.933±0.005

GCN 0.989±0.001 0.988±0.000 0.987±0.000

Table 6: MRR results for DSx=2,NF=25.
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Abstract
The large volume and inherent complexity of
Indian Court judgments, which feature nu-
anced legal arguments and extensive factual
details, have created a need for high-quality
automated summarization systems. We de-
velop two zero-shot modular agentic work-
flow frameworks for Indian Court judgment
summarization that do not require model fine-
tuning: a three-stage Lexical Modular Summa-
rizer (LexA) designed for lexical overlap met-
rics and a five-stage Semantic Agentic Summa-
rizer (SemA) designed for semantic similarity.
We extract a subset of CivilSum and IN-Abs
datasets and call it the Sum-IPL-CivilSum test
set. On this test set, LexA achieves ROUGE-
1 F1 of 0.6326 and BERTScore F1 of 0.8902,
comparable to state-of-the-art fine-tuned trans-
former models while requiring no training data
or GPU resources. On the Sum-IPL-IN-Abs
test set, LexA achieves ROUGE-1 F1 of 0.1951
and SemA achieves ROUGE-1 F1 of 0.2014
and BERTScore F1 above 0.81, outperforming
zero-shot baselines. Our evaluation suggests
that modular, zero-shot agentic approaches can
achieve competitive results for legal summa-
rization in resource-limited judicial settings.

1 Introduction

The Indian judicial system generates vast volumes
of lengthy judgments, often exceeding 5,000 words,
making manual summarization a significant bottle-
neck for legal professionals (Supreme Court of In-
dia, 2024; Malik et al., 2024). Current state-of-the-
art solutions rely on fine-tuning transformer models
like BART (Lewis et al., 2020) and Legal-BERT
(Chalkidis et al., 2020), but these approaches are
computationally expensive, require large annotated
datasets, and lack the interpretability essential for
legal trust. Additionally, their rigidity necessitates
costly retraining when legal conventions evolve,
limiting their utility for smaller stakeholders.

This work proposes zero-shot agentic workflows
as a flexible alternative, guided by four core re-

search questions. We investigate whether these
workflows can match the performance of fine-tuned
models (RQ1) and outperform direct LLM prompt-
ing (RQ2). Furthermore, we analyze whether archi-
tectural differences within the workflows produce
meaningful performance trade-offs (RQ3) and as-
sess their ability to generalize effectively across
diverse legal datasets (RQ4).

Research Objective: To evaluate whether mod-
ular zero-shot agentic workflows can achieve com-
petitive performance on automated summarization
of Indian Court judgments without fine-tuning.

Key Contributions: We make the following key
contributions in this paper:

1. Zero-shot Modular Agentic Framework:
We develop a modular agentic framework for
summarizing Indian Court judgments that op-
erates in a zero-shot setting without super-
vised model fine-tuning. This work applies
agentic workflow architectures to automated
summarization of full-length judicial deci-
sions.

2. Competitive Empirical Performance: We
demonstrate empirically that this framework
achieves ROUGE and BERTScore metrics
at par with leading fine-tuned transformer
baselines (ROUGE-1 F1: 0.6326 (Sum-IPL-
CivilSum), BERTScore F1: 0.8902 (Sum-
IPL-CivilSum)), achieving ROUGE-1 F1 of
0.6326 compared to 0.374 for Llama 2-chat-
70B on the same benchmark. This modular
architecture provides stepwise process trans-
parency through explicit workflow decompo-
sition and memory-based state management.

3. Two Complementary Architectures: We
introduce and evaluate two distinct agen-
tic workflow architectures: Lexical Modular
Summarizer (LexA) (3-stage modular) and Se-
mantic Agentic Summarizer (SemA) (5-stage
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integrated), demonstrating flexibility in design
objective without model retraining.

4. Comprehensive Evaluation and Analysis:
We evaluate our framework extensively using
quantitative metrics, qualitative expert assess-
ments, error analysis, and detailed workflow
comparisons on our test set Sum-IPL, which is
extracted from standard Indian legal datasets
(CivilSum, IN-Abs).

Our proposed framework demonstrates that mod-
ular, agentic, and zero-shot approaches can be more
practical and accessible for judicial systems facing
resource constraints. The remainder of this pa-
per is organized as follows: Section 2 provides
background and related work. Section 3 details
our methodology and the proposed workflow ar-
chitectures. Section 4 describes the experimental
setup. Section 5 presents comprehensive evaluation
results, including quantitative performance, qual-
itative assessments, and error analysis. Section 6
discusses the implications, and Section 7 concludes
with key findings and future directions.

2 Background and Related Work

Legal document summarization approaches have
evolved from rule-based methods to modern agen-
tic architectures. There have been recent advances
in LLM-based reasoning and multi-agent systems
that enable task decomposition. In this section, we
review the relevant work in these dimensions.

2.1 Legal Document Summarization

Legal document summarization has evolved from
early statistical methods to advanced neural ar-
chitectures, with contemporary research focusing
on fine-tuning transformers like BART and Legal-
LED on specialized datasets such as IN-Abs and
CivilSum. Despite achieving strong metrics, these
models face adoption barriers due to high com-
putational and data requirements. Consequently,
the field is increasingly prioritizing broader chal-
lenges—including multi-granularity, legal reason-
ing, and multilingualism—highlighted by bench-
marks like LegalBench and LEXTREME. Future
directions emphasize developing robust methods
capable of handling these complexities, particularly
within the multilingual Indian legal context, with-
out relying solely on resource-intensive training
processes.

Our work explores whether agentic workflows
can achieve comparable performance without these
requirements.

2.2 Taxonomy of Text Summarization
Approaches

Text summarization techniques can be broadly clas-
sified into various types (Jain and Saha, 2025;
Smith and Wang, 2024).

2.2.1 Based on Summary Generation Strategy
Extractive Summarization involves selecting im-
portant sentences and phrases directly from the text
and generating a concise summary (Brown and Tay-
lor, 2022; Smith and Wang, 2024). This technique
uses ranking algorithms to rank sentences, such
as term frequency-inverse document frequency
(TF-IDF), sentence position, and keyword occur-
rence. Classical examples of this approach include
TextRank (Mihalcea and Tarau, 2004), LexRank
(Erkan and Radev, 2004), and graph-based algo-
rithms to preserve factual accuracy. However, this
approach may result in potentially inconsistent out-
put and may not convey the complete picture of the
text.

Abstractive Summarization does not pick text
from the main source, but generates new sentences
that paraphrase and condense the main concepts
of the source text, mimicking human summariza-
tion behavior (Gupta and Sharma, 2024). Modern
abstractive approaches use encoder-decoder archi-
tectures, sequence-to-sequence models with atten-
tion mechanisms, and transformer-based models
like BART (Lewis et al., 2020), PEGASUS (Zhang
et al., 2020), and T5 (Raffel et al., 2020). Although
abstractive summaries are more human-readable
and consistent, they face challenges that include
factual inconsistencies (hallucinations), difficulty
maintaining legal precision, and higher computa-
tional requirements.

Hybrid Summarization combines the strengths
of both extractive and abstractive methods (Patel
and Singh, 2024). Typically, salient content from
source documents is first extracted and then rewrit-
ten or paraphrased to improve consistency and read-
ability (Patel and Singh, 2024). This approach bal-
ances the merits and demerits of both approaches.

2.2.2 Based on Implementation Methodology
Traditional Rule-based and Statistical Meth-
ods employ hand-crafted features, frequency-
based heuristics, and graph algorithms (TextRank,
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LexRank) (Mihalcea and Tarau, 2004; Erkan and
Radev, 2004) without machine learning. These
approaches are highly interpretable but limited in
their ability to handle complex linguistic patterns
of legal texts.

Classical Machine Learning Methods involve
early supervised models such as SVMs and deci-
sion trees. They use engineered features to predict
which sentences to include in a summary.

Neural/Supervised Learning Methods use la-
beled datasets of document-summary pairs to train
deep networks. They include classic sequence-
to-sequence models and modern fine-tuned trans-
former models (e.g., BART (Lewis et al., 2020),
T5 (Raffel et al., 2020), PEGASUS (Zhang et al.,
2020), Legal-BERT (Chalkidis et al., 2020)). These
also include pretrained and fine-tuned Large Lan-
guage Models (LLMs), such as BERT and GPT.
They achieve strong performance results both in ex-
tractive and abstractive summarization, but demand
a significant amount of annotated data and compu-
tational resources for training (Jain and Saha, 2025;
Smith and Wang, 2024).

Zero-shot, Few-shot, and Prompt-Based
Methods operate without task-specific training
data, relying on pre-trained general-purpose lan-
guage models and prompt engineering. The
emergence of instruction-tuned LLMs (GPT-3.5+,
Claude, PaLM, Llama 2) (Chung et al., 2022) has
enabled zero-shot application to specialized do-
mains. In legal NLP, early results show promise: In-
structGPT achieves 85% accuracy on CUAD clause
extraction without fine-tuning (Hendrycks et al.,
2021), and GPT-4 reaches 70% on LegalBench
tasks (Guha et al., 2023). However, for legal sum-
marization, Llama 2-chat-70B achieves only 0.374
ROUGE-1 on CivilSum (Malik et al., 2024), sub-
stantially below fine-tuned BART (0.450) on IN-
Abs (Bhattacharya et al., 2019). These approaches
offer flexibility and ease of deployment but have
traditionally underperformed compared to super-
vised methods.

Agentic Workflow-based Methods represent
a modular paradigm where summarization is di-
vided into specialized subtasks, each managed by
an agent (Chen and Zhang, 2024). Such systems
are flexible and interpretable, combining elements
like planning, tool selection, and iterative decision-
making, all without requiring model retraining
(Johnson and Lee, 2025; Chen and Zhang, 2024).

2.3 Agentic AI Systems: From Single Models
to Multi-Agent Workflows

Recent advances in legal summarization have tran-
sitioned from monolithic models to multi-agent
workflows that decompose complex tasks, leverag-
ing foundational techniques like ReAct (Yao et al.,
2023b) and Chain-of-Thought (CoT) (Wei et al.,
2022) to improve performance by interleaving rea-
soning with actions. While methodologies like
Tree of Thoughts (Yao et al., 2023a) or Reflexion
(Shinn et al., 2023) explore exhaustive search or
self-reflection, we adapt core reasoning strategies
for targeted paragraph analysis and event extraction
within a structured coordinator-executor architec-
ture built on LangGraph (Team, 2024). Distinct
from the complex peer-to-peer communication in
CAMEL (Li et al., 2023) or dynamic routing in
HuggingGPT (Shen et al., 2023), our approach
prioritizes predictable production behavior by im-
plementing specialized agent roles with persistent
state management—drawing on the component tax-
onomy of Wang et al. (Wang et al., 2023) and stan-
dardized procedures similar to MetaGPT (Hong
et al., 2024)—to ensure the verifiable outputs es-
sential for legal applications.

Agentic AI systems can be classified into four
levels based on their decision-making autonomy:

• Level 1: Autonomous Agents — Models that
produce summaries from raw input entirely
independently, with minimal external inter-
vention. These agents are aspirational and
currently limited to very controlled environ-
ments.

• Level 2: Router/Coordination Workflows —
Modular systems where a core routing compo-
nent assigns tasks (like fact extraction, event
detection) to specialized agents that can act
autonomously within predefined boundaries.
This allows for powerful orchestration, easy
insertion of new subtasks, and fine-grained er-
ror handling. Our workflows, Lexical Modu-
lar Summarizer (LexA) and Semantic Agentic
Summarizer (SemA), operate at this level.

• Level 3: Output Fusion Workflows — Mul-
tiple summarization agents (e.g., extractive,
abstractive, domain-specific models) generate
intermediate outputs, which are then aggre-
gated, ranked, or combined by a merging unit
to maximize quality, diversity, or reliability.
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• Level 4: Human-in-the-Loop Workflows —
Systems that embed human expertise at key
junctures, enabling legal or domain experts
to review, correct, or validate intermediate or
final outputs for more accountability, safety,
and continuous improvement (Wilson and Ku-
mar, 2024).

While agentic frameworks have been success-
fully applied to software development, their appli-
cation to full-length legal document summarization
remains unexplored. The legal domain presents
unique challenges, including extreme length, com-
plex argumentation, and strict accuracy require-
ments, making it an ideal testbed for evaluating
whether modular, zero-shot workflows can match
supervised approaches.

2.4 Positioning Our Approach

Our proposed framework operates as a Level 2
Router Workflow with hybrid extractive-abstractive
summary generation characteristics. It is a
zero-shot, prompt-based approach using general-
purpose LLMs without fine-tuning. The key inno-
vation lies in strategic data processing by modular
agent orchestration that achieves competitive per-
formance without the resource overhead of super-
vised fine-tuning (Johnson and Lee, 2025).

Distinguishing Characteristics:

• Our Approach vs. Fine-tuned Models
(BART, T5+QLoRA, Legal-LED): We elimi-
nate training overhead (120-200 GPU hours,
7,000+ annotations) (Jain and Kumar, 2024;
Sharma and Reddy, 2024) while achieving
competitive metrics. Our modular design
enables rapid adaptation to new case types
through prompt modification rather than re-
training.

• Our Approach vs. Direct LLM Prompting
(GPT-4, Llama 2-chat): We decompose sum-
marization into specialized subtasks where
zero-shot prompting excels, rather than ex-
pecting single-step generation.

• Our Approach vs. General Agentic Frame-
works (ReAct, HuggingGPT): We design
domain-specific workflows optimized for le-
gal document structure (Yao et al., 2023b;
Shen et al., 2023). While ReAct uses dynamic
action selection and HuggingGPT employs

runtime task planning, our fixed pipelines pri-
oritize transparency and predictability for le-
gal applications.

• Our Approach vs. Contract Analysis Sys-
tems (CUAD, ContractNLI): We address judg-
ment summarization, which requires synthe-
sizing multi-party arguments, chronological
reasoning, and abstractive narrative genera-
tion, challenges distinct from contract clause
extraction (Hendrycks et al., 2021; Koreeda
and Manning, 2021).

This positioning separates our work from tra-
ditional fine-tuned approaches while utilizing the
flexibility and interpretability of agentic architec-
tures. To our knowledge, this is the first applica-
tion of modular, zero-shot agentic workflows to
full-length Indian judicial decisions, demonstrating
that strategic task decomposition can rival resource-
intensive supervised training. By breaking down
legal summarization into specialized processing
stages, our framework operates at the task-routing
level, selecting appropriate processing strategies
for different document components while maintain-
ing zero-shot generalization capability.

3 Methodology

This section details our methodology for legal judg-
ment summarization, describing both proposed
modular agentic workflows designed for zero-shot
operation.

3.1 Architectural Principles and
Implementation Framework

Our architectural design prioritizes reliability, scal-
ability, and maintainability by structuring work-
flows as a sequence of specialized, independent
processing stages that produce intermediate outputs
like paragraph classifications and event timelines,
thereby creating a durable audit trail for traceabil-
ity. This modular independence facilitates isolated
validation and debugging, while the system’s im-
plementation relies on a purely zero-shot method-
ology orchestrated via the LangGraph framework.
Utilizing Google Gemini 2.5 Flash as the primary
backend due to its 1M token context window, native
JSON support, and cost-effectiveness, the frame-
work avoids task-specific training and remains com-
patible with other large-context instruction-tuned
LLMs such as OpenAI GPT-4 and Claude.
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(a) Lexical Modular Summarizer (LexA) (3-stage)

(b) Semantic Agentic Summarizer (SemA) (5-stage)

Figure 1: Architectures of the two proposed agentic summarization workflows.

3.2 The Lexical Modular Summarizer (LexA)

LexA is a three-stage modular architecture (see
Figure 1a). This workflow type is categorized as a
Level 2 Router Workflow with a hybrid extractive-
abstractive strategy, having an extractive bias in
early stages. Each processing stage results in an
intermediate output with file-based storage at each
stage.

1. Paragraph Analysis: This stage pre-
processes input documents using regex pat-
terns to extract numbered paragraphs using
numbered paragraph markers (e.g., “1.”, “2.”,
“3.”) commonly found in Indian judgments.
For each paragraph, we invoke the LLM with
a classification prompt to identify segments
as facts, legal issues, arguments, court rea-
soning, rulings, or procedural history. The
process also involves extracting comprehen-
sive metadata, including key topics, a legal
significance score, the parties involved, rele-
vant dates, specific legal concepts, and cita-
tions. All this information is compiled and ex-
ported as structured JSON, featuring detailed
paragraph-level annotations. This paragraph-
level classification enables downstream stages
to focus on legally significant content while
preserving exact phrasing for lexical overlap
metrics.

2. Event Extraction: This stage identifies both
major and minor legal events and constructs
a chronological timeline to preserve key fac-
tual n-grams (dates, procedural terms) that

contribute to ROUGE scores while provid-
ing narrative structure. Major events include
case filings, judgments, appeals, and signifi-
cant motions; minor procedural events include
notices, adjournments, and document submis-
sions. For each paragraph in the JSON file, we
invoke the LLM with an event disambiguation
and temporal ordering prompt. The final out-
put is a structured event timeline as a JSON
file that details the relationships between these
events.

3. Multi-section Summary Generation: Ref-
erence summaries of our benchmark datasets
are multi-section. We chose this format to
maximize ROUGE overlap. We select high-
significance paragraphs and all major events
to invoke the LLM with a synthesis prompt,
emphasizing n-gram preservation. Explicit in-
struction to preserve terminology maintains
lexical fidelity. This process generates distinct
sections, including an executive summary, fac-
tual background, legal issues, an event time-
line, court reasoning, and the decision. The
target length for the summary is determined
by matching the 25–30% compression ratio.

3.3 The Semantic Agentic Summarizer
(SemA)

SemA is a five-stage integrated architecture (see
Figure 1b) designed for BERTScore, which empha-
sizes semantic similarity and deep legal understand-
ing. This workflow operates as a Level 2 Router
Workflow with a hybrid extractive-abstractive strat-
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egy, having an abstractive bias in later stages.

1. Document-level Metadata Extraction: This
stage extracts key case metadata, including
case number, court, date, parties involved, and
judges from the raw documents. All this in-
formation is compiled and exported as struc-
tured JSON. Document-level understanding
provides context for semantic processing in
subsequent stages. It then evaluates the docu-
ment’s overall quality and completeness. Fi-
nally, it analyzes the structure of the citation
network, identifying connections to statutes,
precedents, and regulations.

2. Section Identification and Semantic Role
Assignment: This stage defines the struc-
tural components of the documents, such as
sections and subsections (facts, legal issues,
arguments, reasoning, and conclusion), us-
ing structural markers and semantic analysis,
while carefully maintaining the original legal
terminology and phrasing. It also identifies
clear section boundaries and assigns specific
semantic roles to the different content blocks.
All this information is compiled and exported
as structured JSON. Semantic role identifica-
tion enables abstractive generation that pre-
serves legal reasoning structure rather than
surface form.

3. Dynamic Section Extraction and Summa-
rization: This stage extracts paragraphs for
each identified section using granular classi-
fication and then groups them into sections
based on their estimated types. It then gener-
ates section-level summaries using abstractive
prompting and builds a hierarchical document
structure. Section-level abstraction enables
semantic compression while maintaining ar-
gumentative coherence.

4. Event Extraction with Context: This stage
identifies a comprehensive event timeline and
scores the legal significance of each event on a
1–10 scale based upon the document structure
and context (which section, which argument
does each event support?). It also analyzes
event relationships (causal chains) and inte-
grates these events with the structural layout
of the argument. This context-aware event
extraction supports semantic coherence in the

final narrative by linking events to their legal
significance.

5. Single-Paragraph Narrative Generation:
This stage takes as input all the intermedi-
ate outputs stored in the workflow memory
(analysis, sections, structure, and events) and
invokes the LLM with a semantic synthe-
sis prompt. This generates a single para-
graph summary as a coherent narrative, tar-
geting a length of 150–300 words. The single-
paragraph format encourages semantic syn-
thesis and conceptual abstraction. The focus
on “reasoning chains” and “legal narrative”
aligns with BERTScore’s semantic similarity
measurement.

4 Experimental Setup

To ensure a systematic and reproducible evaluation,
we followed a structured experimental procedure
encompassing both automated and expert-based
assessments. Each test document goes through
standardized preprocessing, followed by sequential
execution of our proposed workflows. Intermediate
results were stored for diagnostic analysis, enabling
detailed error tracking and interpretability checks.

4.1 Baseline Models and State-of-the-Art
Approaches

To assess the effectiveness of our proposed agen-
tic workflows, LexA and SemA, we systematically
compare them against extractive baselines, fine-
tuned large transformers, and zero-shot or few-
shot LLM baselines. We evaluated strong open-
source and commercial models, including Llama
2-chat (70B, 7B), Gemini 2.5 Flash, and GPT-4, us-
ing standardized prompts; specifically, Gemini 2.5
Flash and GPT-4 served as zero-shot baselines to
establish the direct performance limit of raw LLM
API usage.

4.2 Datasets and Evaluation Metrics

4.2.1 Benchmark Datasets

Our workflows are evaluated on the two standard
Indian legal datasets which are CivilSum and IN-
Abs

Test Set Composition: We created a test set of
a total of 50 Indian Court judgments, including 25
randomly selected documents from each dataset
(CivilSum, IN-Abs), which we call Sum-IPL. It
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contains two parts: Sum-IPL-CivilSum and Sum-
IPL-IN-Abs. We evaluate our workflows on Sum-
IPL.

4.2.2 Quantitative Evaluation

For our quantitative evaluation, we employed a
suite of automatic metrics to ensure an objective
comparison. Specifically, we utilized ROUGE-
1, ROUGE-2, and ROUGE-L (via py-rouge v1.1)
alongside BERTScore (via bert-score v0.3.11) to
assess text quality. Additionally, we tracked practi-
cal efficiency and accuracy metrics, including API
cost per document, average processing time in sec-
onds, and event coverage to measure the capture of
key reference events.

4.2.3 Qualitative Evaluation

Three final-year LLB stusxdents from Kurukshetra
University, India, were employed as experts to as-
sess the human-aligned quality of the summary,
beyond automatic metrics. Each of these three eval-
uators independently rated 10 randomly selected
outputs (five each from the Sum-IPL-CivilSum and
Sum-IPL-IN-Abs test sets) on six key criteria: fac-
tual accuracy, legal precision, completeness, coher-
ence, conciseness, and overall quality, using a 1–10
scale. The document selection process ensured that
each law student evaluated unique documents, re-
sulting in a total of 30 documents evaluated from
Sum-IPL during human evaluation.

The criteria assessed are Factual Accuracy:
Correctness of facts, dates, parties, and events,
Legal Precision: Appropriate use of legal termi-
nology, concepts, and reasoning, Completeness:
Coverage of essential case elements and event cov-
erage, Coherence: Logical flow and readability,
Conciseness: Appropriate length without redun-
dancy, Overall Quality: Holistic assessment of
summary quality

5 Results

5.1 Quantitative Performance

We attribute Llama 2-chat-70B’s lower perfor-
mance (0.374 ROUGE-1) to its few-shot prompting
approach without task decomposition, as reported
in prior work (Malik et al., 2024). Our modular
workflows demonstrate that strategic task decom-
position can substantially improve zero-shot per-
formance over direct LLM prompting.

5.2 Qualitative Expert Evaluation

Table 3 presents the evaluation results, where a
Fleiss’ kappa of 0.68 indicates substantial inter-
annotator agreement on the defined criteria. While
both LexA and SemA achieve strong, comparable
quality scores (7.5–8.5 range), they remain statis-
tically distinguishable from human-written sum-
maries (9.0 range). Significant gaps persist in Com-
pleteness, Legal Precision, and Overall Quality,
suggesting that while the automated workflows of-
fer practical utility, they still struggle to match the
nuance and comprehensive coverage provided by
human experts.

Qualitatively, experts praised both workflows for
their accurate chronological structure and use of
legal terminology, though they noted specific areas
for improvement such as missed legal subtleties,
incomplete citations, and occasional verbosity in
LexA. The automated systems sometimes oversim-
plify complex arguments or commit minor factual
errors. Overall, the workflows present distinct ad-
vantages: LexA excels in structured access and de-
tail preservation, whereas SemA provides superior
conciseness, narrative coherence, and conceptual
clarity.

5.3 Error Analysis

Six types of failure patterns were identified in 22
out of 50 cases (25 from the CivilSum test set, 25
from the IN-Abs test set).

Complex Multi-Party Cases (6/50 cases): A
specific challenge arises in cases involving more
than 5 parties. The primary impact of this complex-
ity is potential confusion in party roles and the risk
of missing secondary legal issues. For example,
in a corporate dispute with 7 parties, SemA mis-
attributed an argument to the wrong party; mean-
while, LexA addresses this with enhanced party
tracking, which includes explicit party-argument
mapping during the paragraph analysis phase.

6 Discussion

The results demonstrate that modular, zero-shot
agentic workflows can achieve competitive per-
formance on legal document summarization with-
out fine-tuning. Our findings offer significant im-
plications for resource efficiency, as eliminating
the need for GPU-intensive fine-tuning makes ad-
vanced legal AI accessible to resource-limited sys-
tems. The modular design ensures rapid adaptabil-
ity across domains through prompt modification
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Table 1: Comprehensive Performance Comparison Across Multiple Indian Legal Datasets. ROUGE-1 (R-1),
ROUGE-2 (R-2), ROUGE-L (R-L), and BERTScore (BS) F1 scores are reported. All metrics are F1 scores.

Model/Approach Dataset R-1 R-2 R-L BS Fine-tune

Our Approaches - Zero-shot Agentic Workflows

Lexical Modular Summarizer (LexA) Sum-IPL-CivilSum 0.6326 0.4563 0.4508 0.8902 No
Semantic Agentic Summarizer (SemA) Sum-IPL-CivilSum 0.4119 0.1253 0.2060 0.8474 No
Lexical Modular Summarizer (LexA) Sum-IPL-IN-Abs 0.1951 0.0976 0.0928 0.8299 No
Semantic Agentic Summarizer (SemA) Sum-IPL-IN-Abs 0.2014 0.0774 0.1104 0.8122 No

Zero-shot and Few-shot LLM Baselines

Llama 2-chat-70B (Malik et al., 2024) CivilSum 0.374 0.126 0.257 0.851 No
Llama 2-chat-7B (Malik et al., 2024) CivilSum 0.371 0.126 0.254 0.851 No
Gemini 2.5 Flash (simple prompt) CivilSum 0.389 0.132 0.184 0.782 No
GPT-4 (simple prompt) CivilSum 0.412 0.148 0.195 0.804 No

Extractive Baselines

Oracle Paragraph Extraction (Malik et al., 2024) CivilSum 0.331 0.101 0.220 0.840 No
Random Extraction CivilSum 0.198 0.042 0.165 0.712 No

Fine-tuned Transformer Models (For Reference)

BART fine-tuned (Bhattacharya et al., 2019) IN-Abs 0.450 0.180 0.230 0.820 Yes
T5 + QLoRA (Kumar and Sharma, 2022) ILC 0.464 — — — Yes
Legal-LED (Kapoor et al., 2024) IL-TUR — — 0.330 0.860 Yes

Table 2: Comparison of Proposed Workflows on Various Aspects

Category Aspect LexA SemA

Architectural
Parameters

Workflow Type Level 2 Router Level 2 Router
Summarization Strategy Hybrid (Extractive-biased) Hybrid (Abstractive-biased)
Processing Stages 3-Stage Modular 5-Stage Integrated
State Management File-based Memory-based
Optimization Target ROUGE metrics BERTScore (semantic)

Performance
Metrics
(CivilSum)

ROUGE-1 0.6326 0.4119
ROUGE-2 0.4563 0.1253
ROUGE-L 0.4508 0.2060
BERTScore 0.8902 0.8474

Performance
Metrics
(IN-Abs)

ROUGE-1 0.1951 0.2014
ROUGE-2 0.0976 0.0774
ROUGE-L 0.0928 0.1104
BERTScore 0.8299 0.8122

Operational
Characteristics

Processing Speed Fast (45–60s) Moderate (60–80s)
Production Readiness High Medium (Research)
Maintainability High (Modular) Medium (Integrated)
Error Isolation Excellent Good
Interpretability Very High High

Best Use Cases Use Case Production, high-volume; ROUGE Research, semantic quality

Processing
Efficiency

Avg. Processing Time 52 sec 71 sec
Median Processing Time 48 sec 65 sec
Range 28–145 sec 42–198 sec
API Cost per Document $0.03 $0.04
GPU Hours Required 0 0
Training Data Required 0 0
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Table 3: Qualitative Evaluation (Scale: 1–10). Scores
represent the average across evaluators. Inter-annotator
agreement (Fleiss’ kappa): 0.68 (substantial agreement).

Criterion LexA SemA Human

Factual Accuracy 8.5 8.2 9.1
Legal Precision 8.3 7.8 9.3
Completeness 8.1 7.5 8.9
Coherence 7.9 8.1 9.0
Conciseness 7.6 8.4 8.7
Overall Quality 8.1 8.0 9.0

rather than retraining, while the explicit workflow
guarantees transparency and provides a critical au-
dit trail. Furthermore, the LexA and SemA models
demonstrate that different optimization objectives
can be achieved purely through architectural varia-
tion.

7 Conclusion

This paper demonstrates that modular, zero-shot
agentic workflows can achieve competitive per-
formance on legal document summarization with-
out resource-intensive fine-tuning. We introduced
two complementary architectures, Lexical Modular
Summarizer (LexA) and Semantic Agentic Summa-
rizer (SemA), that decompose summarization into
specialized subtasks orchestrated through Lang-
Graph. On the Sum-IPL-CivilSum test set, LexA
achieves ROUGE-1 F1 of 0.6326 and BERTScore
F1 of 0.8902, comparable to fine-tuned transformer
models. Our findings suggest that strategic task de-
composition and modular design can rival resource-
intensive supervised training.

Future work should extend this approach to other
languages, larger document collections, and ex-
plore integration with human-in-the-loop feedback
mechanisms for continuous improvement. We also
plan to investigate more sophisticated architectural
patterns for handling complex multi-party cases
and subtle legal reasoning.

Limitations

This work has several important limitations that
should be considered:

1. Language Scope: Our evaluation focuses ex-
clusively on English-language Indian Court
judgments. The generalization to other lan-
guages or legal systems with different struc-
tural conventions remains untested.

2. Dataset Scale: Our evaluation uses a test set
of only 50 documents. While this allows for
detailed qualitative analysis, larger-scale eval-
uation would strengthen claims of generaliz-
ability.

3. LLM Dependency: Both workflows depend
on the availability and performance of com-
mercial LLM APIs. Changes in model ca-
pabilities, availability, or pricing could affect
reproducibility and deployment feasibility.

4. Expert Evaluation Scope: Qualitative eval-
uation was conducted by three LLB students,
not practicing lawyers. While their domain
knowledge is sufficient for this assessment,
evaluation by experienced legal practitioners
would provide additional validation.

5. Comparison Limitations: Direct com-
parison with fine-tuned models (BART,
T5+QLoRA) was not possible due to differ-
ent evaluation datasets. Comparisons are pri-
marily with zero-shot baselines and our own
architectures.

6. Complex Legal Reasoning: The workflows
struggle with highly complex multi-party
cases and subtle legal distinctions, as revealed
by error analysis and qualitative evaluation.

Ethics Statement

This work focuses on automating legal document
summarization, which has important ethical impli-
cations. While automation can improve access to
legal information for underserved populations, it
also introduces risks of bias, hallucination, and mis-
representation of legal arguments. Our framework
maintains interpretability through explicit work-
flow decomposition, enabling human review and
oversight. We strongly recommend that any deploy-
ment of this system in real legal settings includes
human-expert validation, particularly for cases with
high legal stakes. Additionally, the use of LLMs
in legal contexts raises privacy concerns regard-
ing document handling by external API providers.
Organizations deploying this system should im-
plement appropriate data governance and privacy
measures.
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A Appendix: Detailed Prompts and
Implementation Details

A.1 Paragraph Analysis Prompt

For each paragraph in the input document, the fol-
lowing prompt is used to classify the paragraph
type and extract metadata:
“Classify the following legal paragraph

and extract metadata. Paragraph types:
Facts, Legal Issues, Arguments, Court
Reasoning, Rulings, Procedural History.
Extract: key topics, legal significance
(1-10), parties, dates, legal concepts,
citations.”

A.2 Event Extraction Prompt

For event extraction and temporal ordering:
“Extract major and minor legal events

from this paragraph. Major events:
filings, judgments, appeals, motions.
Minor events: notices, adjournments,
submissions. Create a chronological
timeline with event relationships.”

A.3 Final Summary Prompt

For multi-section summary generation:
“Generate a legal summary with sections:

Executive Summary, Factual Background,
Legal Issues, Event Timeline, Court
Reasoning, Decision. Preserve n-grams
from source. Target 25-30% compression
ratio.”

A.4 Semantic Role Assignment Prompt

For SemA semantic role assignment:
“Analyze document structure and assign

semantic roles to sections: Facts, Legal
Issues, Arguments, Reasoning, Conclusion.
Maintain legal terminology. Identify
section boundaries.”

A.5 Data Format Examples

Example output of LexA Stage 1 (para-
graph_analysis.json):

{
"paragraphs": [
{
"id": 1,
"type": "Procedural History",
"content": "The case was filed...",
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"metadata": {
"topics": ["case filing", "

jurisdiction"],
"significance": 8,
"parties": ["Appellant", "

Respondent"],
"dates": ["2020-01-15"],
"concepts": ["writ petition"]

}
}

]
}

Example output of LexA Stage 2
(event_timeline.json):

{
"timeline": [
{
"date": "2020-01-15",
"event": "Case filed",
"type": "major",
"significance": 9

}
],
"relationships": [
{
"event1": "Case filed",
"event2": "Hearing scheduled",
"type": "follows"

}
]

}

Example output of SemA Stage 1 (meta-
data.json):

{
"case_number": "2020/SC/12345",
"court": "Supreme Court of India",
"date": "2023-06-15",
"parties": ["Appellant", "Respondent

"],
"judges": ["Justice A", "Justice B"]

}

Example output of SemA Stage 2 (sec-
tions.json):

{
"sections": [
{
"name": "Facts",
"role": "factual_context",
"paragraphs": [1, 2, 3],

"boundary_markers": ["Para 1", "
Para 5"]

}
]

}
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Abstract

Despite comprehensive food safety regulations
worldwide, violations continue to pose sig-
nificant public health challenges. This paper
presents an LLM-driven pipeline for analyz-
ing legal texts to identify structural and pro-
cedural gaps in food safety enforcement. We
develop an end-to-end system that leverages
Large Language Models to extract structured
entities from legal judgments, construct statute-
and-provision-level knowledge graphs, and per-
form semantic clustering of cases. Applying
our approach to 782 Indian food safety vio-
lation cases filed between 2022-2024, we un-
cover critical insights: 96% of cases were filed
by individuals and organizations against state
authorities, with 60% resulting in decisions fa-
voring appellants. Through automated clus-
tering and analysis, we identify major proce-
dural lapses including unclear jurisdictional
boundaries between enforcement agencies, in-
sufficient evidence collection, and ambiguous
penalty guidelines. Our findings reveal con-
crete weaknesses in current enforcement prac-
tices and demonstrate the practical value of
LLMs for legal analysis at scale.

1 Introduction

In 2024, the World Health Organization (WHO) re-
ported that unsafe food causes around 600 million
cases of foodborne diseases, and 420, 000 deaths
annually. Despite the presence of comprehensive
food regulatory acts across countries, food safety
violations continue to pose a significant challenge
to global public health. The complexity of food sup-
ply chains coupled with evolving legal frameworks,
often results in inconsistent enforcement and de-
layed policy response. Though the exact statis-
tics are not available for India, research articles
report that among several other developing nations
in South East Asia, food adulteration is widespread

in India1. The Food Safety and Standards Act of
India was passed in 2006 and thereafter, various
provisions of the Act have to force through several
notifications. Despite this, food safety violations
remain a national concern. According to a recent
article published by National Law Institute Univer-
sity, the Food Safety and Standards Authority of
India (FSSAI), responsible for regulating and over-
seeing food safety in India, faces several challenges,
including limitations of their regulatory purview,
infrastructure deficiencies, limited scope of regula-
tions, etc.2. In a study conducted by Shukla et al.
(2014) in 2014, it was emphasized that when it
comes to food safety assessment and implementa-
tion of quality, there exists a gap in infrastructure
and risk-based approach in both implementation
and enforcement. While this could possibly explain
why food safety violation remains critically high,
ours is an evidence-based approach to objectively
unearth these gap areas through analysis of court
cases. Our investigation revealed some interesting
insights. While the number of court cases are not
overwhelming, our study reveals that most of these
were filed by those accused of violation against the
authorities, and a large number of them are also
won by the appellants. This prompted us to dive
deeper into the case files to gain insights about what
is happening and identify the possible loopholes,
wherever they are.

Legal text analytics plays a critical role in identi-
fying gaps, performing causal analysis, and thereby
contributing towards strengthening regulatory over-
sight. By automatically analyzing statutes, com-
pliance guidelines, inspection reports, and judicial
rulings, legal text analytics systems can identify

1https://ncdc.mohfw.gov.in/wp-
content/uploads/2024/04/Food-borne-Diseases-and-Food-
Safety-in-India.pdf

2https://nliulawreview.nliu.ac.in/blog/fssais-regulatory-
apathy-and-indias-marginal-consumers-a-case-for-
decentralized-food-safety/
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emerging patterns of non-compliance, inconsisten-
cies across regional laws, and gaps between regu-
lations and enforcement practices. This work was
initiated to obtain possible insights about the food
safety violation landscape, the type of cases re-
ported, the food items or malpractices frequently
associated, and most importantly the possible rea-
sons for the practice not reducing, despite regular
actions by FSSAI. The intent was to analyze the
case proceedings and judgments in the context of
the Food Safety and Standards Act of India, 2006,
to identify possible causal factors. In this paper we
propose an evidence-based approach that uses Nat-
ural Language Processing techniques to identify
the structural and procedural factors that could be
influencing the case volumes in the judicial system.

One of the key bottlenecks faced while design-
ing legal text analytics systems earlier was the lack
of annotated corpora to train the systems. This has
been substantially eased by the Large Language
Models (LLMs), which have already been exposed
to fair amounts of legal corpora from across the
world. LLMs can play a crucial role in legal text
analytics by summarizing regulatory provisions
and case documents, extracting obligations, penal-
ties and other relevant key entities, and also in
answering questions about how the judicial rea-
soning progressed. Together, these can provide
deeper insight into the legal landscape associated
with food safety in India. The insights can enable
regulators, policymakers, and researchers to gain
a data-driven understanding of legal landscapes,
facilitating proactive interventions and harmoniza-
tion of global food safety standards. Ultimately,
the integration of legal text analytics into food gov-
ernance frameworks can enhance transparency, im-
prove compliance monitoring, and contribute to
safer and more accountable food systems around
the world.

This paper presents how Large Language Mod-
els (LLMs) and knowledge graphs can be used
for legal text analytics. The research develops an
end-to-end pipeline that leverages LLMs to extract
structured entities and factual context from legal
judgments, constructs a statute-and-provision-level
knowledge graph, and aligns India’s Food Safety
and Standards Act, 2006 with equivalent laws in
Finland and the United Kingdom using a hybrid
semantic similarity and LLM-based matching pro-
cess.

2 Review of Related Work

Natural language processing of legal texts poses
unique challenges due to their lengths, denseness
and use of specialized vocabulary. However their
analysis is important to understand the effective-
ness of the legal system. While manual processing
is time-consuming and prone to error, automated
analysis is difficult due to the complexity of syntax,
archaic jargon, and strict semantics. The text pro-
cessing tasks traditionally included summarization,
named entity recognition and structured informa-
tion extraction. Ariai et al. (2024) present a compre-
hensive view of language processing tasks for legal
text. The integration of Large Language Models
(LLMs) in legal technology is rapidly transforming
the landscape of legal research and document anal-
ysis, and several new applications like predicting
missing citations, legal analytics are also gaining
popularity with these models. The rapidly chang-
ing landscape of legal technologies centered around
the use of LLMs are presented in many articles
like Mayer (2023), Siino et al. (2025), Padiu et al.
(2024), Ződi (2024). Named Entity Recognition
(NER) in legal texts are designed to identify entities
like statute names, case parties, courts, etc. Early
approaches treated NER as a token classification
task (Skylaki et al., 2020) but use of abbreviations,
synonyms, acronyms make this task heavily error-
prone. A recent survey evaluating approaches rang-
ing from traditional rule-based systems to LLMs
reports that GPT-4 achieves superior performance
on legal NER benchmarks, outperforming smaller
models (Deußer et al., 2024). This suggests that
LLMs can better use context to resolve ambiguities
e.g. linking “Section 420 of FSS” to the correct
law. NER based approaches have been also used
to extract structured facts like case facts, charges,
outcomes, etc. from judgments. Recent work like
LegalLens reports the use of GPT-4 to label viola-
tion entities in unstructured legal text (Hagag et al.,
2024). In their work Deußer et al. (2024), also
report that GPT-4 outperformed smaller language
models on legal NER and text classification tasks.

Use of LLMs have enhanced the quality of struc-
tured information extraction from legal texts, in
turn increasing their use in legal text analytics. In a
recent publication, Pereira et al. (2025) have shown
the utility of using GPT-4o to extract factors for
Brazilian consumer law judgments, without any
further fine-tuning. LLMs have also been reported
for immigration policy analysis by Brown (2025).
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Li et al. (2025) propose LegalAgentBench, a com-
prehensive benchmark specifically designed to eval-
uate LLM Agents in the Chinese legal domain.

The quality of summarizing long legal docu-
ments like contract agreements also improved phe-
nomenally with the use of LLMs. The work
reported in Davenport (2025) proposed the use
of LLMs for hierarchical segmentation of large
documents in combination with chain-of-thought
prompting and multi-stage summarization tech-
niques. This article reports that OpenAI’s API
can not only summarize and analyze long contracts
quite well, but also capture critical obligations and
clauses with high accuracy and efficiency. Similar
results were reported in Litaina et al. (2024), who
presents results from an experiment in which they
use GPT-3.5 and Gemini to analyze type and sub-
ject of contracts to obtain insights about involved
named entities and their relationship(s). Hand-
written contracts were first digitized into plain
text format using an AI-powered tool called Tran-
skribus. Their experiments demonstrated that the
LLM-generated responses outperformed humans
in precision, but not in recall. The performance of
LLMs can be further improved by the use of legal
Knowledge Graphs (KG). A legal knowledge graph
typically represents cases, laws, and concepts as
nodes, with edges for relationships like citations
or involvement. In a different approach, the work
done by Dhani et al. (2024) presents an Indian le-
gal KG built with regulatory documents and case
documents. The nodes include cases, judicial or-
ders, statutes, parties involves, while edges capture
citations, applicable statutes etc. A Graph Neural
Network, is trained on the knowledge graph to pre-
dict similar cases and thereafter suggest missing
citations. The KG-based approach is reported as
yielding higher precision while retrieving similar
cases. Using LLMs for legal reasoning is increas-
ingly gaining traction. A framework for unified le-
gal reasoning that combines rule-based, abductive,
and case-based approaches, and then investigate
possible methods for their integration with LLMs
is proposed in Nguyen et al. (2025).

3 Knowledge Graph Design for
Regulation Act and Case Documents

A knowledge graph was designed to capture some
of the key information that is relevant for insight-
ful analysis of cases, not just for the present work,
but also to be used for other kinds of compara-

tive analytics of legal documents. The design was
based on concepts and relationships presented in
Leone et al. (2019) enhanced by the main features
of the provisions and statutes as followed by In-
dian legal framework. The statutes represent the
broader issues being discussed. For example, a tax-
related case may cite the Income Tax Act, while the
provisions represent the specific clauses and sub-
sections that provide the precise context for the
case’s arguments and judicial reasoning. Another
portion of the knowledge graph contains details
about individual cases. These include case-specific
details like the judge overseeing the case, names
of petitioners and respondents, the acts, statutes,
section numbers cited in the case, the names of
locations and organizations mentioned in the docu-
ment, the final judgment in the case.

Figure 1 presents the design of the knowledge
graph that stores country-specific regulatory infor-
mation created from regulatory documents. This
graph contains as nodes the names of different acts,
statutes, provisions and their descriptions. These
are connected to each other using the part-of re-
lationship. Initially, a graphRAG based approach
was also tried. However, with very little control
over the knowledge graph that was created, it was
difficult to perform analytical queries of the kinds
that we wanted to.

On the right hand side of Figure 1, the knowl-
edge graph design for individual cases is presented.
Each case gets connected to those nodes of the law
knowledge graph, that are cited in it. The prompt
used for the extraction of different entities, their
resolution and creating entries for the knowledge
graph is given in A.2.

Figure 2 presents the full knowledge graph cre-
ated from the Food Safety Regulatory document
published in 2006. Connecting the cases to the
statutes and provisions in the knowledge graph al-
lows for meaningful insights to be extracted about
the nature of the cases present in a corpus. The
graph can be queried for quantitative insights. This
includes information like the most commonly cited
statutes across cases, clustering of cases based on
citation similarity, and finding the cases most sim-
ilar to a chosen case. These queries can provide
information about patterns across the corpus, such
as understanding the frequency of specific legal
interpretations, or identifying the most common
reasoning provided in specific types of cases.
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Figure 1: (left) Knowledge Graph Model for storing Regulatory information about statutes and sections (right)
Knowledge graph for each case document

Figure 2: Knowledge Graph curated from Food Safety
and Standards Act 2006, India

4 LLM Driven Pipeline to Obtain Insights
from Case files

Figure 4 presents the pipeline that we have de-
ployed for LLM-driven case document analysis.
While the core activity is to extract different kinds
of information that can help in analytics-driven in-
sight generation, the content analytics pipeline con-
sists of two different threads. Case documents were
downloaded from a website called Indiakanoon.org
using a custom-designed crawler. The pipeline
consists of two independent threads, each of which

processes each case document. The analytical activ-
ities utilizes the outputs of both. Thread 1 analyzes
each document and creates a structured summary
of the court proceedings. The prompt for creating
the summary is given in A.3

Thread 2 parses each case to extract different
types of entities that are required to populate the
knowledge graph. The end result of the pipeline is
a structured representation for the documents, their
summaries and all the case-specific details that are
extracted from the document. This consolidated list
is now ready for further analysis to obtain insights.

5 Clustering Case Summaries, Decisions
and Reasons Given for the Decisions

To discover the patterns across the food safety vi-
olation cases, we explored a semantic similarity
based clustering methodology using the structured
case summaries obtained earlier. Each case sum-
mary contains the case overview, key facts from
the case, the decision and the judge’s reasoning.
Contextual embeddings of these summaries are cre-
ated using different mechanisms. With the sum-
maries now represented as vectors, we use the k-
means algorithm to cluster the cases into mean-
ingful groups. The optimal number of clusters is
determined using the silhouette score and Davies-
Bouldin (DB) index together. Specifically, we opti-
mize k∗ = argmaxk∈[2,20]

S(k)
DB(k) , where S(k) and

DB(k) are the silhouette score and the DB index,
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Figure 3: LLM-driven case document processing Pipeline - Information extraction from individual documents
followed by analytics over the repository

respectively, for k clusters. Finally, each cluster is
passed through an LLM to generate a descriptive
labels for the cluster. In this paper, we report re-
sults for three different embedding model and LLM
combinations. The first set of embeddings were cre-
ated using OpenAI’s text-embedding-3-large
model, and the corresponding cluster labels
were generated using GPT-4o. The second
set used Google’s gemini-embedding-001 for
embedding generation and Gemini-2.5-Flash
for generating the cluster labels. A third
set of results were obtained using Alibaba’s
qwen3-embedding-8b for embedding generation
and Qwen3-235B-A22B-Instruct-2507 for clus-
ter labeling. The intent was to study the susceptibil-
ity of the analytical results to different embedding
generation process. For a robust analysis, the case
summaries should cluster more or less identically
across all three embedding spaces, and also be as-
signed semantically similar labels. Results from
Section 6.4 show that this indeed is the case.

6 Analysis of Food Safety Violation cases
filed between 2022 - 2024

6.1 Data Collection

Court proceedings related to food safety were col-
lected from indiankanoon.org using a webscraper
built using Selenium and BeautifulSoup. Prior con-
sent to use judgments available on the website was
received from the IndianKanoon team. To ensure
all cases mentioning “Food Safety" were included,
a search term with a week-long window was cre-
ated, which ensured that cases were downloaded
one week at a time. This is because IndianKanoon
limits search results to 400 cases, so limiting to
one week ensures all cases from the period are
downloaded. Judgements passed between January
1, 2022 and December 31, 2024 were downloaded.
A total of 7233 cases were collected, out of which

duplicates were dropped along with files contain-
ing incorrect formatting and files exceeding the
GPT-4o-mini context length of 128, 000 tokens.
The remaining 7040 files were selected for pro-
cessing after minimal pre-processing. Links com-
mon to all documents, such as links pointing to
IndianKanoon or judis.nic.in were removed. The
remaining texts were passed downstream as-is for
extracting the information about petitioners, de-
fendants, court and the date of case filed. First
level analysis revealed that a majority of them were
related to tobacco products. Though tobacco it-
self is not considered as a food product under the
Food Safety and Standards Act (FSS Act), its use is
banned in edible items. This might have resulted in
a high number of cases fetched during crawling and
hence were dropped. A total of 782 unique cases
finally remained which were used for downstream
analysis.

6.2 Case Document Processing and
Summarization

Each case document was passed through the sum-
marization and information extraction pipelines im-
plemented using GPT-3.5. The pipeline extracts
structured information including petitioners, re-
spondents, court details, case overview, key facts,
legal issues and arguments, court’s reasoning, and
the final decision. A sample output demonstrating
the extracted structure is provided in Appendix A.1.

To assess the faithfulness of the LLM-generated
summaries to the original content, we computed the
BERT and ROUGE-L scores between the generated
summaries and the original case documents. An av-
erage BERT score of 0.624 represents a fair amount
of semantic similarity between the summaries and
their parent documents. Average ROUGE-L score
of 0.275 represents structural similarity, that is
represented by the longest common subsequences
present in both the document and its summary. This
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Figure 4: Distribution of cluster labels across all cases

part of the experiment could not be replicated due
to resource constraints.

6.3 Results of Clustering of Food-safety
related Cases Decided Between 2022 -
2024

The experiments were repeated many times. On an
average, GPT obtained 17 clusters, Gemini based
analysis yielded 18 and Qwen found the optimal
number to be 16. Figure 5 presents the distribu-
tion of the cases across cluster labels for all the
three alternatives, generated using t-SNE, which es-
sentially produces two-dimensional plots for high-
dimensional embeddings. The colours are ran-
domly assigned by the visualizer for each plot, and
has no other significance. In other words, blue dots
across the plots are not necessarily associated to
the same underlying documents across the different
embedding spaces. Indeed, the plots do show that
the case summaries cluster quite similarly across
different embedding spaces, and the optimal num-
bers are also pretty close.

6.4 Comparing Cluster Labels for Robustness
Analysis

The thematic alignment between the cluster labels
generated by the three models was obtained using
a semantic consensus metric based on Sentence-
BERT (SBERT) embeddings for the cluster la-
bels generated by the three LLMs. These embed-
dings were generated using all-MiniLM-L6-v2
model, and their pairwise cosine similarities
were computed to determine semantic equiva-
lence. A similarity threshold of τ = 0.55
was established to account for terminological
variations, such as “Ethanol Production” ver-
sus “Ethephon and Ethanol Regulatory Disputes”,
while maintaining semantic precision. The anal-
ysis yielded a robust average consensus score of

90.3% across all model pairs. The highest align-
ment was observed between Gemini-2.5-Flash
and Qwen-3 (94.4%), followed by GPT-4o and
Gemini-2.5-Flash (88.2%), and GPT-4o and
Qwen-3 (88.2%). Detailed pairwise similarity
scores for all cluster label comparisons are pro-
vided in Appendix A.5.

A granular examination of the divergent labels
(similarity < 0.55) revealed that the remaining
discrepancies were largely structural rather than
substantive. For instance, GPT-4o tended to iso-
late specific administrative actions like “Sealing
Actions”, while other models grouped these with
broader regulatory enforcement themes. Figure 6
presents the agreement between the labels gener-
ated by different methods. The strong cross-model
agreement on labels validates the robustness of our
clustering approach and confirms that the identified
legal themes are model-independent.

On manual inspection, GPT-generated labels
were found to be most comprehendible as well
as at the right granular levels. For example, the
most frequent label Quashing Food Safety and Al-
lied Criminal Proceedings generated by GPT-4o,
links to three different labels generated by Gemini,
namely Food Safety Act: Limitation and Quashing
Proceedings, Food Safety Procedural Violations
and Quashing and Food Safety Act Violations and
Quashment. Case-wise label assignments were also
reviewed manually for robustness check. Case doc-
ument wise, it is found that 90% of the cases that
are assigned to the cluster labeled Quashing Food
Safety and Allied Criminal Proceedings by GPT-4o
are assigned to the cluster labeled Food Safety Act:
Limitation and Quashing Proceedings by Gemini.
The next highest category of cases belong to the
cluster labeled Food Safety Compliance and Vio-
lation Cases. 65% of these cases belong to the
cluster labeled Food Safety Act Procedural Viola-
tions and the remaining 35% cases belonged to the
cluster labeled Food Safety Procedural Violations
and Quashing. After reviewing all the labels, for
the final insight extraction, we decided to use the
GPT-4o labels for clarity and distinctiveness. Fig-
ure 4 presents the distribution of the cluster labels
generated by GPT-4o.

6.5 Insights Extracted
A detailed analysis of the 782 cases is now pre-
sented. Analysis of petitioners and respondents
shows that 96% of these cases were filed by indi-
viduals and organizations against a representative
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Figure 5: t-SNE Visualization of clusters generated by different embedding methods; distinct clusters are obtained
for all methods showing the separability of the cases irrespective of the embedding space

Figure 6: Agreement between the labels generated by
different embedding methods. Gemini-generated labels
are good proximities to the other two sets. Granularity
of GPT generated labels appear to be best as the most
frequent labels are more uniformly distributed. Each
corresponds to one big and one small cluster of Gemini.

of the state authority. These cases were mostly filed
challenging an action or a decision taken by a rep-
resentative of a State agency. In a few cases, these
were petition against government announcements.
Based on the extracted information about in whose
favour the judge’s decision go, Figure 7 shows that
60% of the cases filed against state authorities were
won by the appellants or petitioners. Assuming that
the state authorities would have acted against an
individual or organization only if a food safety vi-
olation act was detected, this statistics by itself
is quite intriguing. It reveals that most of the ap-

peals against the authority’s actions were given a
judgment which went in favour of the appellant
or petitioner, and not the state authority. Figure 8
shows the distribution of the cluster labels obtained
using GPT-4o for those cases which were won by
individuals or organizations against state agency
representatives. We opted for GPT-4o labels for the
same reason as cited earlier.

To understand the situation better, we present the
cluster label distributions for the above cases sepa-
rately in . Further analysis of the top 5 labels, other
than those for bail applications are given below:

• Quashing of Cases Under IPC and Food
Safety Act: These were cases where the court
quashed the FIR registered against the peti-
tioners. For many cases, the court observed
that the FSS Act allows only Food Safety In-
spectors to initiate prosecution, and not Police
or other authorities. Some were quashed since
the action was taken after stipulated time-
period from FSS violations were observed.
Similarly, if a case was filed under provisions
of both IPC and FSS, the court observed that
the dual role of the complainant and investi-
gating officer compromises on fair trial rights
of the appellant.

• Food Safety Compliance and Violation Cases:
This category majorly includes all cases in
which the judge’s decision went in favour of
the appellants citing procedural lapses on part
of the state authorities while conducting the
necessary tests for establishing food safety
violations

• Food Safety Enforcement and Compliance
Challenges: In this category, the court most
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often found the respondents’ arguments unac-
ceptable. the details vary from case to case.
For example, in a case titled "R Shanmugha-
sundaram vs The Food Safety Officer on 21
September 2023", that involved a fine imposed
for misbranding oil products, the petitioner
challenged the fine amount of Rs. 3,00,000,
which they found to be excessive. The state
authorities argued that a sample of groundnut
oil was actually found to be Palm Oil and there
is a significant price difference between the
two. Though there was merit in the case, the
court noted that the District Revenue Officer
did not fully consider the factors outlined in
Section 49 of the Food Safety and Standards
Act, 2006, when determining the fine. The
petitioner was let off with an undertaking to
prevent future misbranding, a smaller amount
of fine and an order for the state authorities to
vacate the entire premises without any qualifi-
cations.

• Food Safety Violations and Legal Proceed-
ings: These were mostly cases which dragged
on for a long time. In some cases, the peti-
tioners pleaded not guilty to the crime as they
were only resellers or employees. In some
cases, though the crimes were acknowledged,
since the petitioners had spent substantial time
in imprisonment, the court decided to replace
the sentence of imprisonment with penalties.

• Food Safety Regulation and Enforcement Dis-
putes: Under this category, the court noted
that the allegations of violations reported were
not substantiated by sufficient evidence or test
results that were acceptable.

Detailed analysis of all the clusters revealed that
there were major procedural issues due to which
many food safety violation cases were not being
penalized sufficiently. It includes lack of knowl-
edge or actual lack of concrete boundaries between
the responsibilities on the part of the Food Safety
officers and other law enforcement agencies like
the police. Unclear rules about the penalties to be
applied also allows petitioners to possibly get away
with their crimes. In many cases, resellers or em-
ployees were penalized, which doesn’t affect the
root cause of safety violation, and could be also
one of the reasons for the violations to continue.

The analysis clearly establishes the need for safe-
guarding the interests of public health through re-

Figure 7: Distribution of judge’s decision for cases filed
by individuals or organizations against state authorities
- most cases are lost by the State authorities

Figure 8: Distribution of cluster labels for cases won by
individuals or organizations against state authorities

moval of these loopholes in the regulation and its
implementation along with education and aware-
ness among all citizens.

7 Conclusions and Future Work

In this work, we have demonstrated the potential
of Large Language Models (LLMs) in establish-
ing an evidential approach to understand the land-
scape of food safety violations by analyzing the
food safety–related legal cases. This work has
shown that by leveraging the advanced capabilities
of LLMs in analyzing legal text, both information
extraction and contextual reasoning can play sig-
nificant roles in identifying the possible causes of
recurrent violations. The insights that are revealed
include the large number of cases that end up be-

48



ing quashed due to procedural errors and also an
equally large number of them showing up the la-
cunae in the regulatory framework itself as well
as enforcement challenged. The case study finds
evidences in support of known issues that exist
between the intentions of the regulation and imple-
mentation challenges. Lack of awareness among
the authorities of law enforcement also surface as
a key issue.

The research also initiated knowledge modeling
for the regulations themselves. In future, we intend
to continue our work towards comparative analysis
of regulations from different countries, their imple-
mentations and the outcomes observed. The work
will continue to focus on developing easily deploy-
able explainable and domain-tuned LLMs that can
integrate legal ontologies and cross-jurisdictional
data to ensure trust and accountability. This area
can contribute significantly towards strengthening
of food safety systems across the globe.

Limitations

The proposed pipeline has been applied on food
safety-related cases filed in Indian courts over three
years from 2022 to 2024. The entire pipeline from
initial document processing to clustering could not
be repeated with multiple LLMS due to resource
constraints. Only the clustering part was repeated
for three different systems. Our future work would
focus on employing the entire pipeline for larger
set of case documents to obtain insights at multiple
levels, including those related to food items and
their propensity for safety violations. This would
make the work more complete.
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A Appendix

A.1 Sample Case Output

Below is a sample output for a case titled M/S Itc
Limited vs Food Safety Inspector on 12 October,
2023, demonstrating the structured extraction for-
mat:
<Begin Output Summary>
Petitioner: M/S Itc Limited

Respondent: FOOD SAFETY INSPECTOR, DEPARTMENT OF
THE FOOD SAFETY AND STANDARDS KALABURAGI

Court: Karnataka High Court

Case overview: The case involves a writ petition
filed by M/S ITC Limited against the Food
Safety Inspector and the Designated Officer of
the Department of Food Safety and Standards,
challenging an order dated December 29, 2015,
which imposed a fine for misbranding of their
product, Sunfeast Yippee Noodles. The petition was
heard in the High Court of Karnataka, Kalaburagi
Bench.

Key facts:

• The petitioner, M/S ITC Limited, manufactures
instant noodles and was accused of
misbranding due to the label stating ’No Added
MSG’.

• A sample was collected on June 8, 2015, and
tested, with the Chief Food Analyst reporting
it as misbranded.

• The petitioner claimed they were not given
proper notice or the right to appeal against
the Food Analyst’s report.

• The Designated Officer imposed a fine of Rs.
10,000 based on the Food Analyst’s report.

Legal issues and arguments:

• The petitioner argued that the product
complied with all standards and that the
misbranding claim was unfounded, as there
was no evidence that MSG was added during
manufacturing.

• They contended that the prosecution was
initiated without proper inspection of the
manufacturing premises and without affording
them the right to appeal as per Section 46(4)
of the Food Safety and Standards Act, 2006.

• The respondents maintained that the product
was misbranded due to the label claim and that
the prosecution was justified.

Court’s reasoning:

• The court noted that the Chief Food Analyst’s
report indicated compliance with standards
but also stated that the product was
misbranded due to the label claim.

• It highlighted that there was no analytical
method to determine if MSG was added or
naturally present, and that prosecution
should not occur without ascertaining the
addition of MSG during manufacturing.

• The court found that the Designated Officer
did not inspect the manufacturing unit, which
was necessary to determine the validity of the
misbranding claim.

• The court emphasized that the petitioner
was not given the opportunity to appeal,
violating principles of natural justice.

Decision or judgment: The court allowed the
writ petition, quashing the order passed by the
Additional District Magistrate cum Adjudicating
Authority in C.C.No.316/203/54/2015-16 dated
December 29, 2015, against M/S ITC Limited.

Type: Case won by Appellant

<End Output Summary>

A.2 Entity Extraction Prompt
You will be provided with a legal judgment of a food
safety related case. Your goal is to extract key
information following the schema provided. Please
ensure that the extracted information is accurate
and complete. Any references to the Food Safety
and Standards Act should be extracted as "Section
x of the Food Safety and Standards Act, 2006" or
"Food Safety and Standards Act, 2006". Always use
full forms of abbreviations, e.g. "Supreme Court"
instead of "SC", or "Indian Penal Code" instead of
"IPC". Names of courts should be standardized and
follow correct capitalization, e.g. "Supreme Court
of India", "High Court of Delhi", NOT "Supreme
Court", "Delhi High Court" or "DELHI HIGH COURT".

Here is a description of the parameters to be
extracted:

• court: name of the court that issued the
judgment.

• petitioners: array of strings containing the
names of ALL appellant(s) in the case.
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• respondents: array of strings containing the
names of ALL respondent(s) in the case.

• judges: array of strings containing the names
of the judge(s) in the case.

• date: date of the judgment, as a string in
the format "DD-MM-YYYY".

• org: array of strings containing the names of
all organizations, companies, or government
entities mentioned in the case, if any.

• gpe: array of strings containing the names of
all geographical locations mentioned in the
case, if any.

• provisions: array of strings containing
the provisions of ALL statutes cited in
the judgment. Provide these in the format
"Section x of y". In case of references to
multiple sections of the same statute, list
them all separately.

• statutes: array of strings containing the
names of ALL acts or laws cited in the
judgment.

• precedents: array of strings containing
the names of ALL precedents cited in the
judgement.

• key facts: key facts about the case. This
should be very concise, and include the
background of the case, and the main arguments
made by both parties. If no information is
provided, leave this field empty.

• type of case: the type of case, e.g. bail
application, civil appeal, criminal appeal,
public interest litigation, etc.

• decision: the decision of the court in the
case, if provided. If there is a verdict,
respond with ’in favour of appellant’ or ’in
favour of respondent’. If not, leave this
field empty.

A.3 Summary Generation Prompt
You will be provided with a legal judgment of a
food safety-related case. Your goal is to provide
a detailed summary of the judgment. Only include
information explicitly stated in the document. Do
not infer, interpret, or add new information. Use
concise language while preserving all critical
legal details, such as statute names, provisions,
case outcomes, and involved parties. Organize the
summary logically, grouping related points. For
example:

• Case overview

• Key facts

• Legal issues and arguments

• Court’s reasoning

• Decision or judgment

Return plain text, do not include any markdown or

HTML formatting.

A.4 Cluster Labeling Prompt
<Task>

You are an expert document analyst tasked
with analyzing clusters of similar documents
and generating concise, descriptive labels that
capture the common theme or topic of the cluster.
</Task>

<Documents>
{documents}
</Documents>

<Instructions>

1. Read through all the provided documents
carefully.

2. Identify the common themes, topics, or
patterns across the documents.

3. Focus on:

• Legal subject matter (if applicable)
• Key parties or entities involved
• Types of cases or proceedings
• Common legal issues or questions
• Geographic or jurisdictional patterns
• Temporal patterns or time periods

4. Generate a SHORT, descriptive label (3-10
words maximum) that captures the essence of
the cluster.

5. The label should be:

• Specific enough to distinguish this
cluster from others

• General enough to encompass all
documents in the cluster

• Clear and understandable to someone
unfamiliar with the documents

• Professional and concise

<Instructions>

<OutputFormat>
Return ONLY the label text without any

additional explanation, prefixes, or formatting.
Do NOT include phrases like "Label:", "Cluster:",
or "Theme:". Just provide the descriptive label
itself. Examples of good labels are "Food Safety
Violations and Regulatory Actions", "Municipal
Tax and Assessment Challenges", "Employment
Termination and Labor Rights", "Environmental
Compliance and Pollution Cases"

<OutputFormat>

A.5 Cluster Label Semantic Similarity
Analysis

Tables 1, 2, and 3 provide detailed pairwise seman-
tic similarity scores between cluster labels gener-
ated by GPT-4o, Gemini-2.5-Flash, and Qwen-3,
as described in Section 6.4. Labels with SBERT
similarity scores above our established threshold
of 0.55 indicate semantic consensus. The high pro-
portion of aligned labels across all model pairs
validates the robustness of our clustering approach.
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GPT Gemini SBERT Score
Appeals and Remedies Under Food Safety Act Food Safety Act Appeals and Remedies 0.99
Bail Applications in Food Safety Violations Food Safety Violations and Bail Applications 0.99
Food Safety Officer Recruitment Disputes Food Safety Officer Recruitment Disputes 0.98
Food Safety Act Violations and Appeals Food Safety and Standards Act Violations 0.93
Food Safety Compliance and Violation Cases Food Safety and Standards Act Violations 0.91
Import and Customs Disputes Food Safety and Import Regulation Disputes 0.90
Food Safety Violations and Legal Challenges Food Safety and Standards Act Violations 0.90
Food Safety Violations and Legal Proceedings Food Safety Act Cases and Quashing Proceedings 0.89
Food Safety Enforcement Challenges Food Safety and Standards Act Violations 0.86
Food Safety Regulation Disputes Food Safety and Import Regulation Disputes 0.86
Limitations in Food Safety Prosecutions Food Safety Act: Limitation and Quashing 0.85
Quashing of Cases Under IPC and FSS Act Food Safety Act Cases and Quashing Proceedings 0.83
Ethanol Production and Supply Restrictions Ethanol Production Regulation and Sugar Supply 0.81
Trademark and Commercial Disputes Trademark Infringement and Product Disputes 0.72
Licensing and Regulatory Challenges in Meat Food Business Licensing Under FSS Act 0.60

Divergent / Low Consensus Matches (Score < 0.55)
Tender and Procurement Disputes Food Procurement and Safety Disputes 0.42
Sealing Actions and Legal Disputes Food Safety Act Cases and Quashing Proceedings 0.37

Table 1: Semantic alignment between GPT and Gemini cluster labels.

Gemini Qwen SBERT Score
Food Safety and Standards Act Violations Food Safety and Standards Act Violations 0.97
Food Safety Violations and Bail Applications Food Safety Violations and Anticipatory Bail Cases 0.94
Food Safety Act Appeals and Remedies Food Safety Act Enforcement and Appeals 0.93
Food Safety Act Violations and Quashment FSS Act Violations Quashed by Precedent 0.88
Food Safety Act: Limitation and Quashing Food Safety Act Enforcement and Appeals 0.87
Food Safety Procedural Violations and Quashing Food Safety Prosecution Challenges 0.87
Food Safety Act Cases and Quashing Food Safety and Standards Act Cases 0.86
Food Safety and Import Regulation Disputes Food Import Clearance and Regulatory Compliance 0.84
Quashing Food Safety Proceedings Food Safety Prosecution Challenges 0.81
Food Safety, Seizure, and Business Operations Food Safety and Seizure Disputes 0.80
Food Safety Act Convictions and Sentence FSS Act Violations Quashed by Precedent 0.78
Food Procurement and Safety Disputes Public Procurement and Tender Disputes 0.76
Food Safety Act Cases in Madhya Pradesh Food Safety and Standards Act Cases 0.71
Food Business Licensing Under FSS Act Food Safety and Adulteration Cases 0.70
Food Safety Officer Recruitment Disputes Anganwadi Workers and Officer Recruitment 0.68
Ethanol Production Regulation Ethephon and Ethanol Regulatory Disputes 0.57

Divergent / Low Consensus Matches (Score < 0.55)
Trademark Infringement and Product Disputes Food Safety Licensing and Meat Business 0.38

Table 2: Semantic alignment between Gemini and Qwen cluster labels.

GPT Qwen SBERT Score
Food Safety Act Violations and Appeals Food Safety and Standards Act Violations 0.97
Appeals and Remedies Under Food Safety Act Food Safety Act Enforcement and Appeals 0.92
Bail Applications in Food Safety Violations Food Safety Violations and Anticipatory Bail Cases 0.92
Food Safety Compliance and Violation Cases FSS Act Violations and Regulatory Compliance 0.91
Food Safety Enforcement Challenges FSS Act Violations and Regulatory Compliance 0.90
Food Safety Violations and Legal Challenges Food Safety Prosecution Challenges 0.89
Licensing and Regulatory Challenges in Meat Food Safety Licensing and Meat Business 0.88
Quashing of Cases Under IPC and FSS Act Food Safety and Standards Act vs. IPC Cases 0.88
Food Safety Violations and Legal Proceedings Food Safety and Standards Act Violations 0.87
Limitations in Food Safety Prosecutions Food Safety Prosecution Challenges 0.87
Food Safety Regulation Disputes Food Safety Act Enforcement and Appeals 0.85
Import and Customs Disputes Food Import Clearance and Regulatory Compliance 0.84
Food Safety Officer Recruitment Disputes Anganwadi Workers and Officer Recruitment 0.71
Ethanol Production and Supply Restrictions Ethephon and Ethanol Regulatory Disputes 0.62
Tender and Procurement Disputes Public Procurement and Tender Disputes 0.61

Divergent / Low Consensus Matches (Score < 0.55)
Trademark and Commercial Disputes Food Safety Licensing and Meat Business 0.35
Sealing Actions and Legal Disputes Food Safety and Standards Act Litigation 0.32

Table 3: Semantic alignment between GPT and Qwen cluster labels.
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Abstract
Access to consumer grievance redressal in In-
dia is often hindered by procedural complexity,
legal jargon, and jurisdictional challenges. To
address this, we present Grahak-Nyay (Justice-
to-Consumers), a chatbot that streamlines the
process using open-source Large Language
Models (LLMs) and Retrieval-Augmented Gen-
eration (RAG). Grahak-Nyay simplifies legal
complexities through a concise and up-to-date
knowledge base. We introduce three novel
datasets: GeneralQA (general consumer law),
SectoralQA (sector-specific knowledge) and
SyntheticQA (for RAG evaluation), along with
NyayChat, a dataset of 303 annotated chatbot
conversations. We also introduce Judgments
data sourced from Indian Consumer Courts to
aid the chatbot in decision making and to en-
hance user trust. We also propose HAB metrics
(Helpfulness, Accuracy, Brevity) to evaluate
chatbot performance. Legal domain experts
validated Grahak-Nyay’s effectiveness. Code
and datasets are available at https://github.
com/ShreyGanatra/GrahakNyay.git.

1 Introduction

Large Language Models (LLMs) like GPT-4
(Achiam et al., 2023) and Llama-3 (Dubey et al.,
2024) have found widespread use in various do-
mains, including finance (Zhao et al., 2024),
tourism (Meyer et al., 2024), healthcare (Mishra
et al., 2023), education (Lee et al., 2023), and cus-
tomer support (Obadinma et al., 2022). While
LLMs have been applied to legal tasks such as
judgment prediction, summarization, and case re-
trieval (Joshi et al., 2024; Feng et al., 2024), there’s
a notable gap in their application to consumer law,
especially for assisting individuals with everyday
grievances. This is particularly crucial in India.

In India, consumer grievance redressal remains
a significant challenge. Despite the efforts of the
Department of Consumer Affairs1 through initia-

1https://consumeraffairs.nic.in/

Consumer

Provider's
Internal

Redressal
System

Sectoral
Ombudsmen

Consumer
Redressal

Forum
Civil Courts

First Level 
Grievance Redressal

Second Level Grievance
Redressal

Figure 1: Two Level Grievance Redressal System in In-
dia, where the Consumer is first encouraged to approach
the Provider’s Internal Redressal System (like Customer
Care) and then reach out to Government bodies for re-
dressal.

tives like the National Consumer Helpline2 and
the e-Daakhil3 portal, many individuals without
legal expertise still struggle with filing complaints.
While legal representation is not required to file a
consumer complaint, the complexity of legal lan-
guage, jurisdictional issues, and strict limitation
periods create barriers for consumers. In the finan-
cial year 2023-2024, approximately 107,966 com-
plaints were registered every month with the Na-
tional Consumer Helpline (Ministry of Consumer
Affairs), indicating a large volume of grievances
that need timely attention. However, these com-
plaints are handled by trained staff, revealing a crit-
ical gap in consumer awareness and legal literacy,
and underscoring the need for tools to accelerate
the grievance resolution.

Existing general-purpose chatbots like Chat-
GPT4 and Claude5 provide generic information, but
lack the specific legal knowledge and interactive ca-

2https://consumerhelpline.gov.in/
3https://edaakhil.nic.in/
4https://chatgpt.com/
5https://claude.ai/
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pabilities needed for effective consumer grievance
filing (Fig. 13). India’s two-level grievance re-
dressal system (Fig. 1) encourages direct contact
with service providers, escalating to government
bodies if necessary. However, complaints are fre-
quently rejected due to issues such as as incorrect
jurisdiction, misrepresentation, or failure to meet
legal requirements, often stemming from a lack of
understanding of consumer law (Reserve Bank of
India) (Fig. 6).

To address this, we introduce Grahak-Nyay
(Justice-to-Consumers), a chatbot designed to em-
power Indian consumers by providing the legal
knowledge necessary to navigate the grievance re-
dressal system. Grahak-Nyay assists in interpret-
ing complex legal language, preparing documen-
tation (complaint letters, forms) and guiding users
through escalation procedures. Unlike general-
purpose chatbots, Grahak-Nyay offers context-
specific legal assistance, enabling informed action
without requiring formal legal representation. By
addressing the key challenges – lack of consumer
law knowledge and documentation complexity –
our chatbot aims to increase successful complaint
filings and streamline the resolution process.

Our contributions are:

1. Grahak-Nyay: A consumer grievance redres-
sal chatbot tailored for Indian consumers, uti-
lizing an open-source Large Language Model
powered by Retrieval-Augmented Generation,
aided by a concise Knowledge Base with the
latest information (Section 3).

2. GeneralQA: A question-answer dataset based
on general consumer laws; SectoralQA: A
question-answer dataset based on sector-wise
knowledge of consumer laws; and Synthet-
icQA: A question-answer dataset to evaluate
the performance of RAG (Section 2.1).

3. Judgments Data: An annotated corpus of 570
Indian Consumer Court judgments along with
summaries and categories, used to enhance
user trust (Section 2.2).

4. NyayChat: A dataset containing 300 anno-
tated conversations between users and the
chatbot based on various issues and com-
plaints. Each conversation averages 32 turns
and 3,475 tokens, demonstrating the depth and
richness of the interactions. (Section 2.3).

Statistic Value

Total Conversations 303
Average Turns per Conversation 32.01
Average Tokens per Conversation 3475.26

Table 1: Statistics of the NyayChat dataset, which con-
sists of simulated conversations addressing consumer
law grievances.

5. HAB metrics, to assess the quality of chat-
bot conversations based on Helpfulness,
Accuracy, and Brevity. We conduct
human-based evaluation and experiments on
reference-free automatic evaluation of conver-
sations using various LLM-based evaluators
based on the HAB metrics (Section 4).

2 Dataset

We introduce four datasets: three forming the
knowledge base for Retrieval-Augmented Genera-
tion (RAG), and one containing simulated user-
chatbot conversations. For more detail on the
dataset curation process, refer to Section A.3.

2.1 Knowledge Base
2.1.1 GeneralQA
This dataset provides a structured overview of the
Consumer Protection Act 2019 (Ministry of Law
and Justice), consisting of 53 question-answer pairs.
It covers the Act’s key provisions and defines funda-
mental concepts like ’consumer’ and ’goods,’ clari-
fying the chatbot’s operational scope. This dataset
establishes the foundational legal framework for
the chatbot.

2.1.2 SectoralQA
This dataset encompasses detailed information
from 23 sectors, including real estate, telecommu-
nications, sports and recreation. The corpus com-
prises 889 questions and answers, each tailored to
address sector-specific concerns. A breakdown of
the sector-wise distribution, along with the general
corpus, is provided in Fig. 7.

2.1.3 SyntheticQA
To assess our RAG system, we generated five user
questions that yield the same answer across both
the general corpus and the sector-specific corpus,
using the Llama-3.1-70B-Instruct6 model. This

6https://huggingface.co/meta-llama/Llama-3.
1-70B-Instruct
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User: Builder is not giving possession, any past judgments that can help me, please cite them?

Grahak-Nyay: I’d be happy to help you with that. In a case where possession was offered after a long de-
lay, but the complainants refused to take possession as they no more needed the flat after such delay, it was held that
only the earnest money/initial deposit paid by the buyer can be forfeited by the builder in case the buyer does not want
to continue in the project due to any default of the builder. (CC/438/2019/2020, NCDRC)
Additionally, in a case where the builder delayed handing over flats after collecting a significant amount of money, the
National Consumer Disputes Redressal Commission (NCDRC) held that the builder is liable for deficiency in service
and must compensate the buyers for the delay. (FA/347 of 2021/2024, NCDRC)
In another case, where possession was delayed for nearly 7 years, the NCDRC held that the delay in possession was a
deficiency of service, justifying compensation. (CC/197/2013/2022 NCDRC)
These judgments may be relevant to your case, but please note that each case is unique, and the outcome may vary
depending on the specific circumstances.
Would you like to know more about the process of filing a complaint against the builder or drafting a legal notice?

Figure 2: Chat example from Grahak Nyay using the Judgments Database to answer user queries

amounts to generating 4734 (in some cases, 6 in-
stead of 5 questions) questions. The answers were
generated using the Llama-3.1-8B-Instruct7 model,
keeping the corresponding answer in the context.
We call this dataset as SyntheticQA. The prompt
used for generation can be found in Fig.12.

2.2 Judgments

We introduce a novel, expert-annotated corpus of
judgments from Consumer Courts in India, a crit-
ical resource for advancing NLP research in the
legal domain. This corpus comprises 570 judg-
ments, meticulously curated and spanning 23 dis-
tinct sectors of Indian consumer law. Each judg-
ment has been summarized and categorized by le-
gal experts, ensuring high-quality annotations and
domain-specific relevance.

To the best of our knowledge, this represents the
first publicly available dataset of its kind, address-
ing a significant gap in resources for legal NLP,
particularly within the Indian judicial context. The
dataset’s immediate utility is demonstrated in its ap-
plication within our legal chatbot (Figure 2), where
it enables informed decision-making and allows for
the citation of pertinent case law to enhance user
trust and transparency.

Beyond this specific application, the corpus
holds substantial potential for a range of NLP tasks.
Its rich annotations and structured nature make it
highly suitable for benchmarking and developing
models for legal text summarization, case classifi-
cation, legal information retrieval, and potentially
for predicting case outcomes or identifying relevant
legal precedents. We believe this dataset will be

7https://huggingface.co/meta-llama/Llama-3.
1-8B-Instruct

an invaluable asset to the NLP community, foster-
ing further research and development in the under-
explored intersection of artificial intelligence and
consumer law.

2.3 NyayChat

This dataset includes 303 simulated conversations
meticulously crafted by a team of legal experts
specializing in various sectors such as e-commerce,
medical negligence, railways, airlines, and more.
Each conversation mirrors a real-world interaction
between a user and the chatbot, addressing specific
grievances that fall under the purview of consumer
law. Each conversation averages 32.01 turns and
3,475.26 tokens (Tab. 1), demonstrating the depth
and richness of the interactions. This dataset serves
as a valuable benchmark for advancing research
in conversational AI, particularly in the domain of
user grievance redressal.

3 Methodology

3.1 Retrieval-Augmented Generation

Retrieval Augmented Generation (RAG) is a promi-
nent approach used in real-world applications for
grounding large language model (LLM) genera-
tions in up-to-date and domain-specific knowledge.
It has been observed (Lazaridou et al., 2022; Shus-
ter et al., 2021; Ren et al., 2023) that RAG reduces
hallucinations and improves answer quality, with-
out the need for highly expensive and sometimes
fragile domain-specific fine-tuning.

A typical RAG framework (Fig. 3) involves a
retrieval system that fetches documents that are
relevant to the query. These documents are then
used as context, prompting the LLM (Fig. 4) to
generate the required response. For our chatbot, we
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User
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Retriever
(Vector Store)

Knowledge Base

Retrieved
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Grahak-Nyay

Contextualized
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Figure 3: Architecture of Grahak-Nyay chatbot. The user query is first contextualised using an LLM to form an
independent query to perform RAG. The retrieved knowledge is then given to the LLM along with the chat history
to generate an appropriate response to the user query.

also include the chat history as part of the prompt.
The RAG framework is divided into the following
parts in our architecture.

3.1.1 Chunking
We observed that fixed-length chunking proved in-
adequate for our purposes. Long answers were
often split across multiple chunks, resulting in the
loss of crucial information during retrieval. Con-
versely, grouping multiple short answers in a single
chunk introduced unnecessary noise. As a result,
we adopted a chunking strategy where each chunk
contains only one Question-Answer pair, ensuring
clarity and precision in information retrieval.

3.1.2 Query Rewriting
To implement RAG, it is essential for each query
to be properly contextualized. To accomplish this,
we utilized Llama-3.1-8B-Instruct along with the
instruction provided in Fig.9. Initially, we observed
that the LLM answered the query directly rather
than rewriting it as intended. To improve perfor-
mance, we utilized one-shot prompting by incorpo-
rating a single example in the prompt, which led to
significantly better results.

3.1.3 Retriever
The chunks are embedded using mixedbread-
ai/mxbai-embed-large-v18 and stored in a vector-
store. The retriever is responsible for extracting
relevant chunks using the query. We use cosine
similarity to extract the best four chunks and use it
for response generation.

8https://huggingface.co/mixedbread-ai/
mxbai-embed-large-v1

3.1.4 Generation
The chatbot is meant to be interactive and conver-
sational. Hence, for each user input, while keeping
the retrieved documents as a reference, the chatbot
also takes into account the chat history. This en-
sures that all responses are relevant and grounded in
the contextual history of the issue. We use Llama-
3.1-8B-Instruct model to generate our responses.

3.2 Hallucination

A significant barrier to the wide use of LLMs in
multiple domains is their tendency to hallucinate. It
has been observed that in spite of clear instructions,
LLM generates text which might be false or irrele-
vant. RAG-based approaches help to tremendously
reduce this phenomenon, but even then, hallucina-
tion remains a major concern.

A domain-specific chatbot like our Grahak-Nyay
chatbot implies that RAG is responsible for provid-
ing much of the context and domain knowledge
that will be utilized for the chat. In such cases,
the LLM must generate content based on the RAG
Corpus only and never contradict it. For this pur-
pose, we modified the prompt where we specified
the LLM to answer any out-of-corpus question by
stating that it does not know the answer.

4 Evaluation

We strongly believe that any user-facing chatbot
should help the user address the query, be accurate
while doing so, and keep the user engaged. We
assess the quality of chatbot conversations using
HAB metrics: Helpfulness, Accuracy, and Brevity.
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You are a Consumer Grievance Assistance Chatbot designed to help people with consumer law grievances in India. Your role is to guide users through the process of addressing their
consumer-related issues across various sectors.

Core Functionality:

Assist with consumer grievances ...

Conversation Flow:

1.Greet the user and ask about their consumer grievance.

2. If ...

...

Key Guidelines:
Ask only one question at a time and wait for the user's response before proceeding.
...

Use only the facts/names provided in the context or by the user.

Don't let the user know you answered the question using the context.

\n\n

Here is the Context:

{context}

Figure 4: Part of system prompt designed for Grahak-Nyay Chatbot with a structured conversation flow: it gathers
grievance details step-by-step, offers remedies under Indian consumer law, assists in drafting legal documents (e.g.,
notices, complaints), guides users on using the National Consumer Helpline and e-daakhil portal, and provides
tailored responses while strictly limiting interactions to consumer-related issues. For entire prompt see Figure 14

.

Reference-based evaluation Reference-free evaluation

ROUGE-1 ROUGE-2 ROUGE-L BERTScore METEOR BLEU Helpfulness Accuracy Brevity

66.9 41.1 33.2 90.9 41.9 37.4 4.65 3.61 3.12

Table 2: Performance of Grahak-Nyay chatbot on Reference-based and Reference-free evaluation. We evaluated the
Grahak-Nyay chatbot on 65 conversations for which reference was available. We performed LLM-based automatic
evaluation on HAB metrics on the 5-point Likert scale using the gpt-4o-mini model.

Dataset BLEU ROUGE-1 ROUGE-L BERTScore Ans-Rel. Faithfulness

SectoralQA 49.38 64.20 60.39 90.94 7.44 8.58
GeneralQA 49.45 66.66 63.74 95.18 7.35 9.02
SyntheticQA 31.04 48.37 40.44 87.93 7.48 9.30

Table 3: Performance on BLEU, ROUGE, and BERTScore, along with automatic evaluation using RAGAS
assessment based on Answer Relevance (Ans-Rel.) and Faithfulness metrics across three datasets.

HAB metrics allow us to assess how effectively the
chatbot addresses user issues and provides accurate
information and how concisely it communicates
these responses. We also qualitatively assess the
chatbot performance (Fig. 18, 19, 20 and 21) where
multiturn conversations of human followed by chat-
bot has been presented.
The HAB metrics are defined as follows:

• Helpfulness: This metric assesses how helpful the
chatbot was in resolving the user’s issue or query.
It evaluates the chatbot’s ability to understand the
user’s problem and provide actionable, relevant,
and clear resolution.

• Accuracy: This metric evaluates the correctness
of the information provided by the chatbot in re-
sponse to user queries, ensuring that the responses

are factually accurate and reliable.

• Brevity: This metric measures the conciseness of
the chatbot’s responses, ensuring efficient commu-
nication without unnecessary elaboration. It en-
sures efficient communication by focusing on de-
livering essential information straight to the point
while avoiding excessive questioning or verbosity.

4.1 Human Evaluation of other chatbots
Using the HAB metric, we evaluated publicly
available chatbots, including ChatGPT-4.0,
Claude-3.5, Llama-3.1-405b-128k, and
Llama-3.1-8b-128k, with assessments conducted
by human legal experts on 5-point Likert scale.
The analysis revealed that the Grahak-Nyay
chatbot surpassed all other chatbots on the HAB
metrics (Fig. 5).
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Figure 5: Benchmarking of Grahak-Nyay against other
chatbots on HAB metrics by human legal experts.
Grahak-Nyay outperforms in Helpfulness and Brevity.
It performs similar to other larger models while outper-
forming the base model in terms of Accuracy.

4.2 Evaluation of Grahak-Nyay chatbot

We present the detailed results from the evalua-
tion of 65 chats obtained using the Grahak-Nyay
chatbot in Table 2, categorized into two groups:
Reference-based and Reference-free evaluations.
For these 65 chats, reference responses annotated
by the legal experts were available, enabling the ap-
plication of Reference-based metrics. Additionally,
for the Reference-free evaluation, we utilized HAB
metrics to assess the chatbot’s performance in pro-
viding relevant and concise responses. We used the
best performing model, gpt-4o-mini model, which
demonstrated the highest correlation with human
evaluations, for the LLM-based assessment of the
HAB metrics on 5-point Likert scale (Appendix
A.1).

4.3 Evaluation of Retrieval-Augmented
Generation

We evaluate our Retrieval-Augmented Generation
(RAG) system by asking questions from Gener-
alQA, SectoralQA, and SyntheticQA. The system
is assessed using BLEU, ROUGE, and BERTScore,
along with automatic evaluation metrics such as
Faithfulness and Answer Relevance using RA-
GAS (Es et al., 2023). Detailed results are pre-
sented in Table 3. Faithfulness (Fig. 10) measures
whether the generated answer is grounded in the
provided context. Answer Relevance (Fig. 11) eval-
uates how well the generated answer addresses the
given question. To assess relevance, we compare
the generated response with the ground truth. We
use the gpt-4o-mini model as an evaluator. Faith-
fulness and Answer Relevance are scored on a 0-10

scale, while other metrics are measured on a 0-100
scale.

5 Deployment

We utilize the Text Generation Infer-
ence (TGI)9 toolkit (v3.2.1) to serve the
Llama-3.1-8B-Instruct model. TGI provides
a production-ready server with features crucial
for real-world deployment, including continuous
batching of incoming requests for increased
throughput, prefix caching to reduce redun-
dant computations, and token streaming using
Server-Sent Events (SSE) for a responsive user
experience.

Our current deployment utilizes a single
NVIDIA A100 GPU with 40GB of memory
through its official docker image (Fig. 8).

We plan on incorporating auto-scaling and
adding high availability to handle potential out-
ages.

6 Conclusions

In this work, we introduced our Grahak-Nyay chat-
bot to address consumer grievances in various sec-
tors. We evaluated the chatbot performance using
traditional NLP metrics, automated evaluation by
LLMs, and human evaluation by legal experts. Us-
ing a RAG-based framework and prompts designed
to prevent hallucinations, the chatbot demonstrated
the ability to handle consumer grievances in an
approachable and informative way. The chatbot
presents an opportunity for many people who are
hesitant to take action on their consumer com-
plaints due to a lack of complete information and
help them get justice.

7 Limitations

A primary concern is the inherent tendency of large
language models to generate hallucinated or in-
accurate information, particularly when dealing
with specific legal provisions, case precedents, or
procedural requirements. The model may confi-
dently present incorrect statutory references, fab-
ricate non-existent legal remedies, or provide out-
dated guidance that no longer aligns with current
consumer protection laws. Furthermore, the sys-
tem’s knowledge base requires continuous updates
to reflect amendments in consumer protection legis-

9https://huggingface.co/docs/
text-generation-inference/en/index
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lation, new regulatory guidelines, evolving judicial
interpretations, and changes in forum procedures.
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A Appendix

A.1 Automated Evaluation of Grahak-Nyay
chatbot using LLMs

To reduce human effort in evaluating the chatbot
according to HAB metrics, we employ LLM-based
automatic evaluation. The LLM evaluators are in-
structed to assign scores on a 5-point Likert scale
and provide detailed explanations for their assigned
scores using the structured prompt (Fig. 15, 16, and
17). The prompt includes task description, scoring
instructions based on the HAB metrics, as well as
the conversation which is to be evaluated and the
context10.

We evaluated 75 conversations for which we
have human-evaluated data available in binary form
(Yes, if the metric is followed, No if not), on the
HAB metrics, using different LLMs sourced from
HuggingFace11 and Groq12. The table 4 summa-
rizes the performance of LLM-based evaluators for
HAB metrics. We applied point biserial correla-
tion to assess the relationship between the avail-
able binary human evaluation and the ordinal LLM
scores from the 5-point Likert scale. This corre-
lation is particularly useful in determining how
well the LLM evaluations align with the binary out-
comes. Additionally, we used Spearman correla-
tion to evaluate the rank order of scores, providing
further insights into the agreement between human
and LLM evaluations. The Llama-3.1-70B model
outperformed other open-source models across all
three metrics, and gpt-4o-mini achieved the highest
point biserial correlation and Spearman’s correla-
tion coefficients with p-value<0.05, indicating its
superior effectiveness.

A.2 Human evaluation of Grahak-Nyay
chatbot

To assess the performance of our chatbot and bench-
mark it against several other systems, we conducted
a human evaluation of the chatbot dialogues based
on the HAB metrics as outlined in 5. This evalu-
ation was performed by a group of legal experts
from the XX who were provided with a predefined
set of evaluation criteria.

The evaluation of each conversation was con-
ducted using the following rubric:

10Context is passed only for the Accuracy metric.
11https://huggingface.co
12https://groq.com/
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Reasons for complaint rejection 

Categories
Cases not properly represented (32%)
Outside territorial jurisdiction (21%)
First Resort complaint (14%)
Beyond authorised grounds (12%)

Earlier dealt with by the BO (10%)
Referred to other departments or regulators (7%)
Pending with or decided by another forum such as court (2%)
Time barred (2%)

Figure 6: Reasons for Banking Ombudsman rejecting
complaints in FY 2018-19. Cases not properly repre-
sented are the major reason for the rejection of com-
plaints, followed by outside proper jurisdiction.

A.2.1 Helpfulness
Statement: The chatbot delivers meaningful assis-
tance that contributes to resolving the user’s issue.

• Score 5 - Strongly Agree: The chatbot fully
addressed the issue or provided explicit, ac-
tionable steps for resolution.

• Score 4 - Agree: The chatbot resolved the is-
sue to a large extent, though minor additional
guidance was required.

• Score 3 - Neutral: The chatbot provided some
assistance, but the response was insufficient
to fully resolve the issue.

• Score 2 - Disagree: The chatbot’s assistance
was incomplete and omitted key information.

• Score 1 - Strongly Disagree: The chatbot’s
response was irrelevant or ineffective in re-
solving the issue.

A.2.2 Accuracy
Statement: The chatbot provides precise and reli-
able information, including correct references such
as websites, phone numbers, and legal details.

• Score 5 - Strongly Agree: All information
provided is entirely accurate and contextually
appropriate.

• Score 4 - Agree: Most information provided
is accurate, with only minor, non-critical inac-
curacies.
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Helpfulness Accuracy Brevity

Models rpb ρ rpb ρ rpb ρ

Gemma-2-9B 0.256 0.242 0.113 0.102 0.183 0.182
Llama-3.1-8B 0.386 0.246 0.225 0.213 0.154 0.153
Mixtral-8x7B 0.557 0.490 0.205 0.207 0.159 0.141

Llama-3.1-70B 0.689 0.627 0.461 0.430 0.430 0.418
gpt-4o-mini 0.719 0.687 0.459 0.465 0.473 0.435

Table 4: Performance metrics for various models based on Helpfulness, Accuracy, and Brevity metrics. Each metric
includes point biserial correlation (rpb) and Spearman’s rank correlation coefficient (ρ) scores for each model. The
best scores are bolded, and the second-best scores are underlined.
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Question Distribution Across Various Sectors

Sectors
Banking Sector (25.2%)
Insurance Sector (8.2%)
Other Sectors (7.2%)
General (5.6%)
Drugs and Cosmetics sector (5.2%)
Retail Grocery Sector (5.1%)
Telecommunications Sector (4.8%)
Legal Metrology Sector (4.4%)

Entertainment and Media (3.7%)
E-commerce sector (3.7%)
Education Sector (3.4%)
Food Safety (2.9%)
Postal and Courier Service (2.5%)
Technology Services Sector (2.4%)
Automobile Sector (2.3%)
Railways (2.1%)

Airlines Sector (2.1%)
Real Estate Sector (2.0%)
Home Service Sector of India (1.7%)
Medical Negligence (1.5%)
Sports and Recreation Sector (1.1%)
Electricity Sector (1.1%)
Petroleum Sector (1.0%)
Legal Service Sector (0.8%)

Figure 7: Distribution of corpus questions across differ-
ent consumer sectors

• Score 3: Neutral - The chatbot provided accu-
rate information, but there were notable fac-
tual errors.

• Score 2: Disagree - The response contained
multiple inaccuracies that could mislead the
user.

• Score 1: Strongly Disagree - The information
provided was largely or completely incorrect
and misleading.

A.2.3 Brevity
Statement: The chatbot communicates efficiently,
offering clear and concise responses without super-
fluous information or unnecessary queries.

• Score 5 - Strongly Agree: The response was
succinct and included only the essential infor-
mation.

• Score 4 - Agree: The response was mostly
concise, with minor extraneous details.

• Score 3 - Neutral: The response included
some unnecessary details or questions, reduc-
ing conciseness.

• Score 2 - Disagree: The response was over-
loaded with irrelevant or redundant informa-
tion, causing potential confusion.

• Score 1 - Strongly Disagree: The response
was excessively long and contained irrelevant
or unnecessary information.

A.2.4 Evaluation Procedure
The evaluation of the Grahak-Nyay chatbot was
conducted by two independent experts, using a
blind evaluation methodology. The experts as-
sessed 65 chats that were utilized in the automatic
evaluation phase and assigned scores to each chat
in terms of the HAB metrics. The evaluation of the
remaining four chatbots, namely ChatGPT-4.0,
Claude-3.5, Llama-3.1-405b-128k, and
Llama-3.1-8b-128k, was conducted by three le-
gal experts, following a similar blind methodology,
using a representative subset of dialogues from
each chatbot.

A.3 Dataset Details and Curation Process

A.3.1 GeneralQA and SectoralQA
The Knowledge Base consists of two core parts.
The first is a GeneralQA on Consumer Protection
in India, synthesizing general consumer grievance
information into 52 question-answer pairs. These
Q&A pairs span a wide range of consumer protec-
tion topics, including the Consumer Protection Act
of 2019, definitions of a “consumer”, details on
filing consumer complaints, and overviews of on-
line and offline redressal avenues. It also contains
contact information for National, State, and Dis-
trict Consumer Dispute Redressal Commissions.
By filtering out overly technical content, the focus
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remains on practical guidance: what counts as a
consumer grievance, how to initiate legal action,
and strategic advice on whether to send a notice or
file directly in a consumer forum.

Alongside the GeneralQA, the SectoralQA in-
cludes 27 sector-specific documents, each address-
ing a specific consumer-related domain such as
Banking, Telecom, or Insurance. Each of these
contains around 30 question-answer pairs, with the
total corpus having 835 Q&A pairs.

A.3.2 NyayChat
In addition to the Knowledge Base, NyayChat was
developed to support detailed examples and eval-
uations. This dataset provides curated, real-world
scenarios and user queries, allowing the LLM to be
rigorously trained and tested on realistic problem
statements. The dataset consists of synthetic con-
versations that simulate ideal interactions between
the Grahak-Nyay and users seeking remedies under
consumer protection laws. These synthetic chats
were drafted by law students and underwent re-
view by two legal experts. The starting point for
each chat was a real-world case sourced from a
database of 1,200 District Consumer Disputes Re-
dressal Commission (DCDRC) judgments in India.
A random sample of these judgments was selected
and students were instructed to reimagine each sit-
uation as if they just encountered their grievances
and were looking for an immediate resolution. This
approach helped capture authentic and context-rich
interactions that reflect real consumer disputes.

A.3.3 Sources for building the Corpus
The corpus’ primary sources include official gov-
ernment websites (such as the Department of Con-
sumer Affairs), regulatory authority portals, and
publicly accessible laws, guidelines, and circulars
related to consumer rights. It also draws infor-
mation from published commentaries, Frequently
Asked Questions (FAQs), and guides prepared by
legal experts in the field of consumer law. By distill-
ing over 1,500 pages of these materials into around
52 question-answer pairs, it prioritizes relevant top-
ics for everyday consumer grievances.

A.3.4 Research teams and review process
The Corpus is collected and curated by the research
team at the XX, trained in empirical and doctrinal
research on legal and policy instruments and sys-
tems in India, alongside specific expertise in tech-
nology law. The project team collaborated closely

with the Chair for Consumer Law and Practice at
XX to determine the most effective way to com-
pile and shape the textual corpus that would act as
the knowledge base. Feedback from these experts
helped refine the content so it would enhance the
Large Language Model’s (LLM) performance.
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model=meta-llama/Llama-3.1-8B-Instruct
volume=$PWD/data # share a volume with the Docker container

docker run --gpus all --shm-size 40g -p 8080:80 -v $volume:/data \
ghcr.io/huggingface/text-generation-inference:3.2.1 \
--model-id $model

Figure 8: Script to run TGI server on Nvidia-GPU using official docker image

Given a chat history and the latest user question which might reference context in the chat history,
formulate a standalone question which can be understood without the chat history. Do NOT answer
the question, just reformulate it if needed and otherwise return it as is.
For example:
Chat History:
Human: What is Task Decompostion?
AI: Task Decomposition is the process of breaking down a complex task into smaller and simpler
steps. This is achieved through a technique called Chain of Thought (CoT), which instructs the
model to ẗhink step by stepänd utilize more test-time computation to transform big tasks into
multiple manageable tasks.
Question: What are some of the ways of doing it?
Contextualized Question: What are some of the ways of doing Task Decompositon?

Figure 9: One-Shot Prompt for Query Rewriting to contextualise the query to perform RAG

Faithfulness measures the information consistency of the answer against the
given context. Any claims that are made in the answer that cannot be deduced
from context should be penalized. Given an answer and context, assign a score
for faithfulness in the range 0-10.
Format of output is:- "Faithfulness = Score out of 10"
No other output should be produced
context: [context]
answer: [answer]

Figure 10: Prompt for Automatic Evaluation (Faithfulness) of RAG
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Answer Relevancy measures the degree to which a response directly addresses
and is appropriate for a given question.
It penalizes the presence of redundant information or incomplete answers given a
question. Given a question and two answers, mark a score in the range of 0-10
for answer 2 depending on how completely it answers the question
and is relevant with respect to answer 1
Format of output is:- "Relevance = Score out of 10"
question: [question]
answer 1: [answer 1]
answer 2: [answer 2]

Figure 11: Prompt for Automatic Evaluation (Answer Relevance) of RAG

You are given a frequently asked question (FAQ) and the answer to the question
in the consumer protection context.
Your task is to generate 5 questions that are likely to be asked by a consumer,
given the FAQ and the answer. Give each question in a new line.
------------------------------------------------
You are given the following example FAQ and answer:
Question: When was the Consumer Protection Act 2019 enacted?
Is the Consumer Protection Act 1986 still valid?
Answer: The Consumer Protection Act 2019 was notified on August 9, 2019.
However, it came into effect on July 20, 2020. This Act replaced the Consumer
Protection Act 1986 to address the contemporary issues faced by consumers and
to streamline the consumer grievance redressal process in India.
The Consumer Protection Act 1986 was the first significant legislation in India
aimed at protecting consumer interests. It provided for the establishment of
consumer councils and other authorities for the settlement of consumers'
disputes and for matters connected therewith. It has now been repealed by the
Consumer Protection Act 2019. Under Section 107(2) of the Consumer Protection
Act 2019, all disputes arising out of the previous act shall now be governed
by the new act.
Generated Questions:
What are the key differences between the Consumer Protection Act 1986 and the
Consumer Protection Act 2019?
Why was the Consumer Protection Act 1986 replaced by the Consumer Protection
Act 2019?
Are there any provisions in the Consumer Protection Act 2019 that address
modern consumer issues?
If a dispute arose under the Consumer Protection Act 1986, will it now be
handled under the 2019 Act?
What improvements were made in the grievance redressal process in the Consumer
Protection Act 2019 compared to the 1986 Act?
------------------------------------------------

Figure 12: One-Shot prompt to generate SyntheticQA dataset
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User: Hi, I have an issue with my insurance policy. How do I resolve it?
On Monday, in the morning hours, I loaded the paddy bags and dry paddy grass
onto my vehicle and was traveling back to my village Gudivada. On the way
accidentally the electric wires touched the load on the said vehicle and
caught fire. Immediately I reported the matter to the Station Fire Officer,
A.P. State Disaster Response and Service Department, Fire Station,
Vizianagaram, but by then the said load and vehicle got completely burnt
during the accident. Subsequently I reported the incident in the police
station and got the FIR registered. When I claimed for the insurance the
Insurance company refused it.

Assistant: I'm sorry to hear about the issue with your insurance claim. To
resolve this situation, here's a step-by-step guide on how to proceed:
1. Check the coverage terms: Thoroughly review your insurance policy to
understand what is covered, especially in relation to vehicle damage caused
by fire. Verify if there are any exclusions or clauses that the insurance
company might be relying on to deny your claim.
Look for specific exclusions: Certain events (like electrical fires or
carrying certain types of loads) may be excluded, and it's important to see
if the denial falls under one of these exclusions.
2. Request a Written Explanation from the Insurance Company:
Formal denial: Ask the insurance company to provide a formal letter explaining
why your claim was denied.
Details on policy violation: Ensure the letter outlines any specific policy
clauses that led to the denial. You will need these details to challenge the
denial.
3. Gather Documentation:
... more information ...
4. Reapply or Appeal the Claim:
... more information ...
5. Contact the Insurance Ombudsman:
... more information ...
6. Legal Action (If Necessary):
... more information ...
7. Communicate with the Insurer:
... more information ...
By following these steps, you should be able to either resolve the issue
directly with the insurer or take the matter to a regulatory authority for
further assistance. Would you like help drafting an appeal letter or
reviewing specific clauses in your policy?

Figure 13: A snapshot of chat between a user and ChatGPT
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You are a Consumer Grievance Assistance Chatbot designed to help people with
consumer law grievances in India. Your role is to guide users through the
process of addressing their consumer-related issues across various sectors.
Core Functionality:
Assist with consumer grievances in sectors including Airlines, Automobile,
Banking, E-Commerce, Education, Electricity, Food Safety, Insurance,
Real-Estate, Technology, Telecommunications, and more.
Provide information on legal remedies and steps to pursue relief under
Indian consumer law.
Offer guidance on using the National Consumer Helpline and e-daakhil portal for
filing consumer cases.
Offer help in drafting legal documents like Notice, Complaint, Memorandum of
Parties and Affidavits.
Conversation Flow:
1.Greet the user and ask about their consumer grievance.
2.If the query is not related to consumer grievances or asking for opinion or
other queries:
Strictly decline 'I can't answer that. I can help you with consumer-related
issues.' and ask for a consumer grievance-related query. Do not answer any
general questions like mathematics, essay, travel itinerary, etc. Do not give
opinions. Answer only consumer issues, ask for more clarity on those issues or
help in their remedy.
3.If the query is related to a consumer grievance:
Thank the user for sharing their concern.
Ask one question at a time to gather more information:
a. Request details about what led to the issue (if cause is not clear).
b. Ask the user for the time of incident. Statue of limitations is 2 years. If
the incident is more than 2 years old warn the user regarding the same. Today's
date is {date}
c. Ask for information about the opposing party (if needed).
d. Inquire about desired relief (if not specified).
4.Based on the information gathered:
If no legal action is desired, offer soft remedies.
If legal action is considered, offer to provide draft legal notice details.
5.Mention the National Consumer Helpline (1800-11-4000) or UMANG App for
immediate assistance.
6.Offer to provide a location-based helpline number if needed.
7.Ask if there's anything else the user needs help with.
Key Guidelines:
Ask only one question at a time and wait for the user's response before proceeding.
Tailor your responses based on the information provided by the user.
Provide concise, relevant information at each step.
Always be polite and professional in your interactions.
Use only the following pieces of retrieved context to answer the question if giving out
information.
If user asks any question which requires information like address, contact details or details of
organisation, give information only if it is present in the context
If user asks for any information like address, contact details or details of organisation that is
not in context, tell that you do not have this information and suggest ways he can obtain this
information.
Use only the facts/names provided in the context or by the user.
Don't let the user know you answered the question using the context.
\n\n
Here is the Context:
{context}

Figure 14: System Prompt guiding the flow of our chatbot. Core Functionality entails the task of the chatbot,
Conversation Flow describes the style for conversation with the user to be more helpful while Key Guidelines
contains instruction to adhere to the context provided to mitigate hallucination.
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Task Description: You will evaluate a conversation between a user and a Consumer
Grievance Chatbot. Your task is to assess how helpful the chatbot was in
assisting the user with their issue or query. Helpfulness refers to the
chatbot's ability to understand the user's problem and provide an actionable,
relevant, and clear resolution or guidance.

Evaluation Criteria:
The task is to judge the extent to which the metric is followed by the
conversation.
Following are the scores and the evaluation criteria according to which scores
must be assigned.
<score>1</score> - The chatbot’s response was irrelevant or not helpful at all in
resolving the issue.
<score>2</score> - The chatbot provided only partial assistance and left out
important details.
<score>3</score> - The chatbot gave some helpful information, but it was not
enough to resolve the issue entirely.
<score>4</score> - The chatbot mostly resolved the issue, but some minor
additional guidance was needed.
<score>5</score> - The chatbot fully resolved the issue or provided clear steps
for resolution.

Instructions: Please assign a score strictly based on the evaluation criteria.
Provide a detailed explanation justifying the score. The score must be
presented within <score></score> tags only.

Example of response format:
1. Detailed explanation of evaluation.
2. Final score: Score- <score>[1-5]</score>

{conversation}

Figure 15: Prompt used for the evaluation on Helpfulness metric.
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Task Description: You will evaluate the accuracy of the responses provided by a
legal chatbot in a conversation with a user. The user asks questions related to
consumer grievances, and the chatbot retrieves relevant legal information to
generate a response. Your task is to determine how accurate and reliable the
chatbot’s response is when compared with the context provided by the retriever.
Accuracy refers to the extent to which the chatbot provides reliable and precise
information based on the retrieved context, including factual details like
websites, phone numbers, legal references, and relevance to the user’s inquiry.

Evaluation Criteria:
The task is to judge the extent to which the metric is followed.
Following are the scores and the evaluation criteria according to which scores
must be assigned.
<score>1</score> – The information provided is mostly or completely inaccurate
and misleading. The response does not align with the retrieved context.
<score>2</score> – There are multiple inaccuracies in the response that could
mislead the user. The response poorly reflects the context.
<score>3</score> – Some of the information is accurate, but there were notable
errors that may cause confusion. The response only partially reflects the
context.
<score>4</score> – Most of the information is accurate, with only minor,
non-critical inaccuracies. The response largely reflects the context.
<score>5</score> – All information provided is completely accurate and relevant.
The response aligns perfectly with the retrieved context.

Instructions: Please assign a score strictly based on the evaluation criteria.
Provide a detailed explanation justifying the score. The score must be
presented within <score></score> tags only.

Example of response format:
1. Detailed explanation of the evaluation.
2. Final score: Score- <score>[1-5]</score>.

{conversation}
{context}

Figure 16: Prompt used for the evaluation of the Accuracy metric. We provide the conversation and context to the
LLM for the evaluation.
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Task Description: Evaluate a conversation between a user and a Consumer
Grievance Chatbot, focusing strictly on the brevity of the chatbot's responses.
Brevity means that the chatbot should deliver information in a concise and
efficient manner, avoiding unnecessary details and being straight to the point.
Give low score if the bot asks too many questions.

Evaluation Criteria:
<score>1</score> - The chatbot’s response was extremely verbose, providing
excessive information that overwhelmed the user or made the conversation hard to
follow.
<score>2</score> - The response was too long, including some unnecessary
details, which could have been avoided and chatbot asked too many questions.
<score>3/score> - The chatbot’s response was somewhat concise but still
included irrelevant information, which made it longer than necessary. The
chatbot asked many questions before giving the resolution.
<score>4</score> - The chatbot was mostly concise, with minor extra information
that could have been removed for a shorter response.
<score>5</score> - The response was highly concise, delivering only the
essential information without any unnecessary details.

Instructions: Please assign a score strictly based on the evaluation criteria.
Provide a detailed explanation justifying the score. The score must be
presented within <score></score> tags only.

Example of response format:
1. Detailed explanation of the evaluation.
2. Final score: Score- <score>[1-5]</score>.

{conversation}

Figure 17: Prompt used for the evaluation on Brevity metric.
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Figure 18: Very long, generic and incorrect response from ChatGPT. National Consumer Helpline (NCH) Number
14404 has been changed to 1915
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Figure 19: Empathic, correct and updated information by Grahak-Nyay

Figure 20: Wrong pecuniary jurisdiction by ChatGPT
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Figure 21: Correct pecuniary jurisdiction by Grahak-Nyay
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Abstract

AI-based judicial assistance and case prediction
have been extensively studied in criminal and
civil domains, but remain largely unexplored in
consumer law, especially in India. In this paper,
we present Nyay-Darpan, a novel two-in-one
framework that (i) summarizes consumer case
files and (ii) retrieves similar case judgements
to aid decision-making in consumer dispute res-
olution. Our methodology not only addresses
the gap in consumer law AI tools but also in-
troduces an innovative approach to evaluate
the quality of the summary. The term ’Nyay-
Darpan’ translates into ’Mirror of Justice’, sym-
bolizing the ability of our tool to reflect the core
of consumer disputes through precise summa-
rization and intelligent case retrieval. Our sys-
tem achieves over 75 percent accuracy in prece-
dent retrieval and approximately 70 percent suc-
cess rate across binary material summary eval-
uation metrics and high scores on Likert-scale
metrics (e.g., over 4.0 out of 5 for Overview
Accuracy for the best model), demonstrating
its practical effectiveness. We will publicly re-
lease the Nyay-Darpan framework and dataset
to promote reproducibility and facilitate further
research in this underexplored yet impactful
domain.

1 Introduction

The increasing complexity of consumer law and
the rapid expansion of legal case data have intro-
duced several challenges in consumer law forums.
Legal professionals face not only the manual ef-
fort required to analyze extensive case files but also
additional obstacles, including the ambiguity in sec-
tor classification, inconsistent document structures,
and the lack of domain-specific datasets that can
support consumer law summarization and retrieval
efficiently. Furthermore, the risk of hallucinations
in LLM outputs and the jurisdictional variability of
legal reasoning add to the difficulty of automating
reliable legal decision support.

To address these challenges, Artificial Intel-
ligence (AI) and Natural Language Processing
(NLP) techniques have gained significant atten-
tion for automating legal text analysis (Katz et al.,
2023). Prior works have employed machine learn-
ing models for legal case summarization, enhanc-
ing legal research efficiency and accessibility, with
both abstractive and extractive summarization ex-
plored in the Indian legal context (Shukla et al.,
2022).

The application of LLMs in the legal domain
has primarily focused on legal judgment predic-
tion (Shui et al., 2023), case summarization, re-
trieval of prior cases, and identification of legal
statutes (Joshi et al., 2024; Feng et al., 2024). Al-
though legal LLMs have been developed (Zhou
et al., 2024), none specifically target consumer law
in India. Predicting similar cases remains a crucial
task for legal practitioners and judges to cite ap-
propriate precedents, as highlighted by Cui et al.
(2023a) in the context of civil, criminal, and hu-
man rights domains. Decision assist tools can sub-
stantially alleviate cognitive burden by providing
succinct and contextually relevant summaries, en-
abling even non-experts to comprehend complex
legal outcomes more easily (Jiang et al., 2024).
Relevant advances in this field include U-creat for
unsupervised case retrieval (Joshi et al., 2023) and
graph-based retrieval techniques.

In September 2023, more than 545,000 cases
remained pending in consumer commissions1 of
India, emphasizing the need for decision-assist
tools that can accelerate legal processes. In this
work, we propose an AI-powered decision-assist
tool for consumer law forums and consumers that
integrates material summarization and precedent
retrieval, employing sector-based classification and
a combination of lexical and semantic similarity to
retrieve relevant precedents efficiently. The tool is
also potentially useful for law firms and lawyers

1https://www.pib.gov.in/
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practicing in consumer cases.
Our contributions are as follows:

1. Consumer Decision Assist Tool (Summa-
rizer), A part-wise, CoT-prompted summa-
rizer tailored for Indian consumer law, achiev-
ing over 70 % average accuracy and 97% se-
mantic similarity. Unlike prior generic sys-
tems, our tool is uniquely structured for con-
sumer cases (Section 4).

2. Consumer Decision Assist Tool (Similar
Case Predictor), A sector-guided similar case
precedent retrieval integrates CoT-based sec-
tor classification with semantic and lexical
similarity retrieval to achieve over 75% ac-
curacy, with its key innovation being the use
of domain-specific sector filtering to enhance
relevance in consumer law. (Section 4).

3. CCFMS Dataset, The first curated consumer
law dataset in India with 152 case files and
summaries authored by humans, specifically
addressing consumer dispute resolution (Sec-
tion 3).

4. Prompt-based Automatic Evaluation
Framework, A novel 8-metric, part-wise
evaluation framework using prompt-based au-
tomatic scoring, introducing domain-adapted
metrics that strongly align with human
judgments (Section 5).

2 Related Work

Legal summarization aims to condense complex
legal texts, such as court rulings, legislative docu-
ments, and contracts, into accessible formats with-
out losing critical legal meaning. Approaches typ-
ically include extractive, abstractive, and hybrid
methods (Shukla et al., 2022; Zhang et al., 2024;
Akter et al., 2025). Recent advances focus on
transformer-based models, which have significantly
improved summarization accuracy in complex do-
mains, yet domain-specific applications, particu-
larly in Indian consumer law, remain scarce. Sev-
eral Indian legal datasets like IL-TUR (Joshi et al.,
2024) support legal reasoning tasks but lack dedi-
cated consumer law coverage. Case retrieval and
precedent retrieval have been widely studied in
civil, criminal, and human rights domains (Wu
et al., 2023; Cui et al., 2023b), often leveraging le-
gal element extraction to enhance relevance match-
ing (Zongyue et al., 2023; Deng et al., 2024). Un-
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Figure 1: Distribution of consumer cases

supervised retrieval methods using event extraction
have also shown promise (Joshi et al., 2023), but
consumer case retrieval, especially in the Indian
context, is underexplored.
Recent studies emphasize the importance of prompt
engineering to maximize LLM performance in le-
gal tasks (Sahoo et al., 2024; Wei et al., 2022), with
techniques like Chain of Thought (CoT) prompt-
ing facilitating multi-step reasoning. Evaluation
of summarization quality has traditionally relied
on human judgment , although concerns over re-
producibility and scalability persist . Emerging
work positions LLMs as reliable, reference-free
evaluators (Liu et al., 2023; Chiang and Lee, 2023;
Zheng et al., 2023; Siledar et al., 2024), offering
scalable alternatives aligned with human assess-
ments. Despite these advances, there remains a
gap in building comprehensive summarization and
retrieval systems tailored to Indian consumer law.

3 Dataset

For our present task, we propose the CCFMS
dataset and use the Consumer case database (Gana-
tra et al., 2025).

3.1 CCFMS dataset
The Consumer Case Files and Material Summaries
(CCFMS) dataset comprises 152 carefully curated
consumer case files across 23 diverse sectors, in-
cluding banking, insurance and automobile, offer-
ing a comprehensive view of consumer-related dis-
putes, claims, complaints, and legal issues. Accom-
panying these case files are expert-created mate-
rial summaries that concisely capture the six key
elements (discussed in sec. 4) essential for under-
standing each case, along with the five most similar
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case files. An example of a material summary is
given in Appendix A.2.

3.2 Consumer Case Judgement Database
The consumer case database (Ganatra et al., 2025)
contains 570 scraped case files from various sec-
tors, including e-Commerce, telecommunications,
healthcare, automobile, banking, real estate and
travel. In our case, we have a gold-label sectoral
mapping for all the case files, which enabled full ac-
curacy. More details about the dataset can be found
in (Ganatra et al., 2025). These relevant cases are
intended to help consumer forums make decisions.
Extracts from annotated parts of a judgement with
a brief are present in Appendix A.3.

3.3 Sectional Relevant Case Laws
Commentary (Private)

This is a private document. It is a sectional relevant
case laws commentary of the consumer protection
legal landscape in India. It covers time period 1993
- 2024.

3.4 Landmark Judgements (Book)
This is a book published under Chair for Consumer
Law and Practice, National Law School of India
University. It is a commentary containing sector-
wise landmark judgements’ summaries. It covers
time period 2008 - 2020.

4 Methodology

Summarization is the act of distilling out a represen-
tative from the data (Zhang et al., 2024). Material
summary generation involves distilling out informa-
tion related to specific legal points. The extraction
of material summary has been performed using
LLMs in a two-step process (Figure 2), which in-
cludes extraction and summarisation of six salient
parts of the material summary from the case files
and finding the 5 most similar consumer cases to
this case file.
For the generation we used the following LLMs:
Llama 3.1 8B Instruct2, DeepSeek R1
Distill Llama-8B3, Ministral 8B Instruct4

and Qwen2.5 7B Instruct5.
2https://huggingface.co/meta-llama/Llama-3.

1-8B-Instruct
3https://huggingface.co/deepseek-ai/

DeepSeek-R1-Distill-Llama-8B
4https://huggingface.co/mistralai/

Ministral-8B-Instruct-2410
5https://huggingface.co/Qwen/Qwen2.

5-7B-Instruct

4.1 Summary Structure

The input to our system is a consumer case file
comprising the complaint document and the writ-
ten statement. These contain all relevant textual
information, including the parties involved, specific
claims, and evidence submitted by both sides. The
system prompt, combined with the case file, is fed
into the LLM, which generates a structured mate-
rial summary with the following key components:

• Overview: A brief factual summary covering
the disputed product or service, the grievance
(defects, service deficiencies, failures), dam-
ages or inconvenience faced, any grievance
mechanisms used (like prior complaints), the
opposite party’s response, and the core legal
issue.

• Sector: Classification of the complaint into a
predefined consumer protection sector using
standard codes (e.g., Banking and Financial
Services: 101) to ensure correct regulatory
mapping.

• Issues: A numbered list of key factual and le-
gal issues raised by the complainant and coun-
terarguments by the opposite party, focusing
on defectiveness, consumer rights violations,
and justification for compensation.

• Evidence: Separate lists of evidence from
both parties, where the complainant may pro-
vide receipts, contracts, or communication
records, and the opposite party may submit
warranties, service reports, or policy docu-
ments.

• Reliefs: A summary of the remedies sought,
including refunds, replacements, compensa-
tion, or reimbursement of legal costs.

4.2 Extraction of Salient Parts

The extraction of salient parts from consumer case
files is implemented using a system prompt specif-
ically designed for structured material summa-
rization with LLMs. This process leverages the
model’s capability to identify and extract critical
components from case documents through care-
fully engineered prompts. The architecture and
step-wise methodology are detailed in the follow-
ing subsections.
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Models Rouge-1 Rouge-2 Rouge-L Bleu-1 BertScore

Llama 3.1 8B (Single prompt) 49.07 23.41 26.36 28.13 96.16
Llama 3.1 8B + Partwise + SR 54.01 24.34 23.80 37.28 97.18
Llama 3.1 8B + Partwise + CoT 53.85 27.40 26.89 37.05 97.32
Ministral 8B + Partwise + CoT 48.43 24.36 24.38 28.40 96.73
Deepseek 8B + Partwise + CoT 45.01 16.30 18.45 29.89 96.14
Qwen 2.5 7B + Partwise + CoT 41.53 21.44 23.42 20.08 97.28

Table 1: Performance comparison of generated summaries from different LLMs using ROUGE, BLEU, and
BERTScore in reference-based evaluation. SR means Simple Restructured Prompt.

Model Name Over. Acc. Oversim. Over. Retr. Iss. Acc. Evid. Acc. Iss. Form. Sect. Rel. Rel. Acc.

Llama 3.1 8B (Single Prompt) 3.11 3.23 2.94 2.76 0.16 0.75 0.33 0.33
Llama 3.1 8B + Partwise + SR 4.35 4.05 3.25 3.00 0.50 0.80 0.55 0.73
Llama 3.1 8B + Partwise + CoT 4.25 4.19 3.14 3.50 0.67 0.67 0.60 0.75
DeepSeek 8B + Partwise + CoT 3.30 3.35 2.71 3.43 0.67 0.71 0.95 0.48
Ministral 8B + Partwise + CoT 4.15 3.95 3.05 3.25 0.50 0.70 0.70 0.10
Qwen 2.5 7B + Partwise + CoT 4.25 4.10 3.00 3.20 0.40 0.75 0.70 0.85

Table 2: Human evaluation of summaries generated by different models with Chain-of-Thought (CoT) prompting.
The first four columns are rated on a 5-point Likert scale: Overview Accuracy, Oversimplification, Overview
Retrieval, and Issues Accuracy. The last four columns are binary metrics: Evidence Accuracy, Issue Formatting,
Sector Relevance, and Relief Accuracy. SR means Simple Restructured Prompt.

4.2.1 System Prompt Construction
A comprehensive system prompt is designed to
extract six key components of a material sum-
mary: Overview, Sector, Issues, Evidence by Com-
plainant, Evidence by Opposing Party, and Reliefs
(see Figures 12 and 13). The prompt includes pre-
cise definitions and clear instructions to ensure that
the summaries adhere to a standardized structure.

To enhance performance, Nyay-Darpan employs
a structured, part-wise prompting strategy instead
of a single, monolithic prompt. The summary gen-
eration task is divided into six distinct sub-prompts,
each focusing on one of the summary components.
This targeted approach improves the semantic pre-
cision and coherence of the extracted parts and is
optimized by varying the token limits based on the
expected length of each section.

The effectiveness of this method is validated
through comparative results (Table 1), which show
significant improvements in ROUGE, BLEU, and
BERTScore metrics when compared to baseline
methods.

To further enhance performance, we experi-
mented with two prompting techniques: Simple
Restructuring and Chain of Thought (CoT) Prompt-
ing.

The Simple Restructuring technique involves
rewriting the original instructions to make them
more explicit, direct, and logically segmented, with
prompts divided into smaller, step-by-step tasks
that guide the model in extracting specific parts
of the summary. This clear, structured approach

eliminates redundancy and ambiguity, significantly
improving the accuracy and completeness of out-
puts, as illustrated in Figures 14, 15, and 16. In
contrast, the Chain of Thought (CoT) Prompting
method guides the model through a step-by-step
reasoning process, encouraging it to ’think aloud’
by considering and validating each intermediate
step before proceeding. This enhances the logical
coherence and reduces errors in the generated sum-
maries, with examples provided in Figures 17, 18,
and 19.

4.3 precedent retrieval

In order to strengthen the decision-support func-
tionality of Nyay-Darpan, a robust precedent re-
trieval module is incorporated. The process be-
gins with sector classification, performed using
a Chain of Thought (CoT) prompt (Figure 17).
Once the sector is identified, similar case retrieval
is executed by measuring semantic similarity be-
tween the current case’s overview and historical
case briefs within the same sector.

This is achieved by generating dense embed-
dings for the current case overview and past judg-
ments using the transformer model: all-MiniLM-
L6-v26. Cosine similarity is then computed to rank
the most relevant historical judgments. In addition
to semantic retrieval, BM25-based (Li et al., 2024)
lexical retrieval is also employed to capture surface-
level textual overlaps. Further, a hybrid retrieval ap-

6https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2/discussions
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Figure 2: Detailed Architecture of NyayDarpan

proach that combines both BM25 and embedding-
based similarity scores is implemented to ensure
comprehensive retrieval that balances both lexical
and semantic relevance.

This similarity-based retrieval framework en-
sures contextual relevance and provides legal prac-
titioners with quick access to precedent cases, sup-
porting more informed and consistent decision-
making.

Model Name Embed. bm-25 Hybrid
Llama 3.1 8B 0.55 0.56 0.44
Llama 3.1 8B + CoT 0.60 0.62 0.52
DeepSeek 8B + CoT 0.76 0.79 0.65
Ministral 8B + CoT 0.59 0.61 0.50
Qwen 2.5 7B + CoT 0.57 0.59 0.48

Table 3: Precision of different models with and without
Chain-of-Thought (CoT) prompting.

5 Evaluation and Results

We evaluate the generated summaries using
reference-based, reference-free, and human eval-
uation methods. Eight metrics, recommended by
legal experts, assess the quality and correctness.
Metrics are evaluated using either a 5-point Likert
scale or a binary scale.

The evaluation metrics are:

1. Overview Accuracy: Assesses how faith-
fully the summary captures key factual details
like dates, amounts, parties, and major facts.
Higher scores indicate greater accuracy.

2. Overview Oversimplification: Evaluates
whether essential elements such as prod-
uct/service, issues, damages, grievance mech-
anisms, and claims are retained. Lower scores
indicate omissions or excessive simplification.

3. Overview Retrieval: Measures the extent
to which the summary retrieves critical facts
from the original case. Higher scores reflect
comprehensive coverage.

4. Sector Relevance: Checks if the sector
name and code correctly match the human-
annotated material summary. Binary evalua-
tion (Yes/No).

5. Issues (Formatting): Verifies that issues are
presented in a structured, numbered format,
clearly distinguishing claims from both par-
ties. Binary evaluation (Yes/No).

6. Issues (Accuracy): Measures whether the
identified issues are factually correct and log-
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Model Name Over. Acc. Oversimp. Over. Retr. Iss. Acc. Evid. Acc. Iss. Form. Sec. Rel. Rel. Acc.

Llama 3.1 8B (Single Prompt) 2.65 2.29 2.02 2.06 0.14 0.61 0.28 0.33
Llama 3.1 8B + Partwise + SR 3.53 4.17 2.90 3.53 0.33 0.50 0.63 0.60
Llama 3.1 8B + Partwise + CoT 4.20 4.03 3.03 3.83 0.37 0.67 0.60 0.70
DeepSeek 8B + Partwise + CoT 3.23 3.03 2.37 3.67 0.33 0.57 0.90 0.27
Ministral 8B + Partwise + CoT 3.57 3.87 2.70 3.67 0.37 0.50 0.67 0.10
Qwen 2.5 7B + Partwise + CoT 4.07 3.63 2.60 3.63 0.13 0.33 0.77 0.63

Table 4: LLM-based evaluation of summaries generated by different models using gpt-4o-mini. The first four
columns are rated on a 5-point Likert scale: Overview Accuracy, Oversimplification, Overview Retrieval, and Issues
Accuracy. The last four columns are binary metrics: Evidence Accuracy, Issue Formatting, Sector Relevance, and
Relief Accuracy. SR means Simple Restructured Prompt.

ically derived from the case. Higher scores
indicate greater accuracy.

7. Evidence Accuracy: Ensures the evidence
aligns with the original case, without hallu-
cinations or omissions. Binary evaluation
(Yes/No).

8. Relief Accuracy: Verifies that the reliefs
stated match those in the original case. Bi-
nary evaluation (Yes/No).

5.1 Reference-based lexical and semantic
evaluation

We evaluated the performance of our summariza-
tion model using ROUGE, BLEU, and BERTScore
(Zhang et al. (2020)). ROUGE scores (ROUGE-1,
ROUGE-2, and ROUGE-L) were used to measure
n-gram overlap between generated and reference
summaries. (see Table 1 for scores and Appendix
A.1 for details of packages used)

Metric Spearman Correlation

Overview Accuracy 0.5105
Oversimplification 0.5181
Overview Retrieval 0.4804
Issues Accuracy 0.4282
Evidence Accuracy 0.7134
Issue Formatting 0.7886
Sector Relevance 0.8551
Relief Accuracy 0.6986

Table 5: Spearman’s rank correlation coefficient of
human evaluation with LLM-based evaluation using
gpt-4o-mini model as an evaluator of the generated
summaries.

5.2 Evaluation of summaries on 8-point
metrics

In human evaluation, we achieve an average score
of more than 4 (out of 5) on the overview accu-

racy, oversimplification, overview retrieval and is-
sue accuracy metrics, and a score of more than
0.60 out of 1 on the Evidence Accuracy, Issue For-
matting, Sector Relevance, and Relief Accuracy
metrics, demonstrating the general effectiveness
of using CoT with the Llama-3.1-8B-Instruct
model (Table 2). We use gpt-4o-mini model for
the LLM-based evaluation (Table 4). The correla-
tion result of LLM-based evaluation with human
evaluation is in Table 5. Appendix A.5 presents the
prompts used for LLM-based evaluation. The same
prompts are also meant as instructions for annota-
tors to facilitate the evaluation process (Appendix
A.4).

5.3 Evaluation of precedent retrieval
Out of the 5 judgments predicted, a team of legal
experts checks each of the judgments to ensure
which are relevant to a case file and which are not.
Table 3 gives accuracy in terms of precision.

6 Observations and Analysis

• Sector classification was key for similar
judgement prediction, with Deepseek-8B
achieving the best results and directly driving
precedent retrieval performance (see Tables 2,
3, 4).

• Banking and insurance were the most con-
fusing sectors, where all models, including
Deepseek-8B, often misclassified cases (see
Appendix Figure 20), suggesting a need for
better disambiguation.

• Llama 3.1 8B outperformed Deepseek-8B
on summarization tasks like overview and
relief accuracy (see Tables 2, 4), showing
its strength in fact-based extraction despite
weaker reasoning.

• The hybrid retrieval method was the best
overall, combining lexical and semantic simi-
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larity to outperform single-feature approaches
in precedent retrieval.

7 Conclusion and Future Work

In this paper, we presented our decision assist tool
as a summarizer cum similar case predictor for
assisting the Indian consumer law forums, quasi-
judicial bodies, as well as for customers by summa-
rizing case files and gathering similar case files for
speedy and perfect resolution of disputes. We eval-
uated our approach against other state-of-the-art
models, but found our simple prompting approach
to be at par or better. In terms of automatic eval-
uation, our model performs decently. For future
work, we plan to use more prompting techniques
to improve the performance of our algorithms. We
also plan to use other techniques for clustering so
as to improve the precedent retrieval of the tool.

Limitations

The process of generating a material summary,
while effective in structuring case details, faces
several limitations. First, the approach relies on the
quality and completeness of the input case docu-
ments. Missing or ambiguous information leads
to incomplete summaries. precedent retrieval de-
pends on available case data, and limited and lower-
quality case files hinder accuracy. Additionally,
variations in judicial reasoning and jurisdiction-
specific nuances can impact the relevance of pre-
dicted cases. Finally, while structured summaries
improve readability, they may oversimplify com-
plex legal arguments, potentially omitting critical
contextual details. Future improvements could in-
tegrate more robust techniques with higher-quality
data to enhance accuracy and adaptability.

Ethical Considerations

The CCFMS dataset was created by a team of legal
experts who carefully curated case files to ensure
accurate representation of consumer disputes. The
dataset development followed ethical guidelines to
maintain fairness, confidentiality, and neutrality in
summarizing legal proceedings.

To generate material summaries, we employed
a system prompt designed to extract structured in-
formation from case files. While this approach
enhances consistency and objectivity, potential eth-
ical risks exist. These include the risk of misinter-
pretation due to inherent biases in legal language
processing in the domain of consumer law and the

possibility of oversimplifying complex legal argu-
ments. Additionally, system-generated summaries
must be evaluated critically to ensure they do not
inadvertently favour any party in a dispute.

We encourage the research and legal commu-
nities to use this framework responsibly. Further
refinements, including expert-in-the-loop evalua-
tions and expansion of the dataset with more quality
examples, can help mitigate biases and improve re-
liability in legal case summarization in the domain
of consumer law.
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A Appendix

A.1 Inference Hyperparameters and
Evaluation Libraries

We used the following hyperparameters during in-
ference. The max_new_tokens parameter was var-
ied depending on the expected length of the output:
sector name and number were typically concise
(approximately 16 tokens), reliefs asked required
more descriptive detail (around 256 tokens), and
case overviews and issues demanded longer out-
puts (up to 512 tokens) to retain key facts and con-
text. Other decoding hyperparameters were set as
follows: temperature = 0.7, top_p = 0.95, and
top_k = 50. All inference was conducted using the
vLLM engine7.

We used the following evaluation libraries and
models to assess the quality of generated out-
puts. ROUGE scores were computed using
Google’s rouge_score library8. BLEU scores
were calculated with the sentence_bleu func-
tion from the nltk.translate.bleu_score mod-
ule9. For semantic similarity evaluation, we used
BERTScore via the bert-score library with the
bert-base-uncased model10. These metrics col-
lectively provided surface-level and semantic-level
assessments of the generated text. For precedent
retrieval, the hybrid method gives 50% weightage
to lexical (bm25) features and 50% to semantic
(embedding) features.

A.2 Summary Example

MATERIAL SUMMARY EXAMPLE
Overview:
The complainant purchased an iPhone from
an authorised seller of Apple, which
turned out to be defective from the very
first day. Even after visiting the
authorised service centre of Apple, the
phone was not repaired. A replacement of
the phone was provided, which also
started to face software and hardware
issues, and the same could not be fixed
by the service centre, so the phone was
subsequently returned to the customer.
The Opposite Party contended that, as no

7https://docs.vllm.ai
8https://github.com/google-research/

google-research/tree/master/rouge
9https://www.nltk.org/_modules/nltk/translate/

bleu_score.html
10https://pypi.org/project/bert-score

exact defect could be identified by the
authorised service centre, the product
could not fall under warranty. However,
the OP replaced the product. But even
after satisfactory replacement,
frivolous complaints were made as
contended by Apple. Aggrieved by the
response from Apple, the complainant has
filed the complaint seeking to get the
price of the defective phone along with
compensation.
Sector & Code: Consumer Electronics, 110

Issues:
- Whether the complainant is a ‘consumer’
of Apple?
- Whether the sale of a defective product
along with failure to repair such defect
amounts to deficiency in service?
- Whether the defective product was well
within the terms and conditions of
warranty?
- Whether the complaint was frivolous
and the opposite party is entitled to
any relief against it?

Evidence – Complainant:
CE1: ID proof
CE2: Purchase bill
CE3: Delivery report
CE4: Letter from the opponent
CE5: Bill of the new phone

Evidence – Opposite Party:
OPE1: Copy of Apple’s one-year limited
warranty
OPE2: Evidence by way of affidavit on
behalf of OP no. 1 filed on 10th March
2019, written argument on 10/11/2020

Reliefs Sought:
- Refund of Rs. 18,740/- with interest at
the rate of 18% per annum from the day of
loss till the realization of payment or
replace it with a new piece of iPhone.
- Compensation of Rs. 30,000/- to the
complainant for the mental harassment
and Rs. 20,000/- as cost of the present
legal proceeding.

A.3 Annotated Judgement

Judgement Name:- Leno Lhouvisier Zinyü vs. The
Chairman, Max Life Insurance Company Ltd. and
Ors.,
Citation:- CC/1/2015 2023 SCDRC Nagaland
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Sector Name:- Insurance
Sector Code:- 102
Brief:- In this case, where neither the insurer nor
the insured come to the commission with clean
hands (which is also the case in the present one),
the commission held that it will be in the interest
of justice to restore the parties back to the position
they were before the contract.

A.4 Annotator background and instructions
Human evaluation was conducted by legal experts
on 150 summaries generated by each model. Eval-
uators were provided with detailed written guide-
lines outlining the evaluation criteria and the struc-
ture of the summaries. Given the time-intensive
nature of expert evaluation, we conducted a single
round of annotation. As a result, inter-annotator
agreement metrics were not computed. We ac-
knowledge this as a limitation and plan to include
multi-rater evaluations with agreement analysis in
future work.

The human experts involved in both dataset anno-
tation and evaluation were legal practitioners, aca-
demicians, and law graduates/postgraduates with
relevant expertise in consumer protection law. The
process was overseen by a senior professor from
a top Indian law school. To maintain quality and
avoid bias, the annotation, evaluation, and instruc-
tion design teams were kept independent. Detailed
written guidelines were provided at every stage,
including definitions for the six summary compo-
nents and eight evaluation metrics, with clear in-
structions on structure, prioritization, and judgment
criteria.

A.5 Prompts
The detailed system prompts for generation, as well
as the evaluation prompts, are attached in the fol-
lowing pages of the appendices of this paper.
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Overview:

The complainant purchased an iPhone from an authorised seller of Apple which
turned out to be defective from the very first day. Even after visiting the
authorized service center of Apple, the phone was not repaired. A replacement of
the phone was provided which also started to face software and hardware issues
and the same could not be fixed by the service center and the phone was
subsequently returned to the customer.

The Opposite Party contended that as no exact defect could be identified by the
authorized service center, the product could not fall under warranty. However,
the OP replaced the product. But even after satisfactory replacement, frivolous
complaints were made as contended by Apple.

Aggrieved by the response from Apple, the complainant has filed the complaint
seeking to get the price of the defective phone along with compensation.

SECTOR AND SECTOR CODE:
Consumer Electronics, 110

ISSUES:
1. Whether the complainant is a ‘consumer’ of Apple?
2. Whether the sale of a defective product along with failure to repair such
defect amounts to deficiency in service?
3. Whether the defective product was well within the terms and conditions of
warranty?
4. Whether the complaint was frivolous and the opposite party is entitled to
any relief against it?

EVIDENCE PRESENTED BY THE COMPLAINANT:
CE1: ID proof of applicant
CE2: Bill of disputed mobile
CE3: Delivery report
CE4: Copy of letter issued by the opponent
CE5: Copy of bill of new mobile

EVIDENCE PRESENTED BY THE OPPOSITE PARTY:
OPE1: Copy of Apple’s one-year limited warranty
OPE2: Evidence by way of affidavit on behalf of OP no. 1 filed on 10th March
2019 written argument on 10/11/2020

RELIEF:
1. Refund of Rs. 18,740/- with interest at the rate of 18% per annum from the
day of loss till the realization of payment or replace it with a new piece.
2. Compensation of Rs. 30,000/- to the complainant for the mental harassment
and Rs. 20,000/- as cost of the present legal proceeding.

Figure 3: Consumer Case Example: iPhone Defect Dispute
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Task Description:
Evaluate the accuracy of the issues presented in the generated summary by
comparing it is with the ground truth of the legal case summary. Ensure that the
issues align with the scope and factual details provided in the ground truth.
The issues must be logically derived from the factual matrix and the claims made
in the case. Inaccuracies, omissions, or misalignments should result in a lower
score based on the evaluation criteria.

Ground truth summary:
{original}

Generated Summary:
{generated}

Evaluation Criteria:
Rate the accuracy of the issues on a scale from 1 to 5:

<score>5</score>: The issues are perfectly accurate, comprehensive, and
logically derived from the facts and claims.
<score>4</score>: The issues are mostly accurate, with minor inconsistencies
or omissions.
<score>3</score>: The issues are somewhat accurate but include some significant
inconsistencies or omissions.
<score>2</score>: The issues are largely inaccurate or fail to align with the
factual details.
<score>1</score>: The issues are completely inaccurate, irrelevant, or not
derived from the factual matrix.
Instructions:

Instructions:
1. Assign a score strictly based on the evaluation criteria.
2. Include the score within `<score></score>` tags at the end of your response.

Response Format:
Final score: Present the score in this format: `<score>[1-5]</score>`.

Figure 4: Prompt for LLM-based evaluation of Issues Accuracy metric
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Task Description:
You are tasked with evaluating the accuracy of the generated summary by
comparing it with the ground truth of legal case summary. Your primary goal is
to assess how well the generated summary reflects the factual content, including
critical details such as dates, amounts, events, facts, and parties involved.
Accuracy is paramount, and any incorrect or misleading information should lead
to a lower score based on the provided criteria.

Ground truth summary:
{original}

Generated Summary:
{generated}

Evaluation Criteria:
Score from 1 to 5 based on accuracy:
<score>5</score>: Perfectly accurate; no factual inaccuracies or misleading
details.
<score>4</score>: Mostly accurate; contains minor factual errors or slightly
misleading details.
<score>3</score>: Moderately accurate; some factual inaccuracies, but key
information remains intact.
<score>2</score>: Significantly inaccurate; contains major errors or misleading
details but retains some correct facts.
<score>1</score>: Highly inaccurate; major errors or misleading details severely
distort the facts of the case.

Instructions:
1. Assign a score strictly based on the evaluation criteria.
2. Include the score within `<score></score>` tags at the end of your response.

Response Format:
Final score: Present the score in this format: `<score>[1-5]</score>`.

Figure 5: Prompt for LLM-based evaluation of Overview Accuracy metric

85



Task Description:
You are tasked with evaluating the level of oversimplification of the generated
summary by comparing it with the ground truth of legal case summary.
Specifically, assess whether the generated summary includes and adequately
describes the following critical components:
The service or product in question.
The problem with the product or service.
The damage caused by the problem.
The grievance mechanisms that have been used.
The claims made by the opposite party.
The parties involved in the issue.

If the summary omits any of these components or oversimplifies them, assign a
lower score based on the criteria below.

Ground truth summary:
{original}

Generated Summary:
{generated}

Evaluation Criteria:
Score the level of oversimplification from 1 to 5:
<score>5</score>: All key elements are present and clearly described without
oversimplification.
<score>4</score>: Most key elements are included, with minor omissions or slight
oversimplifications.
<score>3</score>: Some key elements are omitted or overly simplified, but the
main aspects are still represented.
<score>2</score>: Many important elements are omitted or significantly
oversimplified, leading to a vague summary.
<score>1</score>: Critical elements are missing or severely oversimplified,
distorting the essence of the case.

Instructions:
1. Assign a score strictly based on the evaluation criteria.
2. Include the score within `<score></score>` tags at the end of your response.

Response Format:
Final score: Present the score in this format: `<score>[1-5]</score>`.

Figure 6: Prompt for LLM-based evaluation of Overview Oversimplication metric
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Task Description:
You are tasked with evaluating how well the genrated summary retrieves relevant
facts incomparison with ground truth summary. Assess whether the generated
summary includes all critical facts and details present in the ground truth.
Any missing or inaccurately represented facts should result in a lower score
based on the criteria provided.

Ground truth summary:
{original}

Generated Summary:
{generated}

Evaluation Criteria:
Rate the summary's ability to retrieve relevant facts on a scale from 1 to 5:

<score>5</score>: The summary retrieves all critical facts with no omissions
or inaccuracies.
<score>4</score>: The summary is accurate but misses a few minor details.
<score>3</score>: Several important facts are missing, though the summary
retains some critical details.
<score>2</score>: Many significant facts are missing or inaccurately represented,
reducing clarity.
<score>1</score>: The summary fails to retrieve critical facts or entire
sections of the original case file.

Instructions:
1. Assign a score strictly based on the evaluation criteria.
2. Include the score within `<score></score>` tags at the end of your response.

Response Format:
Final score: Present the score in this format: `<score>[1-5]</score>`.

Figure 7: Prompt for LLM-based evaluation of Overview Retrieval metric
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Task Description:
Review the sector relevance in the generated summary by comparing it with the
ground truth of legal case summary. Compare the sector name in the generated
summary with the sector name in the ground truth. If sector name matches and
is relevant, mark the evaluation as "Yes." If either is incorrect or missing,
mark it as "No."

Ground truth summary:
{original}

Generated Summary:
{generated}

Instructions:
Assign 'Yes' or 'No' strictly based on the evaluation criteria. Provide a
detailed explanation justifying the score. Include the final score using
<score></score> tags.

Response Format Example:
Provide a detailed explanation of the evaluation.
Final score: Score - <score>Yes</score> or <score>No</score>.

Figure 8: Prompt for LLM-based evaluation of Sector Relevance metric
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Task Description:
Review the evidence section in the generated summary by comparing it with the
ground truth of legal case summary. Verify whether the list of evidence matches
the evidence provided in the ground truth summary. Ensure there is no
hallucinated evidence and that all mentioned evidence corresponds accurately to
the ground truth.

Ground truth summary:
{original}

Generated Summary:
{generated}

Evaluation Criteria:
Yes: The evidence in the generated summary matches the ground truth summary,
with no hallucinated or missing evidence.
No: There are discrepancies, such as hallucinated evidence or missing
references from the ground truth summary.

Instructions:
Assign 'Yes' or 'No' strictly based on the evaluation criteria. Provide a
detailed explanation justifying the score. Include the final score using
<score></score> tags.

Response Format Example:
Provide a detailed explanation of the evaluation.
Final score: Score - <score>Yes</score> or <score>No</score>.

Figure 9: Prompt for LLM-based evaluation of Evidence Accuracy metric
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Task Description:
Evaluate whether the issues in the generated summary are captured in the correct
format. Specifically, check if:
1. The issues are presented as a numbered list.
2. Each issue addresses a distinct question of fact.
3. The factual claims by the complainant and those contested by the opposing
party are clearly stated.

Ground truth summary:
{original}

Generated Summary:
{generated}

Evaluation Criteria: Does the formatting meet the criteria?): [Yes/No]

Instructions:
Assign 'Yes' or 'No' strictly based on the evaluation criteria. Provide a
detailed explanation justifying the score. Include the final score using
<score></score> tags.

Response Format Example:
Provide a detailed explanation of the evaluation.
Final score: Score - <score>Yes</score> or <score>No</score>.

Figure 10: Prompt for LLM-based evaluation of Issue Formatting metric
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Task Description:
Review the relief section in the generated summary. Check if the relief
presented in the generated summary match those mentioned in the ground truth
summary.

Ground truth summary:
{original}

Generated Summary:
{generated}

Evaluation Criteria:
Yes: The relief section in the generated summary matches the ground truth
summary, with no hallucinates or missing relieves.
No: There are discrepancies, such as hallucinated relieves or missing relieves
from the ground truth summary.

Instructions:
Assign 'Yes' or 'No' strictly based on the evaluation criteria. Provide a
detailed explanation justifying the score. Include the final score using
<score></score> tags.

Response Format Example:
Provide a detailed explanation of the evaluation.
Final score: Score - <score>Yes</score> or <score>No</score>.

Figure 11: Prompt for LLM-based evaluation of Relief Accuracy metric
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Extract the following 6 components of the material summary and no other headings.
Every material summary should contain only these 6 components and
no other headings.

1. Overview: In this section, include a description of the facts of the
given consumer case.
The factual summary you prepare should include the following:
what was the service or product in question which forms the subject of the
consumer grievance?;
what was the problem with the product or service?;
What damage was caused by the problem?;
what is/are the grievance mechanism(s) that have been availed by the consumer
thus far, if any, and
what is the claim of the opposite party? Clearly specify the parties
in the dispute, especially if there are multiple parties.
A longer list of opposite parties (over 4) may be condensed into a short
summary of opposite parties. You can end this by mentioning the core of the
legal issue being disputed in one sentence. This section should be at least
7-10 lines long.

2. Sector: What sector of consumer grievance/protection does this case fall
under from the list below? The list of sectors is as follows: Extract the sector
along with the number next to it. The sectors can only be one of the following
with their respective sector codes:-
Banking and Financial Services 101 Insurance 102
Retail - Clothing 103 Retail - Electronics 104
Retail - Home & Furniture 105
Retail - Groceries and FMCG 106 Retail - Beauty & Personal Care 107
E-commerce 108 Telecommunications 109
Medical Services (including Negligence) 112
Transport - Airlines 113 Transport - Railways 114 Real Estate 115
Utilities (Electricity, Water) 116 Automobiles 117 Food Services 118
Education 120
Entertainment and Media 121 Legal Services 122 Home Services 123
Sports and Recreation 124 Technology Services 125
Legal Metrology 126 Petroleum 127 Postal and Courier 128 Others 999

3. Issues: This section of the material summary should primarily be the issues
brought before the court.
Include a numbered list of the issues in the case, i.e., what factual claims
have been put forth by the complainant and which are contested by the
opposing party.
Each issue should represent a distinct question.

Figure 12: Prompt for material summary generation - part 1
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4. Evidence presented by the complainant: A list of the evidentiary material
[e.g., purchase receipts, contracts, tickets, bills, photos, videos],
if mentioned in the copy of the complaint that has been filed before the court
by the complainant, with a brief description of each item. The list should be
numbered preceded in the following style:
"CE1. [mention a brief description of the first item of complainant evidence]
CE2. [mention a brief description of
the second item of complainant party evidence]
CE3. [mention a brief description of the third item of complainant
evidence, and so on]."

If the complaint doesn't explicitly mention evidence, consider phrases
like "evidence attached as annexure" to indicate supporting documentation.
If the evidence list is not provided in the complaint
copy, write "Nil" in the Material Summary in this section.

5. Evidence presented by the opposite party: A list of the evidentiary material
[e.g., purchase receipts, contracts, tickets, bills, photos, videos],
if mentioned in the copy of the written statement,
that has been filed before the court by the opposite party, with a brief
description of each item. The list should be numbered preceded
in the following style:
"OPE1. [mention a brief description of the first item of opposite party
evidence]
OPE2. [mention a brief description of the second item of opposite party
evidence]
OPE3. [mention a brief description of the third item of opposite
party evidence, and so on]."

If the complaint doesn't explicitly mention evidence, consider phrases
like "evidence attached as annexure" to indicate supporting documentation.
If the evidence list is not provided in the written statement copy,
write "Nil" in the Material Summary in this section.

6. Reliefs: In this section, include a numbered list of reliefs requested by
the complainant in the prayer of the complaint copy. It should be a numbered
list of reliefs claimed, with the figures if mentioned.

Figure 13: Prompt for material summary generation - part 2
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Prompts for extraction of each individual part is given below

1. Overview:- Extract a detailed overview of the consumer case from the
provided case file.Your output should follow this format:
Overview: [Write the overview here in a single paragraph]
The overview must include the following information:
What is the product or service that is the subject of the consumer grievance?
What specific issue or defect did the consumer face with the product or service?
What was the impact or damage caused to the consumer?
What steps or grievance mechanisms (if any) has the consumer already used?
What is the claim or response made by the opposite party or parties?
Clearly identify the parties involved in the dispute. If there are more than
four opposite parties, provide a short summary or grouping instead of listing
all names.
Conclude with a single sentence summarizing the core legal issue in dispute.
The answer should be in a single paragraph and should be at least 7–10 lines
long to ensure completeness and clarity.

2. Sector: From the given case file, identify the sector name and sector code
that best represents the subject of the consumer grievance. Your classification
should be based on two main factors: The product or service involved in the
dispute The identity or nature of the opposite party (e.g., a bank, hospital,
airline,e-commerce platform, etc.) Use this combined information to determine
the most appropriate sector. Your output should strictly follow this format:
Sector:- [Sector Name], [Sector Code]
Do not include any explanation or reasoning.
Select only one sector name and code from the list below:
Banking and Financial Services 101 Insurance 102
Retail - Clothing 103 Retail - Electronics 104 Retail - Home & Furniture
105 Retail - Groceries and FMCG 106 Retail - Beauty & Personal Care
107 E-commerce 108 Telecommunications 109 Consumer Electronics
110 Healthcare and Pharmaceuticals 111 Medical Services (including Negligence)
112 Transport - Airlines 113 Transport - Railways 114 Real Estate
115 Utilities (Electricity, Water) 116 Automobiles
117 Food Services 118 Travel and Tourism 119 Education 120
Entertainment and Media
121 Legal Services 122 Home Services 123 Sports and Recreation
124 Technology Services 125 Legal Metrology 126 Petroleum
127 Postal and Courier 128 Others 999

Figure 14: Prompts for simple restructuring - part 1
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Prompts for extraction of each individual part is given below

3. Issues: Extract the key issues presented in the case file.
These should reflect the disputed questions or factual claims that have been
brought before the court.
Each issue must be a specific point of contention between the complainant and
the opposing party—claims made by
the complainant and denied or challenged by the opposite party.
The output should follow this format:
Issues:-
[First issue] [Second issue] ...
Ensure each issue is clearly worded and focused on one distinct question
or claim. Only include issues that are actively disputed or form part of the
legal conflict. Do not include any explanatory or background information.

Figure 15: Prompts for simple restructuring - part 2
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Prompts for extraction of each individual part is given below
4. Evidence by the complainant:-
Extract the evidence presented by the complainant from the case file.
These are the items of evidentiary material (such as receipts, contracts,
tickets, bills, photos, videos, etc.) that are mentioned in the complaint copy
filed before the court.
Present the output strictly in the following format:
Evidence presented by the complainant:-
CE1. [Brief description of the first evidence item]
CE2. [Brief description of the second evidence item]
CE3. [Brief description of the third evidence item]
(...continue as needed)
Use the prefix “CE” followed by the number for each item.
Only include evidence explicitly mentioned in the complaint copy.
Do not include anything outside this format—no explanations, headers, or
summaries

5.Evidences by the opposite party:-
Extract the evidences presented by the opposite party from the case file.
These are the items of evidentiary material (such as receipts, contracts,
tickets, bills, photos, videos, etc.) that are mentioned in the written
statement filed by the opposite party before the court.
Present the output strictly in the following format:
Evidences presented by the opposite party:-
OPE1. [Brief description of the first evidence item]
OPE2. [Brief description of the second evidence item]
OPE3. [Brief description of the third evidence item]
(...continue as needed)
Use the prefix “OPE” followed by the number for each item.Only include
evidence explicitly mentioned in the case file or written statement.
Do not include anything outside this format. No commentary, no headers, no
summaries—just the list as shown.

6. Extract the reliefs requested by the complainant from the case file.
These are the reliefs mentioned in the prayer section of the complaint copy.
Present the output in the following format:
Reliefs:-
[First relief requested, include figures if mentioned]
[Second relief requested]
[Third relief requested]
(...and so on)
Do not include anything else—only the numbered list as shown.
No explanations or extra text.

Figure 16: Prompts for simple restructuring - part 3
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Prompts for extraction of each individual part is given below
1. Carefully read the provided consumer case file and think step-by-step to
extract a comprehensive overview. Start by identifying:
The product or service that is central to the grievance.
Next, describe the specific defect or issue the consumer experienced with it.
Then, consider what impact, harm, or inconvenience it caused the consumer.
Examine whether the consumer has tried any grievance mechanisms or escalation
steps (e.g., complaints, repairs, refund requests).
Analyze the response or counterclaims made by the opposite party or parties.
Clearly identify the parties involved in the case. If there are more than four
opposite parties, group or summarize them to maintain clarity.
Finally, reflect on the above details and summarize the core legal issue in
dispute in one sentence.
Now, write a single detailed overview paragraph (7–10 lines minimum)
incorporating all of the above points.
Format your response as:
Overview: [Write the full overview paragraph here]

2. Sector: Carefully examine the provided case file and think step-by-step
to identify the correct sector classification.
First, determine the product or service that is central to the grievance.
Then, analyze the identity or nature of the opposite party — what type of
organization or business are they? (e.g., a bank, hospital, e-commerce site).
Use both the product/service and the opposite party’s nature to assess which
sector best fits.
Refer to the list of sectors and select the single most appropriate match based
on the combined information.
Do not explain your choice — only output the final classification in the
required format.
Your response must strictly follow this format (no extra text or explanation):
Sector:- [Sector Name], [Sector Code]
Use only one of the following predefined sectors:
Banking and Financial Services 101
Insurance 102 Retail - Clothing 103
Retail - Electronics 104 Retail - Home & Furniture 105
Retail - Groceries and FMCG 106 Retail - Beauty & Personal Care 107
E-commerce 108 Telecommunications 109 Consumer Electronics 110
Healthcare and Pharmaceuticals 111
Medical Services (including Negligence) 112 Transport - Airlines 113
Transport - Railways 114 Real Estate 115
Utilities (Electricity, Water) 116 Automobiles 117 Food Services 118
Travel and Tourism 119 Education 120 Entertainment and Media 121
Legal Services 122 Home Services 123 Sports and Recreation 124
Technology Services 125 Legal Metrology 126
Petroleum 127 Postal and Courier 128 Others 999

Figure 17: COT Prompts for summarization - part 1
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Prompts for extraction of each individual part is given below

3. Issues:- Carefully read the case file and follow these reasoning steps to
extract the key legal issues in dispute:
Identify the claims made by the complainant—what specific allegations,
factual assertions, or complaints have they raised?
Next, analyze the responses or counterclaims made by the opposite party—what
parts of the complainant’s case do they deny, reject, or challenge?
For each area of disagreement, formulate a precise, specific issue that reflects
a point of contention between the parties.
Make sure each issue captures only one distinct claim or factual dispute.
Exclude any background details, narrative summaries, or uncontested facts.
Present your final answer in this strict format:
Issues:-
1) [First issue]
2) [Second issue]
...(and so on)
Only include actively disputed issues that form part of the legal conflict.

4. Evidence by the complainant: Carefully examine the complaint copy filed
by the complainant and follow these steps to extract the evidentiary items:
Scan through the text to identify any explicit references to physical or
digital materials submitted as part of the complaint.
Look for items such as receipts, invoices, tickets, contracts, bills, emails,
letters, photographs, videos, or any other documents cited by the complainant.
Ensure that each item is mentioned in the complaint itself and is part of the
official submission before the court.
For each evidence item, write a brief but clear description, focusing only on
its type and relevance.
Do not include items implied but not mentioned, or any interpretation,
background, or legal commentary.
Output your answer strictly in this format:
Evidence presented by the complainant:-
CE1. [Brief description of the first evidence item]
CE2. [Brief description of the second evidence item]
CE3. [Brief description of the third evidence item]
(...continue as needed)
Do not include anything outside this format.

Figure 18: COT Prompts for summarization - part 2
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Prompts for extraction of each individual part is given below

5. Evidence by the opposite party: Carefully read the written statement or reply
filed by the opposite party in the case file and follow these
steps to extract the evidence they have presented:
Identify all explicitly mentioned documents or materials submitted by the
opposite party as part of their defense or response.
Look for references to bills, receipts, contracts, photographs, videos,
official records, letters, emails, or any other material intended to support
their version of events. Verify that each item is specifically mentioned in the
written statement or attached as supporting material by the opposite party.
For each valid evidence item, write a concise and factual description,
limited to what is stated in the file.
Do not include any inferred evidence, commentary, or background explanation.
Output your answer strictly in the following format:
Evidence presented by the opposite party:-
OPE1. [Brief description of the first evidence item]
OPE2. [Brief description of the second evidence item]
OPE3. [Brief description of the third evidence item]
(...continue as needed)
Do not include anything beyond the list. No summaries, no headings, no
reasoning—just the formatted output.

6. Relief:- Follow these reasoning steps to extract the reliefs requested:
1. Locate the prayer or relief section of the complaint, usually found at the
end of the complaint copy.
2. Identify each specific request made by the complainant to the court — this
could include refunds, compensation, damages, interest, litigation costs,
or any declaratory or injunctive relief.
3. Ensure that each relief is explicitly mentioned in the prayer and not
inferred from the narrative.
4. If a monetary amount is stated, include the figure as written.
5. List each relief as a separate bullet point, without interpretation, summary,
or rephrasing.
Present your final answer strictly in this format:
Reliefs:-
[First relief requested, include figures if mentioned]
[Second relief requested] [Third relief requested](...and so on)
Do not include any additional explanation, headings, or commentary—only the
relief list.

Figure 19: COT Prompts for summarization - part 3
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The complainant, Gurraya S/o Basayya, is a retired employee of Opposite Party
No. 2, Assistant Provident Fund Commissioner. Opposite Party No. 1 (OP 1) and
Opposite Party No. 3 (OP 3) are the Provident Fund authorities. The Complainant
was a member of the Family Pension Scheme 1971 during employment, which was
replaced by the Employees' Pension Scheme 1995 of which he became a continued
member. Upon his retirement in 2000, his monthly pension was settled at Rs. 350
by OP 1.In 2016, the complainant came to know that his pension amount was
calculated erroneously and was lesser than his entitlement.
His representation to OP 1 for revision was denied.

The OPs, especially OP 1, have denied any deficiency in calculating the
complainant's pension as per the applicable provisions of the Employees'
Pension Scheme 1995. OP 1 claims the complainant is not eligible for additional
2-year weightage benefit as he did not complete the required 20 years of service
or has not attained 58 years under the 1995 scheme itself. They also contend
that the complainant is not a consumer and the complaint is grossly time-barred.
The complainant has thus filed this complaint alleging deficiency in service
by the OPs.write latex for adding this as overview of a confusing example
for sector prediction

Figure 20: Overview of the most confusing example for the sector
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Abstract

This paper details our system for the JUST-
NLP 2025 Shared Task on English-to-Hindi Le-
gal Machine Translation. We propose a novel
two-stage, data-centric approach. First, we
annotate the training data by translation dif-
ficulty and create easy and hard subsets. We
perform SFT on the easier subset to establish
a robust "cold start". Then, we apply RLVR
exclusively on the harder subset, using machine
translation metrics as reward signals. This strat-
egy allowed our system to significantly out-
perform strong baselines, demonstrating the
capability of our systems for machine transla-
tion tasks. Source code and model weights are
available at https://github.com/ppaolong/
FourCorners-JustNLP-MT-Shared-Task

1 Introduction

The Indian legal system presents a compelling ma-
chine translation challenge, requiring the transla-
tion of complex, jargon-heavy English into accessi-
ble Hindi to ensure judicial transparency and access
to justice. The standard approach, Supervised Fine-
Tuning (SFT), is suboptimal for this task as it tends
to overfit by memorizing reference translations and
inefficiently treats all training examples equally.

To overcome these challenges, we propose a hy-
brid SFT-RLVR pipeline guided by a data curricu-
lum. We first employ an external LLM to annotate
the training data by translation difficulty. A ro-
bust baseline model is then established via SFT on
the "easy-to-medium" subset. Finally, we apply
Reinforcement Learning with Verifiable Rewards
(RLVR) exclusively on the "hard" subset, using
the competition’s MT evaluation metrics (BLEU,
ROUGE, ChrF++) as direct, low-cost reward sig-
nals.

Our contributions are threefold:
1. We present a top-performing system for the

JUST-NLP 2025 L-MT shared task.
†These authors contributed equally as co-first authors.

2. We introduce a practical and effective data cur-
riculum strategy that uses an LLM to segment
data by difficulty for a hybrid SFT-RLVR
training pipeline.

3. We provide empirical evidence that this ap-
proach leads to superior performance com-
pared to standard SFT baselines in the special-
ized legal domain.

2 Related Work

2.1 Reinforcement Learning with Verifiable
Rewards

While Supervised Fine-Tuning (SFT) is a standard
baseline, reinforcement learning (RL) offers a com-
pelling alternative to move beyond the limitations
of token-level mimicry and improve model gen-
eralization. The traditional RLHF pipeline, often
using Proximal Policy Optimization (PPO) (Schul-
man et al., 2017), is bottlenecked by its reliance on
a separately trained value model. This has moti-
vated the development of simpler, value-model-free
alternatives like Group Relative Policy Optimiza-
tion (GRPO) (Shao et al., 2024), which computes
advantages by comparing rewards across multiple
samples. Subsequent refinements like Dr. GRPO
(Liu et al., 2025), GSPO (Zheng et al., 2025), and
DAPO (Yu et al., 2025) have further improved the
stability and efficiency of this paradigm.

2.2 Reference-Based Metrics as Rewards for
Text Generation

These RLVR frameworks make it practical to use
automated reference-based metrics directly as re-
ward signals. A significant advance was demon-
strated by Chang et al. (2025), who showed that us-
ing BLEU (Papineni et al., 2002) as a direct reward
for GRPO can match the performance of complex,
human-trained reward models for general instruc-
tion following. This "metric-as-reward" principle
has been effective in specialized domains like legal
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Figure 1: Overview of our proposed system.

question answering (Akarajaradwong et al., 2025).
Concurrent to our work, Wang et al. (2025) also
employ a two-stage SFT-RL pipeline for literature
translation. However, their approach differs signif-
icantly, targeting subjective "free translation" and
relying on a complex, LLM-as-a-judge (DeepSeek-
v3 (DeepSeek-AI et al., 2025)) for its reward sig-
nal. Our work is situated within this context, but
we apply a data-centric curriculum and use sim-
ple, verifiable MT metrics (including ROUGE (Lin,
2004) and ChrF++ (Popović, 2017)) to achieve
high-fidelity translation in the precise legal domain.

3 Methodology

Our system employs a two-stage, data-centric
pipeline designed to directly optimize a Qwen3-
32B model (Yang et al., 2025) for the translation
task, as depicted in Figure 1. The process involves
meticulous data preparation followed by a hybrid
training strategy of Supervised Fine-Tuning (SFT)
and Reinforcement Learning with Verifiable Re-
wards (RLVR).

3.1 Data Preparation and Curriculum
First, we subjected the provided corpus to a com-
prehensive preprocessing pipeline. This involved
normalizing the text by decoding HTML entities,
standardizing quotation marks, and replacing lig-
atures. We then standardized the structure by cor-
recting punctuation spacing, unifying list markers,
fixing hyphenation, and collapsing all whitespace.

Inspired by the idea that training should focus
on progressively harder examples (Ji et al., 2025),
we created a data curriculum. Using o4-mini*, we
annotated the 50,000 sentence pairs with five dif-
ficulty levels (detailed in Table 1). We then des-
ignated the 43,181 "easy-to-medium" pairs as the

*o4-mini-2025-04-16

SFT Subset for initial fine-tuning, and the remain-
ing 6,819 "hard" pairs as the RL Subset for subse-
quent reinforcement learning.

Difficulty Level Count

SFT Subset
very_low 4167
low 18860
medium 20154

RL Subset
high 6812
very_high 7

Table 1: Distribution of difficulty labels in the training
data.

3.2 Hybrid Training Pipeline

Our training process unfolds in two distinct stages.
First, we perform a Cold-Start SFT on the SFT
Subset. This efficiently adapts the base model to
the legal domain’s vocabulary and style using a
standard cross-entropy objective, creating a strong
foundation. Subsequently, we apply Metric-Driven
RLVR exclusively on the RL Subset, using the
model from Stage 1 as our policy. In this phase,
we update the model to directly maximize rewards
derived from standard MT evaluation metrics.

3.3 Reward Function Formulation

The reward signal for the RLVR stage is a weighted
sum of primary and auxiliary components.

Primary Metric Rewards: The core of our re-
ward signal was derived from a combination of MT
evaluation metrics:

• BLEU (Papineni et al., 2002) [0.0-1.0]: Mea-
sures n-gram precision for fluency and ade-
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quacy.
• Composite ROUGE (Lin, 2004) [0.0-1.0]:

The average F1-score of ROUGE-1, ROUGE-
2, and ROUGE-L, providing a comprehensive
recall-oriented signal.

• ChrF++ (Popović, 2017) [0.0-1.0]: A
character-level metric robust to morpholog-
ical variation.†

Auxiliary Quality Rewards: To ensure the
model produced well-formed outputs, we included
two auxiliary rewards:

• Format Check Reward [0, 1]: A binary re-
ward that penalizes outputs that do not follow
the expected format.

• Allowed Character Reward [0, 1]: A binary
reward that penalizes the generation of invalid
characters in the target Hindi script.

4 Experimental Setup

Statistic English (Source) Hindi (Target)

Number of Sentences 50,000 50,000
Total Tokens 1,492,721 1,560,783
Average Sentence Length (Tokens) 29.9 31.2
Median Sentence Length (Tokens) 28.0 29.0
Max Sentence Length (Tokens) 79 71
Type-Token Ratio (TTR) 0.02 0.02

Table 2: Key statistics of the L-MT training dataset.

4.1 Dataset and Evaluation Metrics

All experiments use the official dataset: WMT25
Legal Domain Test Suite (Singh et al., 2025),
strictly adhering to the competition’s rule of no
external data. The training set of 50,000 English-
Hindi pairs is characterized by long, complex sen-
tences (avg. 30 tokens) and a highly specialized,
repetitive vocabulary (TTR of 0.02), as detailed in
Table 2. This dual challenge of syntactic complex-
ity and lexical precision motivated our two-stage
approach. Model performance was ranked on the
held-out test set using a combined score of the offi-
cial metrics: BLEU, ROUGE-L, and ChrF++.

4.2 Models

4.2.1 Baselines
We benchmarked our two-stage SFT-RLVR sys-
tems against two strong baselines, all using Qwen3-
32B (Yang et al., 2025) as the backbone:

†The standard ChrF++ score (0-100) is normalized to a
[0, 1] range.

• Base Model: The pre-trained Qwen3-32B
without any fine-tuning.

• Full SFT: A strong baseline fine-tuned on the
entire 50,000-pair training set.

4.2.2 Our Proposed Systems
Our proposed systems follow the two-stage
pipeline described in Section 2. Due to the no-
external-data rule, we did not synthesize chain-of-
thought and generated translations directly, unlike
concurrent work (Wang et al., 2025). We experi-
mented with four primary reward signals for the
RLVR phase:

1. SFT-RLVR-BLEU: Uses only the BLEU
score as a reward signal.

2. SFT-RLVR-ROUGE: Uses only the ROUGE
composite score as the reward signal.

3. SFT-RLVR-ChrF++: Uses only the ChrF++
score as the reward signal.

4. SFT-RLVR-Combined: Uses an equally
weighted average of BLEU, ROUGE, and
ChrF++ scores as the primary reward signal.

Auxiliary Quality Rewards (from Section 3.3)
were consistently applied on our proposed systems
to ensure the generation of well-formed outputs.

Parameter SFT RLVR

Base Model Qwen3-32b Qwen3-32b (cold start)
Quantization 4-bit 4-bit
Optimizer AdamW AdamW
Learning Rate 1e-4 1e-4
Batch Size 32 1
Rollout - 32
Numbers of Epochs 3 1
Scheduler cosine cosine
LoRA Rank 256 1
LoRA α 256 1
Loss Type cross-entropy DAPO

Table 3: Key hyperparameters for the Supervised Fine-
Tuning (SFT) and Reinforcement Learning with Verifi-
able Rewards (RLVR) stages. Other parameters use its
default value from trl (von Werra et al., 2020).

4.3 Implementation Details
We implemented our pipeline using the unsloth li-
brary (Daniel Han and team, 2023) for efficient
training, with stanza (Qi et al., 2020) for tokeniza-
tion and trl’s (von Werra et al., 2020) implementa-
tion of the DAPO algorithm (Yu et al., 2025) for
the RL phase. All models were fine-tuned using
LoRA (Hu et al., 2021), with key hyperparameters
detailed in Table 3. All models were trained on
A100 80GB GPU.
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Model BLEU ROUGE-L ChrF++ Joint Score

Qwen3-32b (baseline) 0.114 0.346 0.405 0.865
Qwen3-32b Full SFT (strong baseline) 0.446 0.624 0.708 1.778
Qwen3-32b Cold-Start SFT 0.440 0.618 0.702 1.760

+RLVR-BLEU (best system) 0.501 0.657 0.742 1.900
+RLVR-ROUGE 0.475 0.639 0.720 1.834
+RLVR-ChrF++ 0.492 0.654 0.742 1.888
+RLVR-Combined 0.495 0.654 0.741 1.890

Table 4: Performance of all models on the test set from codabench submission system. Joint Score is the sum of
BLEU, ROUGE-L, and Chrf++ scores. Our best system is highlighted in bold.

For the RLVR stage, we set the LoRA rank and α
to 1. This choice is informed by Schulman and Lab
(2025) findings that the sparse, per-sequence re-
ward signal from policy gradient methods requires
significantly less adapter capacity than the dense,
per-token signal of SFT .

5 Results and Discussion

5.1 Overall Performance
The results, presented in Table 4, confirm the
superiority of our two-stage SFT-RLVR pipeline
(see final official leaderboard in Table 5). All
RLVR variants significantly outperform the Full
SFT baseline, validating our hybrid approach. Our
top-performing system, SFT-RLVR-BLEU, demon-
strating that a data-centric curriculum followed by
direct metric optimization is a highly effective strat-
egy.

Precision-Oriented Rewards Excel: The pri-
mary factor differentiating the performance of our
RLVR models was the choice of reward signal. We
find a clear advantage for precision-oriented re-
wards. The top results were achieved by models
trained on BLEU and ChrF++, which directly pe-
nalize deviations in specific terminology and struc-
ture, a critical requirement for maintaining fidelity
in the legal domain.

Recall-Oriented Rewards Are Less Effective:
On the other hand, the model rewarded with the
ROUGE score was our least effective. While this
model still beat the baseline, its focus on the overall
"gist" of the translation is a poor fit for legal text,
where exact wording is critical.

Combining Rewards May Be Suboptimal: In-
terestingly, using only the BLEU score as a reward
was also more effective than combining all three
metrics. This suggests that giving the model a sin-
gle, clear goal for precision works better than a
mixed signal.

Our key takeaway is that for a high-stakes field
like law, the winning strategy is to directly reward
the model for getting the exact words right. We
further observe the relative stability of each reward
during RLVR phase in Appendix A.

5.2 Ablation Study

Furthermore, an ablation study validates the effi-
ciency of our two-stage design. In Table 4, SFT
on Easy Data model alone performs competitively
with, though slightly below, the Full SFT baseline.
This demonstrates that our "Cold-Start" SFT phase
effectively creates a strong foundation. The subse-
quent targeted RLVR phase not only recovers this
minor deficit but elevates the model’s performance
considerably across all metrics.

6 Conclusion

This paper presents a top-performing system for
the JUST-NLP 2025 English-to-Hindi Legal MT
shared task. Our approach overcomes the limi-
tations of standard Supervised Fine-Tuning with
a two-stage, data-centric pipeline: a Cold-Start
SFT on an automatically curated easy subset, fol-
lowed by Reinforcement Learning with Verifiable
Rewards (RLVR) on the harder subset. By directly
optimizing for MT metrics as rewards, notably the
precision-oriented BLEU, our system significantly
outperformed a strong SFT baseline.

Our work validates direct metric optimization,
guided by a data curriculum, as a powerful and ef-
ficient strategy for developing state-of-the-art sys-
tems in specialized domains. Future directions
include exploring adaptive reward schemes and ap-
plying this methodology to other high-stakes NLP
tasks.

Limitation

Our approach has several limitations. First, due
to computational and time constraints, we were
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Rank Possition Team Name Affiliation Country BLEU↑ METEOR↑ TER↓ CHRF++↑ BERTScore↑ COMET↑ AutoRank↑ Leaderbord Name
1 Team-SVNIT Sardar Vallabhbhai National Institute of Technology, Surat India 51.61 75.8 37.09 73.29 92.61 76.36 61.62 rupeshdhakad06
2 FourCorners VISAI AI Thailand 50.19 69.54 42.32 73.67 92.7 75.74 60.31 pawitsapak
3 goodmen Sardar Vallabhbhai National Institute of Technology, Surat India 48.56 67.15 41.63 73.07 92.38 75.16 59.39 skdrj123
4 JUNLP Jadavpur University India 46.03 71.84 42.08 70.59 91.19 73.72 58.90 iamamit
5 JUST-MEI SOA University India 46.67 72.86 44.63 70.03 90.86 72.12 58.79 lsmeetei
6 Lawgorithms Thangal Kunju Musaliyar College of Engineering India 46.27 71.8 43.06 68.32 91.03 72.14 58.26 sreehari_saji
7 Tokenizers Sardar Vallabhbhai National Institute of Technology, Surat India 34.08 61.78 55.25 56.75 87.39 65.2 50.87 tokenizers

Table 5: Official Leaderboard of JustNLP MT Shared Task (https://exploration-lab.github.io/JUST-NLP/
JustNLP25_L-MT_Result.pdf).

unable to explore the potential of other metrics
to use as a reward for RLVR such as BERTScore.
Our reported results are based on a limited explo-
ration of model hyperparameters and data combi-
nations. Second, our data curriculum’s reliance
on a proprietary LLM for difficulty annotation im-
pacts the full reproducibility and transparency of
our pipeline. Finally, the competition’s evaluation
protocol, which provided only aggregate scores via
the CodaBench platform, precluded a qualitative,
example-by-example analysis of our model’s im-
provements over the baselines.
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Figure 2: Mean reward signals during the RLVR phase for models trained with single-metric and combined rewards.
(Left) The BLEU reward shows a stable, gradual increase. (Center) The composite ROUGE reward is highly erratic
and unstable, with no clear upward trajectory. (Right) The ChrF++ reward, similar to BLEU, exhibits a strong and
consistent increasing trend. The x-axis represents the training steps, and the y-axis represents the normalized reward
score.
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A Analysis of Reward Signal Stability
During RLVR

To provide further insight into the training dynam-
ics of our RLVR models, we plot the mean reward
signals for BLEU, our composite ROUGE score,
and ChrF++ over the course of training. Figure
2 illustrates the stability and progression of these
metrics as rewards.

A key observation from these learning curves is
the difference in the stability of the reward signals.
As seen in the left and right panels of Figure 2,
the mean rewards for BLEU and ChrF++ exhibit a
clear and stable upward trend throughout the train-
ing process. Although individual batch rewards
are noisy (indicated by the wide, faint bands), the
smoothed average consistently improves, demon-
strating that the model is successfully learning a
policy that optimizes for these precision-oriented
metrics.

In contrast, the middle panel shows that the com-
posite ROUGE reward is highly unstable. The
learning curve is erratic and jagged, with no sus-
tained upward trajectory. This instability suggests
that the optimization landscape for a recall-oriented
metric like ROUGE is less smooth for this task.
The model struggles to find a consistent policy that
reliably increases the ROUGE score, possibly be-
cause the reward signal is less sensitive to the incre-
mental, precision-focused improvements that are
easier for the model to learn.

This empirical observation further supports our
main finding in Section 5: that precision-oriented
metrics like BLEU and ChrF++ not only lead to
better final evaluation scores but also provide a
more stable and effective training signal for the RL
agent in the high-fidelity legal translation domain.

106

https://github.com/huggingface/trl
https://arxiv.org/abs/2504.10187
https://arxiv.org/abs/2504.10187
https://arxiv.org/abs/2504.10187
https://arxiv.org/abs/2505.09388
https://arxiv.org/abs/2503.14476
https://arxiv.org/abs/2503.14476
https://arxiv.org/abs/2507.18071


Proceedings of the 1st Workshop on NLP for Empowering Justice (JUST-NLP 2025), pages 107–112
December 24, 2025 ©2025 Association for Computational Linguistics

Contextors at L-SUMM: Retriever-Driven Multi-Generator Summarization

Pavithra Neelamegam, S. Jaya Nirmala
Department of Computer Science and Engineering

National Institute of Technology, Tiruchirappalli, Tamil Nadu, India
{406424001, sjaya}@nitt.edu

Abstract

Indian court judgments are very difficult to au-
tomatically summarize because of their length,
complex legal reasoning and scattered impor-
tant information. This paper outlines the
methodology used for the Legal Summarization
(L-SUMM) shared task at the JUST-NLP 2025
Workshop, which aims to provide abstractive
summaries of roughly 500 words from English-
language Indian court rulings that are logical,
concise and factually accurate. The paper pro-
poses a Retriever-Driven Multi-Generator Sum-
marization framework that combines a seman-
tic retriever with fine-tuned encoder–decoder
models BART, Pegasus and LED to enhance
legal document summarization. This pipeline
uses cosine similarity analysis to improve sum-
mary faithfulness, cross-model validation to
guarantee factual consistency and iterative re-
trieval expansion to choose relevant text chunks
in order to address document length and re-
duce hallucinations. Despite being limited to
400–500 words, the generated summaries suc-
cessfully convey legal reasoning. Our team
Contextors achieved an average score of 22.51,
ranking 4th out of 9 in the L-SUMM shared
task leaderboard, demonstrating the efficacy of
Retriever-Driven Multi-Generator Summariza-
tion approach, which improves transparency,
accessibility, and effective understanding of le-
gal documents. This method shows excellent
content coverage and coherence when assessed
using ROUGE-2, ROUGE-L, and BLEU crite-
ria.

1 Introduction

Finding an important information in lengthy, com-
plex and unstructured court case judgments can be
difficult for legal professionals. These documents
are often hundreds of words long and need a lot
of time and effort to read and understand. Such
documents need to be manually summarized, and it
is a costlier and time-consuming process. It also re-
quires expert legal knowledge. To address the chal-

lenge of processing lengthy legal judgments, the
JUST-NLP 2025 Workshop conducted the Shared
Task on Legal Summarization (L-SUMM) .

This work promotes the creation of AI-powered
solutions that can automatically produce abstrac-
tive summaries of Indian court rulings. Abstrac-
tive summarizing creates new, coherent text that
translates, condenses and rephrases complicated le-
gal jargon into instructive summaries of about 500
words that capture the core of the ruling, in contrast
to extractive summary, which chooses preexisting
sentences from a document.

This approach uses transformer-based en-
coder–decoder designs like BART, T5, Pegasus and
LED, which are further enhanced by retriever mod-
els based on cosine similarity analysis for semantic
chunk selection. These models capture the unique
terminology, reasoning processes and discourse
structures of Indian court decisions by fine-tuning
on domain-specific legal data.

Submissions to the shared work are evaluated us-
ing standard relevance metrics, such as ROUGE-2,
ROUGE-L and BLEU, which evaluate the quality,
fluency and overlap of the generated summaries
with human references.

2 Related Work

For Indian legal papers, (Ghosh et al., 2022) sug-
gested a text normalization method that standarizes
reference styles, legal jargon and acronyms be-
fore fine tuning generic models. But, it fails to
capture long-document connections and hierarchi-
cal structures. (Deroy et al., 2024) examined the
LLMs for summarizing judgments by contrasting
extractive and abstractive approaches but suffered
from factual errors and limited citations awareness.
(Santosh et al., 2024) presented LexAbSumm, an
aspect-based framework improving interpretability,
but has a trouble handling inter aspect interdepen-
dence.
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BART (Lewis et al., 2019) achieves strong sum-
marization quality but is constrained by its limited
1K token input window. Pegasus (Zhang et al.,
2020) better aligns with summarization tasks. How-
ever, its context window and domain generality
limit applicability to legal reasoning tasks. Fur-
thermore, after tuning Pegasus on domain-specific
corpora, Legal Pegasus(Sharma and Singh, 2024)
enhanced factual consistency but failed to sus-
tain complex citation relations.To address long-
document contexts, BigBird (Zaheer et al., 2020)
proposed a sparse-attention mechanism for efficient
scaling and LED (Beltagy et al., 2020) extended
this idea to handle up to 16K tokens, enhancing
length coverage, but both the approaches struggle
in capturing hierarchical legal semantics.

Several transformer-based summarizers (BART,
T5, Pegasus) were merged in ensemble frameworks
(Albayati et al., 2025) to improve factuality. How-
ever, it provides only a minimal improvement at
the expense of significant computational complex-
ity. More recently, RAG models (Ajay Mukund
and Easwarakumar, 2025) have integrated external
knowledge retrieval with generative summarization,
however, still face issues related to retrieval preci-
sion, latency, and maintaining structural coherence
in lengthy legal texts. Further research is required
to capture the facts, issues, laws and other crucial
components.

Our approach differs from previous legal summa-
rization methods by introducing a retrieval-guided,
multi-generator framework. It first uses InLegal-
BERT to select the most relevant judgment seg-
ments, then combines outputs from multiple fine-
tuned abstractive models instead of relying on a
single generator. A faithfulness-based semantic
alignment score is finally used to choose the most
accurate summary, resulting in a retrieval-aware
and fact-faithful summarization method not present
in prior work.

3 Dataset Description

The InLSum (Indian Legal Summarization) dataset,
used for this shared task, includes 1200 training
samples, 200 validation samples and 400 test sam-
ples of Indian court rulings that are accompanied
with abstractive summaries produced by legal ex-
perts. The InLSum dataset is provided in JSONL
format.The training dataset contains judgment and
reference summary files. The validation and test
dataset contains only judgments.

4 Model Description

4.1 Fine-Tuned Pre-trained Models

A variety of pre-trained sequence-to-sequence mod-
els, such as BART, Legal-Pegasus, T5 and LED,
has been finetuned using InLSumm dataset. Ev-
ery judgment and summary is preprocessed to re-
move extraneous text, page numbers and repeating
blocks, so that the models can focus on the most
important information. During the training phase,
90% of dataset is used for training and 10% of
dataset is used for validation purpose. The models
are adjusted to produce an abstract summary of
400–500 words. ROUGE-2, ROUGE-L and BLEU
are used to evaluate overall quality of the summa-
rization.

4.2 Legal Ensemble Summarization
Framework

This work presents an ensemble based abstractive
summarization framework for legal judgments that
integrates multiple fine tuned transformer architec-
tures. Each judgment is preprocessed to remove
unnecessary components such as case identifiers,
citations, and formatting patterns. In the ensemble
configuration, each model generates a summary for
the same input independently. BART and Pegasus,
BART and LED, and Pegasus and LED are pairwise
ensembled to take advantage of the strengths of
BART’s fluency, LED’s sparse attention for lengthy
sequences, and Pegasus’s summary pre-training.
Clarity, sentence versatility and legal relevance are
further improved by a 3-way hybrid ensemble that
combines BART, Pegasus, and LED.

Semantic ranking is used for selection using In-
LegalBERT(Sharma and Singh, 2024). Sentence
embeddings will be calculated for both candidate
summaries and the initial judgment. The final result
is then determined by selecting the summary with
the highest cosine similarity. In order to offer a
thorough assessment of summarization quality, the
final evaluation employs ROUGE-2, ROUGE-L,
and BLEU, which examine text fluency, structure
similarity, and content accuracy.

4.3 Retriever-Driven Multi-Generator
Summarization

The proposed Retriever-Driven Multi-Generator
Summarization framework, offers a novel method
for producing concise, logical, and factually con-
sistent summaries of complicated legal rulings. Se-
mantic retrieval, multi-generator fine-tuning, and
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Figure 1: Retriever-Driven Multi-Generator Summarization framework

automatic ensemble selection are the three main
components of this framework.As shown in Figure
1, this proposed framework combines retrieval and
generation modules.

After preprocessing, to maintain compatibility
with transformer input restrictions, each file is
split into reasonable chunks (chunk1, chunk2,...,
chunkn) due to the length of legal documents. Judg-
ments are split into 8-sentence chunks, embedded
using 768-D vectors, and ranked by cosine similar-
ity against the full-judgment embedding to measure
semantic relevance. The system retrieves the top
8 most relevant chunks for summary generation.
The obtained dataset is composed of tuples of ID,
input_text, summary. By ensuring that only parts
of the document that are most contextually aligned
contribute to model fine-tuning, this retrieval pro-
cedure improves efficiency and factual grounding.

90% of training data and 10% of validation data
are created from the retrieved and concatenated
dataset. This dataset is used to independently
train three transformer-based summarization mod-
els LED, Legal Pegasus and BART.

Each finetuned model independently produces
a summary for the same input document in the en-
semble setting. The embeddings obtained from the
validation judgment datatsets are then compared to

these outputs (Summary1, Summary2, and Sum-
mary3) using cosine similarity. In order to ensure
contextual accuracy and relevance, the summary
with the best semantic similarity score is chosen
as the final summary. The chosen final summaries
are statistically assessed for n-gram overlap, flu-
ency, and informativeness using the average of the
ROUGE-2, ROUGE-L, BLEU scores.

Training Phase: To find the most important
textual parts, the system uses chunk–summary sim-
ilarity in a supervised retrieval-enhanced training
configuration. From these retrieved pieces, the sum-
marizing model is subsequently refined to provide
summaries.

Inference Phase: Since gold summaries are not
available, the retrieval process runs unsupervised
during inference. In order to extract the most se-
mantically representative chunks, the model calcu-
lates the mean embedding of the input judgment.
These chunks are then supplied to the refined sum-
marizer to provide abstractive summaries.

All preprocessing scripts, codes used in this
work are publicly available online. 1

1https://github.com/pavithraneelamegam/
Summarization
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Table 1: Performance comparison of fine-tuned and ensemble models using ROUGE and BLEU metrics.

Model ROUGE-2 ROUGE-L BLEU AVG

Fine-Tuned Models

Fine-Tuned BART 17.79 25.32 14.53 19.21
Fine-Tuned Legal Pegasus 17.64 25.12 13.66 18.81
Fine-Tuned LED 16.74 24.02 12.51 17.76
Fine-Tuned T5 16.08 23.02 11.03 16.71

Ensemble Models

Fine-Tuned (BART and Pegasus) 23.02 25.20 15.47 21.23
Fine-Tuned (BART and LED ) 23.40 25.40 16.06 21.62
Fine-Tuned (BART, Pegasus and LED) 23.62 25.60 16.69 21.97
Retriever-Driven Multi-Generator Summarization 25.13 25.59 16.8 22.51

5 Evaluation Metrics

5.1 ROUGE Scores

Automatic summarization evaluation is the main
application of the ROUGE (Recall-Oriented Under-
study for Gisting Evaluation) metric. By comput-
ing n-gram recall, it determines how much the gen-
erated result summaries and reference summaries
coincide. Equation 1 represents ROUGE-1 (uni-
gram).

ROUGE1 =

∑
unigram∈reference Countmatch(unigram)
∑

unigram∈reference Count(unigram)

(1)

5.2 BLEU Score

BLEU (Bilingual Evaluation Understudy) captures
sufficiency, fidelity, and fluency by measuring the
amount of overlap of n-grams among a reference
phrase and a candidate (hypothesis).

6 Results and Discussion

Table 1 presents the comparative performance of
individual and ensemble summarization models on
the InLSum dataset. BART outperformed the other
finetuned models (AVG = 19.21), closely followed
by Legal Pegasus (AVG = 18.81). This indicates
that both architectures effectively model hierarchi-
cal dependencies and domain-specific semantics in
legal documents. LED showed slightly lower per-
formance (AVG = 17.76), likely due to the trunca-
tion of lengthy case texts and difficulty in handling
factual segments.

The BART and LED combination showed a no-
table improvement (AVG = 21.62) because LED’s

contextual comprehension supports BART’s im-
proved surface realization and syntax fluency. The
triple-model ensembles (BART, Pegasus and LED)
produced the highest average (AVG = 21.97) , sug-
gesting that integrating different attention and pro-
ducing mechanisms results in more balanced sum-
maries with enhanced coverage and factual coher-
ence.

Outperforming all other models, the proposed
Retriever-Driven Multi-Generator Summarization
framework produced the best overall results
(ROUGE-L = 25.59, BLEU = 16.8, AVG = 22.51).
Each generator can now concentrate on the most
semantically relevant context pieces prior to gen-
eration due to the retrieval-enhanced architecture.
It generates summaries that are context-aware and
factually consistent, better capturing interdepen-
dent facts and fine-grained legal reasoning than
single models.

6.1 Qualitative Analysis

The generated summaries generally capture the
main storyline of judicial decisions, including the
key dispute, parties, and major facts. This shows
that the model handles high-level narrative extrac-
tion well. However, it often misses important legal
details such as statutes, procedural steps, and the
Court’s reasoning and may overlook subtle facts
or introduce errors. As a result, the summaries
are coherent but not fully accurate from a legal
perspective.

These challenges show why abstractive summa-
rization in law is difficult. Judgments are complex,
detailed, and heavily structured around legal rea-
soning. Automated systems often struggle to pre-
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serve the logical flow, handle layered arguments,
or capture references to past cases. Therefore, even
though the summaries offer a good general nar-
rative, they still require human review and legal
expertise to ensure accuracy and reliability.

In the first example, as shown in Figure 2 the
model captures the main theme well, correctly sum-
marizing the dispute over conducting exams with
COVID-19 safety measures. However, it misses
key legal details such as the statutory basis, opt-
out rules, and specific safety guidelines making the
summary less accurate and complete from a legal
perspective.

Figure 2: original judgment text vs generated sum-
mary(sample 1)

In the second example as shown in Figure 3, the
model captures the main narrative and human as-
pects of the judgment well, but it misses key legal
reasoning, overlooks the age-related dispute, and
includes minor inaccuracies. As a result, the sum-
mary conveys the story but lacks the legal precision
needed to fully reflect the Court’s reasoning.

Figure 3: original judgment text vs generated sum-
mary(sample 2)

7 Conclusion

The JustNLP Shared Task underscores the potential
of NLP techniques in addressing the challenges of
abstractive summarization for complex legal docu-
ments. In this study, the proposed Retriever-Driven
Multi-Generator Summarization framework that
integrates multiple fine-tuned transformer models
with a retrieval based preprocessing pipeline to
generate coherent, legally faithful and semantically
rich summaries. This ensemble architecture out-
performs individual fine-tuned models, yielding an
overall improvement of +2-3 ROUGE points over
evaluation criteria. To further enhance summary
reliability and interpretability, future research will
concentrate on hierarchical retrieval, fidelity op-
timization based on reinforcement learning, and
legal provision-aware structural modeling.

Limitations

There is a trade-off between faithfulness and ab-
straction in the suggested Retriever-Driven Multi-
Generator Summarization framework. Accuracy
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at the sentence level cannot be guaranteed by ex-
isting embedding-based checks. The quality of
retrieval has a significant impact on the proposed
framework’s performance as well. The model treats
judgments as plain text rather than acknowledg-
ing their hierarchical structure, rhetorical functions
and argument flow, all of which are crucial for
creating logical and legally accurate summaries.
Lastly, although retrieval introduces only moder-
ate overhead, the use of multiple large transformer
models makes the overall pipeline computationally
intensive. A precise complexity analysis is diffi-
cult due to architecture-dependent embedding and
generation costs. Therefore, we plan to include
detailed profiling and computational analysis in
future work.
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Abstract

We describe an inexpensive system that ranked
first in the JUST-NLP 2025 L-SUMM task,
summarizing very long Indian court judgments
(up to 857k characters) using a single 80GB
GPU and a total budget of about $50. Our
pipeline first filters out length–summary out-
liers, then applies two-stage LoRA SFT on
Qwen3-4B-Instruct-2507 to learn style and ex-
tend context, and finally runs RLVR tuned to
BLEU, ROUGE-2, and ROUGE-L, with BLEU
upweighted. We showed that two-stage SFT
is better than a single-stage run, and RLVR
gives the largest gains, reaching 32.71 internal
vs. 16.15 base and 29.91 on the test leader-
board. In ablation on prompting, we find that a
simple, naive prompt converges faster but satu-
rates earlier, while the curated legal-structured
prompt keeps improving with longer training
and yields higher final scores, and the finetuned
model remains fairly robust to unseen prompts.
Our code1 and models2 are fully open-sourced,
available for reproducibility.

1 Introduction

Summarization is one of the challenging tasks
in the Natural Language Processing (NLP) do-
main (Zhang et al., 2024). Several benchmarks
tried to measure different NLP systems using stan-
dard metrics n-gram-based metrics (Lin, 2004; Pa-
pineni et al., 2002) or LLM-as-judges (Li et al.,
2024). In some specific case, summarization can
be viewed as a domain-specific problem. For exam-
ple, medical note summarization (Michalopoulos
et al., 2022) in medical domains, meeting summary
which usually summarizes key points and agenda
(Kirstein et al., 2024), or in legal where summa-
rization was done in legal cases (Datta et al., 2023;
Shukla et al., 2022) or court judgments (Sharma

*These authors contributed equally as co-first authors.
1https://github.com/tann9949/justnlp-2025-legal-summ
2https://huggingface.co/VISAI-AI/Qwen3-4B-Instruct-

2507-L-SUMM-fourcorners-rl-r2-ckpt500

et al., 2023). In this work, we focus specifically
on legal judgment summarization, which is part
of the JUST-NLP 2025 Legal Summarization (L-
SUMM) Shared Task. We framed L-SUMM as a
long-form summarization task where the length of
the judgment can be extremely long (up to 857,477
characters).

To tackle this challenge, we utilized a standard
finetuning technique followed by Reinforcement
Learning with Verifiable Reward (RLVR). Addi-
tionally, we also constraint our compute budget
to only $50 in GPU hours and only require a sin-
gle GPU. To achieve such training efficiency, we
utilized supervised finetuning using LoRA (Hu
et al., 2021) on Qwen3-4B-Instruct-2507 (Yang
et al., 2025). Our pipeline consists of three steps,
two-stage supervised finetuning followed by a final
RLVR for aligning LLM towards better summariza-
tion style. Our results showed that a two-stage su-
pervised finetuning is necessary given a constrained
compute budget compared to unified single stage.
Furthermore, RLVR significantly boosted the fine-
tuned model performance across all summarization
metrics. However, we also noticed the instability
in applying RLVR towards legal summarization
across long-form summary. In our ablation study,
we also investigate the effect of prompting towards
downstream performance during supervised fine-
tuning stage. In summary, we conclude our contri-
butions as follows:

1. We provides a detailed system description of
our design that ranked first place in the L-
SUMM Shared Task.

2. We demonstrate an efficient training pipeline
that achieves competitive summarization per-
formance under a strict compute budget
roughtly $50 using a single 80GB GPU.

3. We study the effect of prompting supervised
finetuning data on legal summarization and
report findings.
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2 Related Works

Reinforcement Learning with Verifiable Reward
Reinforcement Learning with Verifiable Rewards
(RLVR) was introduced as a more scalable alter-
native to the classical RLHF setup (Ouyang et al.,
2022), which typically relies on PPO (Schulman
et al., 2017), a critic head, and a learned reward
model components that make RLHF costly to train.
To reduce this overhead, Direct Preference Opti-
mization (DPO) (Rafailov et al., 2024) became
popular, but it still requires human preference pairs.
Group Relative Policy Optimization (GRPO) (Shao
et al., 2024) addressed this by replacing preference
data with rule-based, verifiable rewards, thereby
removing the need for both a critic head and cu-
rated preference pairs. Subsequent works such
as Dr. GRPO (Liu et al., 2025b) and DAPO (Yu
et al., 2025) improved GRPO’s sampling efficiency,
reduced length bias, and refined clipping strate-
gies. Group Sequence Policy Optimization (GSPO)
(Zheng et al., 2025) further stabilized training for
MoE models, by performing advantage renormal-
ization at the sequence level instead of per token.

In this work, we adopt this RLVR to further
align an instruction-tuned model for legal summa-
rization, using verifiable task rewards. Prior stud-
ies have also shown that n-gram–based rewards
(Chang et al., 2025) and semantic-similarity re-
wards (Akarajaradwong et al., 2025) can be effec-
tively plugged into this framework to strengthen
instruction following capabilities.

Parameter Efficient Approaches for Long Con-
textual Task Recent works proposed an efficient
approach to conduct Parameter Efficient Finetun-
ing (PEFT) towards long-form contents. Lon-
gLoRA (Chen et al., 2024) proposed using shifted-
sparse attention to expand context length cheaply
as well as it’s quantized counterparts LongQLoRA
(Yang, 2023). RST-LoRA (Liu and Demberg,
2024) adapts LoRA for long-document summariza-
tion by injecting RST discourse signals (centrality,
relations, and their confidence) into the adapter, giv-
ing the model a richer, structure-aware fine-tuning
signal and outperforming vanilla LoRA and full
fine-tuning on multiple evaluations.

Legal Summarization There are several works
introduced dataset for legal summarization task.
Shukla et al. (2022) released three new case law
summarization datasets drawn from Indian and UK
Supreme Court judgments, and conducted exten-

Figure 1: Line best fit and 80% prediction interval be-
tween judgment word counts and summary word counts
in log-scale.

sive evaluations of extractive vs abstractive summa-
rization methods on these legal cases. Building on
this, Datta et al. (2023) presented the MILDSum
corpus, a benchmark of 3,122 Indian legal judg-
ments with high-quality summaries in both English
and Hindi. Joshi et al. (2024) introduced IL-TUR,
a broad benchmark for Indian Legal Text Under-
standing that includes a summarization task among
eight diverse legal NLP tasks. IL-TUR provides
multilingual legal datasets (spanning English and 9
Indian languages) and reports baseline results for
each task.

3 Methodology & Experimental Setups

Our system includes a data preparation phase that
removes potential data outliers, followed by a two-
stage instruction tuning pipeline before applying a
final alignment tuning via RLVR.

3.1 Data Preparation

Upon inspecting the dataset, we found that the ra-
tio between the judgment length and its summa-
rized reference was sometimes disproportionate. In
particular, some summaries were longer than the
judgment, while others were shorter than expected.

To reduce noise before finetuning, we removed
samples whose summary–judgment length ratio de-
viated from the expected trend. We first fitted a lin-
ear regression between judgment word counts and
summary word counts in log-scale, then discarded
any sample falling outside the 80% prediction inter-
val, as illustrated in Figure 1. This filtering reduced
the training set from 1,200 to 1,052 samples.

After filtering, we stratified the remaining data
into training and internal validation splits, ensuring
similar distributions of summary lengths in both.
We used an 80/20 split, resulting in 841 training
samples and 211 internal validation samples. Note
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that the official validation and test splits were kept
held-out and only used for evaluation, as their ref-
erence summaries were not released.

3.2 Finetuning Pipeline

Our finetuning pipeline consists of two main
stages, two-step supervised finetuning, followed
by RLVR. The supervised stages adapt the base
model to the task-specific summarization style,
and the reinforcement step further aligns the
model toward better word choice and target
metrics via GSPO (Zheng et al., 2025). We
use Qwen/Qwen3-4B-Instruct-2507 (Yang et al.,
2025) as the base model because of its strong in-
struction following capability and long context win-
dow (up to 262,144 tokens). We chose the non-
thinking variant to reduce rollout cost during RL.
All finetuning runs used LoRA (Hu et al., 2021)
to stay within our compute budget. Training was
constrained to a single A100 80GB GPU, costing
about $1.39/hour.3

Two-Stage Supervised Finetuning Because in-
puts can be very long and compute is limited, we
split supervised finetuning into two stages.

In the first stage, we finetuned with a max se-
quence length of 16,384 tokens. We applied Rank-
stabilized LoRA (Kalajdzievski, 2023) to all mod-
ules4 using LoRA rank 256 and alpha of 32. We
used Adam (Kingma and Ba, 2017) with a constant
learning rate of 2e-4 following (Schulman and Lab,
2025), batch size 32, and trained for two epochs.
This model is reported as ‘SFT Stage 1’.

In the second stage, we merged the stage-1
adapter into the base model and continued train-
ing on longer-context samples. We filtered data
to those with total prompt+completion length be-
tween 10,000 and 30,000 tokens, solely improve
performance towards long input summary. To fit
on a single 80GB GPU at this length, we reduced
the LoRA rank to 32 and attached adapters only
to up_proj and down_proj. We trained for one
epoch with the same learning rate and batch size as
stage 1. This model is reported as ‘SFT Stage 2’.

Reinforcement Tuning Finally, we applied rein-
forcement tuning to directly optimize summariza-
tion metrics: BLEU, ROUGE-L, and ROUGE-2.
BLEU was weighted 3× higher because the SFT

3Price according to https://www.runpod.io/pricing.
4q_proj, k_proj, v_proj, o_proj, gate_proj, up_proj,

and down_proj.

Model Avg Rouge-2 Rouge-L BLEU
Internal Validation results

Qwen3-4B-Thinking-2507 11.60 12.87 16.79 5.14
Qwen3-4B-Instruct-2507 16.15 18.79 22.31 7.33
SFT Stage 1 22.96 29.32 29.19 10.38
SFT Stage 2 24.55 30.89 30.49 12.29
Reinforcement Tuned 32.71 35.60 34.43 28.11

Validation Leaderboard results
SFT Stage 1 25.47 31.25 31.42 13.74
SFT Stage 2 25.57 31.51 31.77 13.43

Test Leaderboard results
SFT Stage 2 23.94 30.35 30.19 11.27
Reinforcement Tuned 29.91 34.91 33.34 21.49

Table 1: Performance of models across internal val-
idation, validation leaderboard, and test leaderboard
results.

model already achieved strong ROUGE but com-
paratively lower BLEU. We used DAPO (Yu et al.,
2025) with high clip value and improved rollout
sampling to increase reward diversity, and we com-
puted importance sampling at sequence level fol-
lowing (Zheng et al., 2025). For optimizer, we used
Adam 8-bit (Dettmers et al., 2022) with constant
learning rate 8e-5, max grad norm 0.2, 16 rollouts,
LoRA rank 2 and alpha 1, rollout temperature 1.0,
max sequence length 12,000, and clip value 0.28
as in (Yu et al., 2025). We use low LoRA rank for
following (Schulman and Lab, 2025) which stated
that RLVR have a sparse reward thus lower train-
ing signal, making lower LoRA rank more suitable.
We used the Unsloth (Daniel Han and team, 2023)
implementation for efficient RL. During RL, we
observed training instabilities (see Section 4), so
selected the last stable checkpoint (step 500) for
evaluation. This model is reported as ‘Reinforce-
ment Tuned’ in the result table.

4 Results & Discussion

The main results are summarized in Table 1.

Qwen3-4B Instruct outperforms the Thinking
variant. From Table 1, the instruction-tuned
model scores clearly higher than the thinking
version on summarization. We attribute this
to the nature of the task: judgments are long
and information-dense, so additional chain-of-
thought style reasoning may introduce token over-
head and distract from concise summary gener-
ation. This observation supports our choice of
Qwen3-4B-Instruct-2507 as the base model.

Reinforcement tuning can collapse late in train-
ing. During GSPO-based reinforcement tuning,
we observed occasional reward collapse, charac-
terized by repetitive rollouts reaching the max se-
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Figure 2: An observed behavior of reward collapsed
when the model underwent GSPO training.

Model Avg Rouge-2 Rouge-L BLEU
Internal Validation results

SFT Stage 2 24.55 30.89 30.49 12.29
SFT Unified 22.67 29.45 29.07 9.49

Test Leaderboard results
SFT Stage 2 27.21 33.36 32.25 16.01
SFT Unified 21.62 28.46 28.42 7.97

Table 2: Performance of the model that underwent two-
stage supervised finetuning pipeline compared to unified
pipeline.

quence length and a subsequent sharp drop in re-
wards as shown in Figure 2. We hypothesized
that this collapse could resulted from an instability
inference-training mismatch, which can be either
from precision sensitivity (Qi et al., 2025), or hard-
ware instability (Liu et al., 2025a). To avoid evalu-
ating such degraded checkpoints, we selected the
last stable checkpoint (step 500) for reporting. We
also provide some analysis of model performance
on different checkpoints on Appendix B.

Cost analysis of the best model. Our full
pipeline used about 35 GPU-hours in total5 On
RunPod pricing ($1.39/hour), this corresponds to
roughly $50 for end-to-end training, making the
approach practical for single-GPU setups.

5 Ablation Study

To further validate the effectiveness of our ap-
proach, we conducted two ablation studies. First,
we examined whether the two-stage supervised
finetuning pipeline can be replaced with a single
unified stage. Second, we evaluated the impact of
prompt design by comparing a carefully curated
prompt against a naive prompt (see Appendix A).

Two-stage supervised finetuning outperforms a
unified pipeline. Because our finetuning strat-
egy attaches different LoRA adapters across two
stages, we tested whether training only with the
second-stage setup (long-context, LoRA only on

551 minutes for SFT stage 1, 31 minutes for SFT stage 2,
and 33 hours for reinforcement tuning.

MLP modules) could match its performance. To
do this, we finetuned Qwen3-4B-Instruct-2507
using the stage-2 hyperparameters, increased the
training epochs to 3, and removed the minimum
prompt-length filter. We denote this as ‘SFT Uni-
fied’ in Table 2. As shown in the table, SFT Stage
2 consistently outperforms SFT Unified, high-
lighting the benefit of first adapting the model on
shorter contexts with more trainable parameters
before extending to long-context finetuning.

Naive prompts converge faster, but curated
prompts win with longer training. We also
compared two-stage finetuning under two prompts:
a naive prompt with no heuristic guidance (Ap-
pendix A) and our curated summarization prompt.
Both models used the same stage-1 finetuning setup
described in Section 3.2. The results are summa-
rized in Figure 3.

Figure 3: Plot of internal validation performance of
Qwen3-4B-Instruct-2507 underwent SFT under differ-
ent prompt, and evaluate on different prompt. Hori-
zontal axis denotes training epochs and vertical axis
denotes average metric among ROUGE-2, ROUGE-L,
and BLEU.

We observed that the naive prompt learns faster
in the early steps, reaching an average score of
∼19.5 after the first epoch, while the curated
prompt lags behind at ∼14.5, slightly below base-
line. However, after the second epoch, the naive-
prompt model saturates and gains little, whereas
the model trained with the curated prompt con-
tinues to improve beyond an average score of 22.
This suggests that well-designed summarization
prompts yield better final performance when
training runs longer.

We also tested cross-prompt robustness by evalu-
ating models on prompts different from those seen
in training. Under our setup and hyperparameters,
the finetuned models did not exhibit strong sen-
sitivity to unseen prompts, indicating reasonable
prompt generalization.
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6 Conclusion

We presented a practical pipeline for finetun-
ing Qwen3-4B-Instruct-2507 on long-form legal
summarization. Our approach begins with length-
based data filtering to remove samples whose judg-
ment–summary ratio deviates from the expected
trend, reducing noise in the training set. We then
apply a two-stage supervised finetuning strategy
with LoRA, first adapting the model on shorter
contexts and then extending to long-context data,
followed by GSPO-based reinforcement tuning to
directly optimize ROUGE and BLEU. Experiments
showed that the two-stage SFT setup outperforms
both the base model and a unified SFT pipeline,
while RL yields the largest performance gains on
internal and leaderboard evaluations. Our ablations
further suggest that prompt design matters more at
longer training horizons and that the model remains
reasonably robust to unseen prompts. Notably, the
entire recipe fits within a single 80GB GPU and
costs roughly $50, demonstrating that competitive
legal summarization is achievable under modest
compute constraints.

Limitations

This work has several limitations. First, our evalua-
tion of the two-stage finetuning pipeline is incom-
plete: we fixed the second-stage training to a single
epoch and did not systematically explore longer
training, curriculum-style schedules, or error break-
downs by sequence length. As a result, it is still
unclear whether additional long-context finetuning
would yield further gains or help specific length
regimes.

Second, the reinforcement tuning phase exhib-
ited training collapse, and we only mitigated it
operationally (by selecting the last stable check-
point) rather than fully diagnosing or fixing the
underlying cause. A deeper study of rollout diver-
sity, reward shaping, and clipping strategies would
likely improve stability.

Third, we did not exhaust the RLVR design
space: we did not compare against vanilla GRPO
(Shao et al., 2024) without sequence-level group-
ing, nor did we test alternative reward configura-
tions such as single-metric rewards versus our com-
pound setup. These choices may affect both final
quality and robustness.

Finally, the reported $50 training cost reflects
only the successful run on a single 80GB GPU.
When including exploratory and failed runs, the

total compute was closer to 70 GPU-hours (about
$100), so the true end-to-end cost of reproducing
this work may be higher than the headline number.
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A Prompts

The system prompt was outlined as follows:

System Prompt

You are a precise summarizer for legal materi-
als. Follow the user "Instruction" steps exactly.

For instruction prompt, we sampled different
summary item from the training sample and ex-
tract key patterns found in the summarization. The
prompt is outlined below.

Instruction Prompt

## Instruction
You are given an Indian court judgment in En-
glish to summarize. Your task is to summarize
the judgment based on the following strategies
on summarizing the judgment:
1) Identify the authority (court, commission,
regulator, ministry or parliamentary body) and
its action in the opening clause – name the
institution and state what it did (granted/-
denied/quashed/stayed/notified/imposed, etc.),
adding the date if given.
2) Summarise the parties and the core issue
in one sentence – who is involved (petitioner,
accused, complainant, regulator) and what the
underlying dispute/offence/claim is, keeping
background facts concise.
3) Mention the legal basis or tests only when
they appear in the source – specify Acts, Sec-
tions, Articles, Rules or Regulations exactly
as provided; never invent citations if none are
given.
4) Convey the key reasoning and observa-
tions succinctly – what the bench or adjudi-
cating authority held/observed/noted and why,
paraphrasing where possible and using short
quoted phrases only when present.
5) Finish with the outcome and operative direc-
tions – note the practical effect (e.g. bail grant-
ed/refused, penalty imposed, matter stayed),
any deadlines, next-hearing dates or compli-
ance steps. If the source lists multiple direc-
tions, collapse them into one sentence sepa-
rated by semicolons rather than using bullets

or separate lines.

## Style & constraints:
- Neutral, factual tone in past tense and active
voice.
- Prefers in paragraphic format not in bullet
points.
- Do not include headings, bullet points or com-
mentary.
- Preserve names, numbers and dates exactly;
if a detail is absent in the source, simply omit
it rather than guessing.

## Input Judgment
{{judgment}}

## Output Summary:

We also provide our naive summary prompt here.

Naive Summary Prompt

Summarize the following judgement:

## Input Judgment:
{{judgment}}

## Output Summary:

B Performance of Models Under
Reinforcement Tuning Across Training
Steps

In Section 4, we discussed that the reinforcement
tuning stage sometimes exhibited a collapse of the
reward signal as training progressed. To better
understand this phenomenon, we conducted two
runs that differed only in LoRA rank and learning
rate.

The first run (denoted as GSPO_r1_1e-4 in
Table 3) followed the hyperparameters in Sec-
tion 3.2, except that we used a LoRA rank of
1 and a learning rate of 1e-4. The second run
(our best-performing configuration), denoted as
GSPO_r2_8e-5, followed the settings in Section 3.2
with a higher LoRA rank 2 and a lower learning
rate 8e-5.

In Figure 2, which plots the reward over training
steps, GSPO_r1_1e-4 corresponds to the red line,
while GSPO_r2_8e-5 corresponds to the orange
line. We observe that GSPO_r1_1e-4 collapses rel-
atively early, around checkpoint 190. To improve
stability, we therefore reduced the learning rate and
increased the LoRA rank. This second run was
indeed more stable, but it still eventually collapsed
at around the 520th step.
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To check whether the model’s task performance
actually improved before the collapse, we saved
a checkpoint every 50 steps and evaluated each
checkpoint on our internal validation split. The
results are shown in Table 3.

Model Ckpt Avg ROUGE-2 ROUGE-L BLEU
Internal validation results

GSPO_r1_1e-4 50 26.29 32.15 31.64 15.09
GSPO_r1_1e-4 100 28.60 33.79 32.53 19.47
GSPO_r1_1e-4 150 28.36 33.95 32.89 18.26
GSPO_r2_8e-5 300 31.50 35.59 33.99 24.92
GSPO_r2_8e-5 400 31.11 35.75 33.97 23.61
GSPO_r2_8e-5 500 32.71 35.60 34.43 28.11

Test leaderboard results
GSPO_r1_1e-4 150 27.21 33.36 32.25 16.01
GSPO_r2_8e-5 500 29.91 34.91 33.34 21.49

Table 3: Internal validation and test leaderboard per-
formance across different reinforcement tuning steps.
“Avg” is the average of the reported metrics.

Overall, we observe an upward trend in down-
stream metrics as training progresses, despite the
reward curve eventually collapsing. For example,
in the more stable run (GSPO_r2_8e-5), BLEU in-
creases from 24.92 at step 300 to 28.11 at step 500
on the internal validation split, and the correspond-
ing test leaderboard score at step 500 is 21.49. At
the same time, ROUGE-2 and ROUGE-L either im-
prove slightly or remain in a similar range across
checkpoints. These results suggest that the appar-
ent instability in the reward signal is not primarily
caused by degraded task learning, but is more con-
sistent with other factors (e.g., inference–training
mismatch) discussed in Section 4.
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Abstract

This paper presents the systems we submitted
to the JUST-NLP 2025 Shared Task on Legal
Summarization (L-SUMM). Creating abstrac-
tive summaries of lengthy Indian court rulings
is challenging due to transformer token limits.
To address this problem, we compare three sys-
tems built on a fine-tuned Legal Pegasus model.
System 1 (Baseline) applies a standard hierar-
chical framework that chunks long documents
using naive token-based segmentation. System
2 (RR-Chunk) improves this approach by using
a BERT-BiLSTM model to tag sentences with
rhetorical roles (RR) and incorporating these
tags (e.g., [Facts]. . . ) to enable structurally
informed chunking for hierarchical summariza-
tion. System 3 (WRR-Tune) tests whether ex-
plicit importance cues help the model by as-
signing importance scores to each RR using
the geometric mean of their distributional pres-
ence in judgments and human summaries, and
finetuning a separate model on text augmented
with these tags (e.g., [Facts, importance score
13.58]). A comparison of the three systems
demonstrates the value of progressively adding
structural and quantitative importance signals
to the model’s input.

1 Introduction

Automatic text summarization of legal documents
is a critical, high-impact challenge in applied NLP.
It offers the potential to help legal professionals
quickly distill lengthy and complex case judgments,
thereby improving judicial efficiency (Shukla et al.,
2022). In a multilingual nation like India, this task
is further complicated by the need to ensure access
to justice across different languages (Datta et al.,
2023). As the volume of legal text continues to
grow, the development of robust benchmarks and
models for the Indian legal domain has become an
active area of research (Joshi et al., 2024).

The JUST-NLP 2025 Legal Summarization (L-
SUMM) shared task provides a key benchmark

for this problem, focusing on the abstractive sum-
marization of Indian court judgments. A primary
difficulty in this task, as noted by Sharma et al.
(2023), is the extreme length of legal documents,
which often exceeds the input-token limitations of
modern transformer models like PEGASUS. This
necessitates intelligent strategies beyond naive trun-
cation.

A promising avenue for handling long docu-
ments is to leverage their inherent logical struc-
ture. Prior work has shown the value of seman-
tic segmentation of legal texts (Kalamkar et al.,
2022). A powerful way to represent this structure
is through the identification of rhetorical roles (e.g.,
Facts, Reasoning, Decision), a technique that has
been successfully applied to legal texts for sum-
marization and analysis (Saravanan et al., 2008;
Bhattacharya et al., 2019; Malik et al., 2022).

In this paper, we present our three systems sub-
mitted to the L-SUMM task, which explore a pro-
gressive integration of this structural information.
Our baseline system uses a standard hierarchical,
token-based chunking method. Our second sys-
tem introduces a more context-aware hierarchical
approach, using "rhetorical chunks" based on se-
mantic roles. Our final, most advanced system
fine-tunes a model on text embedded with data-
driven importance scores for each rhetorical role,
explicitly teaching the model to weigh information
based on our analysis of the summary-generation
process.

2 Methodology

2.1 Base Model and Fine-Tuning

All three systems leverage the Legal Pegasus
(nsi319/legal-pegasus) model, chosen for its
fine-tuning on legal text. We fine-tuned this model
on the full 1200-document InLSum training set.
Due to GPU memory constraints with long se-
quences, we employed memory-saving techniques:
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the Adafactor optimizer, a per-device batch size
of 1, and gradient accumulation steps of 8 (effec-
tive batch size of 8). The learning rate was set to
2× 10−5.

2.2 Handling Document Length
A primary challenge in legal summarization is the
extreme length of judgments, often exceeding the
1024-token limit of models like PEGASUS. We
implemented a two-pronged strategy:

• Short Documents: Judgments approximated
as shorter than 1024 tokens were summarized
directly by feeding the entire text to the model.

• Long Documents: Judgments exceeding the
threshold were processed using a hierarchical
summarization approach, detailed differently
for each system below.

2.3 System 1: Baseline Hierarchical
Summarization

Our baseline system addresses the challenge of
long documents using a standard hierarchical sum-
marization technique, illustrated in Figure 1. For
documents exceeding the model’s input limit (ap-
proximated by a 4096-character threshold), the text
is first divided into overlapping chunks of approx-
imately 900-1000 tokens. This naive token-based
splitting often disrupts the natural semantic flow of
the legal text. Each chunk is then summarized inde-
pendently by our fine-tuned Legal Pegasus model,
capturing primarily local context. These initial
summaries are recursively combined in pairs (or
small groups) and re-summarized, building a tree
structure where each ascending level incorporates
context from a wider portion of the original doc-
ument. This step is repeated recursively until the
final summary is generated, which will have con-
text of all the initial chunks.

2.4 System 2: Hierarchical Summarization
with Rhetorical Chunking (RR-Chunk)

System 2 enhances the hierarchical approach by in-
corporating semantic structure. We first preprocess
the entire dataset using a BERT-BiLSTM model,
which uses BERT model which is finetuned on
Indian legal corpus for word embeddings and two
Bi-LSTMs for sentence and document level context
followed by a classification head to tag each sen-
tence with one of seven rhetorical roles (e.g., Facts,
Decision). A Legal Pegasus model is then fine-
tuned on this enriched data, learning to recognize

text prepended with role tags (e.g., [Facts] The
petitioner...). During inference for long docu-
ments, instead of splitting by token count, we em-
ploy rhetorical chunking: consecutive sentences
sharing the same role are grouped into a single
chunk. This preserves the logical units of the judg-
ment (like keeping all facts together) and provides
more coherent segments to the summarizer. But
if the chunk itself is longer than 1024 tokens then
the chunk is again split using a 900-1000 token
threshold. The same multi-level hierarchical sum-
marization process depicted in Figure 1 is then ap-
plied, using these semantically meaningful rhetor-
ical chunks as the base units and the RR-tuned
model for summarization at each level. This ap-
proach aims to guide the language model more
effectively by leveraging the inherent structure of
the legal document, hypothesizing that summaries
generated from complete rhetorical units will be
superior. Short documents are summarized directly
using the RR-tuned model.

2.5 System 3: Fine-Tuning with Weighted
Rhetorical Roles (WRR- Tune)

Our third system investigates whether explicitly sig-
naling the data-driven importance of each rhetorical
role during fine-tuning can further enhance summa-
rization.

Algorithm 1 RR Importance Scoring

Require: Tagged Judgments J , Tagged Sum-
maries S

1: Initialize Cj [r]← 0, Cs[r]← 0 for all roles r
2: Initialize Tj ← 0, Ts ← 0
3: for all document d in J ∩ S do
4: for all sentence sent in djudg do
5: r ← get_role(sent)
6: Cj [r]← Cj [r] + 1; Tj ← Tj + 1
7: end for
8: for all sentence sent in dsumm do
9: r ← get_role(sent)

10: Cs[r]← Cs[r] + 1; Ts ← Ts + 1
11: end for
12: end for
13: for all r in all unique roles do
14: Pj ← (Cj [r]/Tj)× 100
15: Ps ← (Cs[r]/Ts)× 100
16: Ret← Ps/Pj

17: Score[r]← √Ret× Ps

18: end for
19: return Score sorted descending
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Figure 1: Hierarchical summarization tree. Initial summaries (Level 1) capture local context from base chunks
(token-based or rhetorical). Subsequent levels combine these summaries, progressively incorporating broader
context. until the final summary integrates information globally.

Algorithm 1 estimates how important each
rhetorical role is to human-written summaries. Let
J denote the set of tagged judgments and S the
set of tagged summaries. For every document d
that appears in both sets (d ∈ J ∩ S), we iterate
over all judgment sentences djudg and summary
sentences dsumm, and obtain their rhetorical roles.
We maintain two role-count distributions: Cj [r]
records how many judgment sentences belong to
role r, and Cs[r] records the same for summaries.
We also track total sentence counts Tj and Ts across
judgments and summaries respectively. After ac-
cumulating these counts over all documents, we
compute the percentage frequency of each role in
judgments as Pj = (Cj [r]/Tj)× 100 and in sum-
maries as Ps = (Cs[r]/Ts) × 100. The retention
ratio Ret = Ps/Pj captures how strongly role r is
preserved from judgment to summary. Finally, the
overall importance score for each role is given by
Score[r] =

√
Ret× Ps, which emphasizes roles

that are both frequently included in summaries and
retained at a high rate. Roles are then ranked in
descending order of Score[r].

We first derived an importance score for each
rhetorical role based on its representation in the
training data, as detailed in Algorithm 1. The
core idea is that roles significantly more concen-
trated in human-written summaries (relative to
their presence in full judgments) are more im-

portant for summarization . To balance this re-
tention factor with the role’s absolute presence
(volume) in the summary, we employed the ge-
ometric mean (sqrt(Retention * Summary
percentage(volume)), ensuring high scores are
assigned only to roles that are both highly retained
and substantially present. This analysis yielded the
scores shown in Table 1, identifying roles like Facts
and Decision as most important. The seven rhetori-
cal roles are Facts, Reasoning, None, Decision, Arg
Petitioner, Arg Respondent and Issue. As show in
table 1, each sentence is classified into one of the
seven rhetorical roles along with it’s importance
score. We then created a new version of the train-
ing dataset where the input text embedded these
scores within the role tag using a human-readable
format, for example, [Facts, importance score
9.48] The petitioner.... This descriptive tag
provides a clearer linguistic signal to the model
about the score’s meaning compared to just em-
bedding rhetorical role. A separate Legal Pega-
sus model (WRR-Tune) was then fine-tuned from
scratch on this new weighted-role dataset, learn-
ing to directly associate the explicit importance
score with the summarization task during training.
For inference, System 3 uses the same rhetorical
chunking hierarchical method as System 2, but
utilizes this specialized WRR-Tuned model to gen-
erate summaries at each level, thus leveraging the
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Role Imp Score Retention Summary %
Facts 9.48 2.83x 31.73%
Reasoning 5.61 2.18x 14.43%
None 4.93 0.64x 37.87%
Decision 4.77 3.60x 6.33%
Arg. Petitioner 2.09 0.63x 6.92%
Arg. Respondent 0.73 0.23x 2.28%
Issue 0.60 0.81x 0.44%

Table 1: Rhetorical Role Importance Scores.

learned importance weights throughout the process.
This system tests whether the model can effectively
learn and utilize explicit, data-driven importance
signals provided directly within the input during
fine-tuning.

3 Results and Discussions

3.1 Computational Environment
All experiments were conducted using a virtual ma-
chine equipped with an Intel(R) Xeon(R) CPU @
2.00GHz and an NVIDIA Tesla P100 GPU with
16GB VRAM. The models were implemented in
Python using the PyTorch deep learning framework,
along with the Hugging Face Transformers library
for BERT-based architectures. All the experiments
being reported in the paper including the compara-
tive studies were done by us, in this computational
setup.

3.2 Results
The performance of our three systems on the vali-
dation set and the performance of System 3 on the
test set are presented in Table 2.

As shown in Table 2, there is a clear and consis-
tent improvement across all metrics on the valida-
tion set as we progressed from System 1 to System
3. System 2 (RR-Chunk), which utilized rhetori-
cal roles for more coherent chunking, significantly
outperformed the baseline System 1, highlighting
the benefit of incorporating semantic structure into
the hierarchical process. System 3 (WRR-Tune),
which fine-tuned the model with explicit, data-
driven importance scores embedded in the input,
achieved the best performance on the validation set
by a considerable margin, particularly demonstrat-
ing strong gains in ROUGE-2 and BLEU scores.
This confirms our hypothesis that providing the
model with quantitative importance signals during
fine-tuning is a highly effective strategy for legal
summarization. On the final test set, System 3
maintained strong performance, achieving an aver-
age score of 20.74 and a ROUGE-L score of 25.93.

Overall, the steady rising trend in all three sys-
tems indicates that summarization performance is
greatly improved by combining both structure in-
formation (by rhetorical roles) and quantitative
salience cues (via significance ratings). The ad-
vancements show that models that are informed by
both explicit markers of content relevance and lin-
guistic structure are beneficial for legal abstraction.

3.3 Discussion
The results clearly demonstrate a progressive im-
provement from System 1 to System 3 across all
evaluation metrics. System 1, which relies on a
standard hierarchical summarization pipeline with
naive token-based chunking, provides a reasonable
baseline but is limited by its inability to preserve
the semantic structure of legal documents. As a
result, the model often receives context fragments
that do not align with coherent discourse units, re-
ducing the effectiveness of the hierarchical encoder–
decoder process.

System 2 (RR-Chunk) shows a noticeable in-
crease in ROUGE-2, ROUGE-L, and BLEU, which
highlights the advantage of using rhetorical roles
for segmentation. Since Indian court judgments fol-
low a well-defined argumentative structure, group-
ing text according to rhetorical roles leads to more
meaningful chunks. This enables the model to
better capture fact-heavy and decision-relevant sec-
tions, improving the overall quality of the generated
summaries.

System 3 (WRR-Tune) achieves the highest per-
formance on both the validation and test sets. By
fine-tuning the model with explicit importance
scores embedded directly into the input, the system
gains an additional signal that helps it prioritize
legally salient content during generation. These im-
portance cues guide the model toward focusing on
segments that contribute more substantially to ac-
curate and coherent summaries. The stronger gains
in ROUGE-2 and BLEU suggest that importance-
weighted fine-tuning enhances the model’s ability
to reproduce key multiword expressions and legally
significant phrasing.

Overall, the consistent upward trend across all
three systems confirms that incorporating both
structural information and quantitative salience
cues significantly boosts summarization perfor-
mance. The improvements indicate that legal ab-
straction benefits from models that are guided not
only by linguistic structure but also by explicit in-
dicators of content relevance.

124



Dataset System AVG ROUGE-2 ROUGE-L BLEU

Validation Set Results

Validation System 1 (Baseline Hierarchical) 18.65 18.81 24.43 12.70
Validation System 2 (RR-Chunk) 19.93 20.37 25.16 14.26
Validation System 3 (WRR-Tune) 21.53 22.57 26.28 15.75

Test Set Results

Test System 3 (WRR-Tune) 20.74 21.86 25.93 14.43

Table 2: Performance comparison of the three systems on the InLSum validation set and the final test set performance
for System 3. Scores are reported as provided by the shared task organizers.

4 Conclusion and Future Work

In this paper, we presented three systems for the
JUST-NLP 2025 Legal Summarization shared task,
all based on a fine-tuned Legal Pegasus model.
Our methods progressed from a standard hierar-
chical baseline (System 1) to a semantically-aware
model using rhetorical-role-based chunking (Sys-
tem 2), and finally to a novel system fine-tuned on
text embedded with data-driven importance scores
(System 3). Our experiments on the validation
set show a clear and consistent performance im-
provement at each stage, with System 3 achieving
the highest scores across all metrics. This con-
firms our hypothesis that progressively enriching
the model’s input with both structural-semantic in-
formation (rhetorical roles) and quantitative, data-
driven signals (importance scores) is a highly ef-
fective strategy for producing more accurate and
coherent summaries of complex legal judgments.
For future work, we plan to address the limitations
of hierarchical chunking by experimenting with
end-to-end long-context models such as LED or
Long-T5, which can process entire documents at
once. We also plan to work on explainablity and
ensembling with other well performing LLMs like
BART and LED.

Limitations

The hierarchical summarization framework, used in
all three systems, is a necessary workaround but is
not ideal. It still risks context loss at chunk bound-
aries and, more significantly risks the coherency of
the final summary . Furthermore, the performance
of Systems 2 and 3 is fundamentally dependent
on the accuracy of the upstream BERT-BiLSTM
model used for rhetorical role tagging. Any errors
from this classifier are propagated and potentially
amplified by the summarization model, which has

been trained to trust these (sometimes incorrect)
structural and weighted tags.

Ethics Statement

This research was conducted using publicly avail-
able legal dataset released for academic and re-
search purposes. No private or personally identi-
fiable information was involved at any stage. The
primary goal of this work is to explore abstrac-
tive summarization for legal documents. While
the proposed models show promising results, they
reflect patterns present in the training data. Any
biases, inaccuracies, or limitations in the dataset
may influence model predictions. Therefore, these
models should not be seen as replacements for hu-
man legal reasoning. We strongly encourage users
to apply this work responsibly and ethically, keep-
ing in mind the sensitive nature of legal decision
making.
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Abstract

In a massively multilingual country like India,
providing legal judgments in understandable
native languages is essential for equitable jus-
tice to all. The Legal Machine Translation
(L-MT) shared task focuses on translating le-
gal content from English to Hindi which is the
most spoken language in India. We present a
comprehensive evaluation of neural machine
translation models for English-Hindi legal doc-
ument translation, developed as part of the L-
MT shared task. We investigate four multi-
lingual and Indic focused translation systems.
Our approach emphasizes domain specific fine-
tuning on legal corpus while preserving statu-
tory structure, legal citations, and jurisdic-
tional terminology. We fine-tune two legal
focused translation models, InLegalTrans and
IndicTrans2 on the English-Hindi legal paral-
lel corpus provided by the organizers where
the use of any external data is constrained.
The fine-tuned InLegalTrans model achieves
the highest BLEU score of 0.48. Compara-
tive analysis reveals that domain adaptation
through fine-tuning on legal corpora signifi-
cantly enhances translation quality for special-
ized legal texts. Human evaluation confirms
superior coherence and judicial tone preserva-
tion in InLegalTrans outputs. Our best per-
forming model is ranked 3rd on the test data.

1 Introduction

Legal translation is one of the most challenging
domains in natural language processing, requiring
not only linguistic accuracy, but also preservation
of legal semantics, statutory structure, and jurisdic-
tional terminology. In multilingual legal systems
such as India’s, where legal proceedings and docu-
mentation occur across multiple languages, accu-
rate translation between English and Indian lan-
guages is essential for ensuring access to justice
and legal transparency. The linguistic and cultural
gap between English legal texts and their Hindi

translations demands specialized translation sys-
tems that can handle domain specific terminology,
complex sentence structures, and formal register.
Recent studies in legal NLP highlight concrete fail-
ures of general-purpose systems on legal discourse:
domain-specific pretraining or fine-tuning consis-
tently improves performance on legal tasks such
as judgment classification, statutory retrieval, and
terminology preservation (Chalkidis et al., 2020;
Zheng et al., 2021; Chu and Wang, 2018). For In-
dic language pairs, large parallel resources such
as Samanantar have enabled improved base mod-
els for Indian languages (Ramesh et al., 2021),
yet English–Indic legal translation remains under-
resourced compared to English–European pairs.
This gap is further amplified by code-switching
and transliteration phenomena in Indian legal texts,
which complicate tokenization and lexical align-
ment (see e.g. (Mujadia et al., 2024)).
Empirical evidence from priorMT research indi-

cates that domain adaptation, either via continued
pre-training on in-domain corpora or targeted fine-
tuning—yields substantial gains in adequacy and
terminology fidelity compared to out-of-domain
baselines (Chu and Wang, 2018; Farajian et al.,
2017; Rossi and Chevrot, 2019). Furthermore, re-
cent large multilingual models (e.g., NLLB-200)
demonstrate strong cross-lingual transfer but often
underperform specialized, domain-adapted mod-
els on niche corpora unless further adapted (Costa-
jussà et al., 2022; Mahapatra et al., 2025).
Traditional rule-based and statistical machine

translation approaches have historically struggled
with the specialized vocabulary and syntactic com-
plexity present in legal documents. The advent
of neural machine translation (NMT) (Sutskever
et al., 2014; Bahdanau et al., 2015; Vaswani
et al., 2017) has significantly improved translation
quality across general domains, yet legal transla-
tion remains underexplored, particularly for low-
resource language pairs such as English-Hindi in
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legal contexts.
The L-MT shared task on English-Hindi le-

gal translation provides a standardized evalua-
tion framework for developing translation sys-
tems in the legal domain. This addresses the
critical need for automated translation tools capa-
ble of processing Indian legal judgments, statutes,
and legal documents while maintaining seman-
tic fidelity and legal phrasing accuracy. In this
work, we present a comprehensive evaluation
of four translation systems spanning different ar-
chitectural paradigms and parameter scales: In-
dicTrans2 (200M), a specialized encoder-decoder
model for Indic languages; InLegalTrans (1B), a
domain-adapted model pre-trained on legal cor-
pora; NLLB-200Distilled (1.3B), amassivelymul-
tilingual baseline; and Gemini 2.0 Flash API, a
large-scale commercial model. Our investigation
focuses on the impact of domain-specific fine-
tuning, legal-aware preprocessing, and terminol-
ogy preservation strategies on translation quality.

2 Related Work

Neural machine translation has evolved sig-
nificantly since the introduction of attention-
based sequence-to-sequence architectures (Bah-
danau et al., 2015) and self-attention based trans-
former models (Vaswani et al., 2017). Pre-trained
multilingual models such as mBART (Liu et al.,
2020), mT5 (Xue et al., 2021), and NLLB-200
(Costa-jussà et al., 2022) have demonstrated im-
pressive zero-shot translation capabilities across
hundreds of languages through large-scale multi-
lingual pre-training. These models leverage cross-
lingual transfer learning to achieve robust perfor-
mance even on low-resource language pairs.
For Indic languages, the Samanantar corpus

(Ramesh et al., 2021) provided large-scale paral-
lel data for English to Indic and Indic to Indic lan-
guage pairs that led to the development of Indic-
Trans. This model introduced the first large-scale
model specifically designed for Indian language
pairs. IndicTrans2 (Gala et al., 2023) extended
this work with improved architectures, larger train-
ing corpora, better noise filtering, and better han-
dling of script normalization. Recent parameter-
efficient fine-tuning methods including LoRA (Hu
et al., 2021) and adapter layers (Houlsby et al.,
2019) have enabled domain adaptation with min-
imal computational overhead retaining pre-trained
knowledge.

Although all these NMT systems have been
seamlessly integrated into many domains through
domain adaptation, legal translation poses unique
challenges including specialized terminology, for-
mal register, and complex syntactic structures
characteristic of statutory language (Cao, 2007;
Šarčević, 2000). Domain-specific models such as
Legal-BERT (Chalkidis et al., 2020) and legal do-
main pre-training approaches (Zheng et al., 2021)
have demonstrated the value of legal domain pre-
training for natural language understanding of En-
glish legal text. However, legal NMT for English-
Indic language pairs remains critically underex-
plored despite the practical importance in multilin-
gual legal systems.
Prior work on legal NMT has focused on do-

main adaptation through continued pre-training
on legal corpora (Chu and Wang, 2018; Fara-
jian et al., 2017) and incorporation of legal ter-
minology glossaries (Rossi and Chevrot, 2019).
Our work extends this research by conducting
a comparative evaluation of multiple neural ar-
chitectures for English-Hindi legal translation,
demonstrating substantial quality improvements
through domain-specific fine-tuning while main-
taining strict shared-task constraints that prohibit
external data usage. MILPac (Mahapatra et al.,
2025) consists of MT benchmarks in the legal do-
main vetted by law practioners for several English
and low resource Indian language pairs. The au-
thors also released InLegalTrans, an multilingual
NMTmodel fine-tuned on IndicTrans2. LMs (Zhu
et al., 2024) also have been widely used for ma-
chine translation where the machine translation is
performed through a decoder only model rather
than the traditional encoder-decoder models. The
translation capabilities from English to diverse In-
dian languages (Mujadia et al., 2024) of different
LLMs have been studied.

3 Methodology

3.1 Dataset

The L-MTEnglish-Hindi Legal Translation corpus
(Singh et al., 2025) consists of parallel sentence
pairs extracted from Indian legal documents, in-
cluding court judgments, statutory provisions, and
legal proceedings. Each entry contains an English
source sentence and its corresponding Hindi trans-
lation in Devanagari script. The corpus exhibits
domain-specific characteristics typical of Indian le-
gal discourse, including complex syntactic struc-
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tures, specialized terminology, and formal regis-
ter. It includes 50,000 samples provided for fine-
tuning, 5,000 samples provided for validation dur-
ing the training phase (validation set), and 5,000
samples on which the final BLEU score was calcu-
lated (test set).
The dataset preserves legal-specific elements

including citation patterns (e.g., “AIR 1997 SC
1234”, “Section 125 of the CrPC”), constitutional
articles, domain-specific legal terminology such
as “writ petition”, “respondent”, “jurisdiction” and
“fundamental rights” that require accurate trans-
lation or appropriate transliteration, and numer-
ical consistency with dates, case numbers, sec-
tion identifiers, and monetary amounts preserved
across source and target sentences. For submis-
sions and evaluations, we train on the complete
training corpus to maximize model exposure to
domain-specific patterns.

Table 1: Corpus statistics for English-Hindi legal trans-
lation.

Split # Samples Usage

Training 50,000 Fine-tuning
Validation 5,000 Dev evaluation
Test 5,000 Final evaluation

The training corpus exhibits linguistic diversity
across legal sub-domains including constitutional
law, criminal procedure, civil litigation, contract
law, and property law. Average sentence length is
approximately 28 tokens for English and 32 tokens
for Hindi, reflecting the morphological richness
of Devanagari script. The corpus maintains au-
thentic translation challenges including ambiguous
legal terminology, code-switching patterns where
English legal terms are retained in Hindi transla-
tions, and syntactic divergence in terms of gram-
matical structures. All experiments strictly adhere
to shared-task constraints by using only the official
provided datasets without external corpora, back-
translation, or synthetic augmentation.

3.2 Training Details
The models are trained for 3 epochs with batch
size 4 and learning rate 2e-4 on an NVIDIA A100
GPU with 94GB RAM. We follow IndicTrans2’s
preprocessing guidelines for normalization and to-
kenization. Script tags in the format Eng_Latn →
Hin_Deva are added to each translation pair to en-
sure script consistency.

Table 2: Training configuration for InLegalTrans-
en2Indic-1B

Component Setting

Base model InLegalTrans-en2Indic-1B
Quantization 4-bit NF4 (bitsandbytes)
LoRA rank/alpha r = 16, α = 32
Target modules q_proj, k_proj, v_proj,

o_proj, fc1, fc2
Optimizer paged_adamw_32bit
Learning rate 2× 10−4 (linear decay)
Batch size 4 per device
Epochs 3
Precision FP16 mixed precision
Max seq. length 512 tokens
Hardware NVIDIA A100 (94 GB)
Notes Gradient accumulation used

to simulate larger batch size

Particular care is taken to preserve legal sym-
bols, citations, and numbering. Symbols like “§,”
“Sec.,” and “Art.” are kept exactly as they are. We
eliminate pairs with empty target translations and
filter out sentence pairs with significant length mis-
matches (greater than 3:1) to avoid model confu-
sion. To minimize GPUmemory consumption and
enable efficient domain adaptation, InLegalTrans
is optimized with parameter-efficient adapters us-
ing LoRA/PEFT techniques.

3.3 Evaluation Metrics
We evaluate the translation quality using three
complementary metrics: BLEU (Papineni et al.,
2002) for n-gram precision, ROUGE-L (Lin,
2004) for longest common subsequence to assess
sentence-level structural preservation, and chrF++
(Popović, 2017) for character-level or subword ac-
curacy. For inference, we use beam search de-
coding with beam width of 4 and temperature of
0.7, followed by post-processing for punctuation
restoration and formatting corrections.

4 Results and Analysis

Table 3 shows detailed evaluation metrics across
all three metrics on the final test set.

4.1 Quantitative Analysis
From the results, we observe that the fine-tuned
InLegalTrans model achieves the highest BLEU
score of 0.48, representing a 55% improvement
over the base model (0.31 BLEU). This model
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Table 3: Detailed evaluation metrics on test set. (final leaderboard score)

Model BLEU ROUGE-L chrF++

Base Models

IndicTrans2 (Gala et al., 2023) 0.30 0.42 0.52
Gemini 2.0 Flash (few-shot) 0.16 0.35 0.43
InLegalTrans (Mahapatra et al., 2025) 0.31 0.44 0.54
NLLB-200 (Costa-jussà et al., 2022) 0.27 0.39 0.49

Fine-tuned Models

IndicTrans2 (Gala et al., 2023) 0.31 0.43 0.53
InLegalTrans (Mahapatra et al., 2025) 0.48 0.56 0.73

demonstrates superior performance in preserving
the inherent characteristics of the legal texts. In-
dicTrans2 maintains stable performance at approx-
imately 0.31 BLEU regardless of fine-tuning, sug-
gesting strong pre-trained generalization to formal
text but limited domain adaptation capacity for
legal-specific patterns.
Several key observations emerge from the eval-

uation:
Domain Adaptation Impact: Fine-tuning on

legal corpora yields substantial improvements only
for InLegalTrans (+0.17 BLEU), while Indic-
Trans2 showed minimal gains (+0.01 BLEU). This
suggests that InLegalTrans’s architecture and le-
gal pre-training approach are more receptive to
domain-specific adaptation.
Model Scale vs. Specialization: Despite hav-

ing fewer parameters (1B vs. 1.3B), the fine-tuned
InLegalTrans significantly outperformed the larger
NLLB-200 model (0.48 vs. 0.27 BLEU). This
demonstrates that domain specialization and tar-
geted fine-tuning can be more effective than raw
model capacity for specialized translation tasks.
CommercialModel Performance: Gemini 2.0

Flash achieved the lowest BLEU score (0.16) de-
spite being a large-scale commercial model. Man-
ual inspection reveals that while Gemini produces
fluent translations, they frequently deviate from le-
gal phrasing conventions and exhibited semantic
inconsistencies in handling statutory language, in-
stead preferring generic terms in generation.
Metric Consistency: Performance rankings re-

mains consistent across all three metrics (BLEU,
ROUGE-L, chrF++), with InLegalTrans (FT) lead-
ing in all categories. The strong correlation
between metrics validates the robustness of our
evaluation. The model’s strong performance in

ROUGE-L (0.56) and chrF++ (0.73) metrics indi-
cates robust sentence-level structural preservation
and character-level accuracy.

4.2 Qualitative Analysis

Table 4 presents a representative translation exam-
ple demonstrating the strengths and weaknesses of
different models on legal text.

Table 4: Example translations from different models.

Model Translation

Source The petitioner has challenged the constitutional validity of
Section 377.

Reference या˃चकाकतार् ने धारा 377 कɃ संवधैािनक वधैता को चुनौती दी ह।ै

InLegalTrans
(FT)

या˃चकाकतार् ने धारा 377 कɃ संवधैािनक वधैता को चुनौती दी।

IndicTrans2
(FT)

या˃चकाकतार् ने अनुच्छेद 377 कɃ संवधैािनक मान्यता को चुनौती दी।

NLLB-200 अजɁदार ने सेक्शन 377 कɃ संवधैािनक वधैता को चुनौती दी ह।ै

Gemini (few-
shot)

या˃चकाकतार् ने धारा 377 कɃ वधैता पर सवाल उठाया ह।ै

The qualitative analysis reveals that InLegal-
Trans (FT) produces translations nearly identical
to the reference, maintaining precise legal ter-
minology. IndicTrans2 substitutes वधैता (valid-
ity) with मान्यता (recognition), introducing a sub-
tle but significant semantic shift in legal meaning.
NLLB-200 uses inconsistent terminology (अजɁदार
instead of या˃चकाकतार् for petitioner) and translit-
erates “Section” as सेक्शन rather than using the
proper Hindi term धारा. Gemini paraphrases ex-
cessively, changing “challenged” to “questioned”
(सवाल उठाया), which alters the legal force and pre-
cision of the statement.
These examples confirm that domain-specific

fine-tuning on legal corpora is essential for achiev-
ing high-quality English-Hindi legal translation,
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and that specialized models outperform general-
purpose systems in preserving legal semantics.

5 Conclusion

In this paper, we present a comprehensive evalua-
tion of neural machine translation models for the
translation of English-Hindi legal documents as
part of the L-MT shared task. We demonstrate that
domain-specific fine-tuning on legal corpora sub-
stantially enhances translation quality for special-
ized legal texts, with the fine-tuned InLegalTrans
model achieving the highest BLEU score of 0.48,
a 55% improvement over its base performance.
Our comparative analysis of four translation sys-

tems spanning different architectural paradigms re-
vealed that domain specialization and targeted fine-
tuning can be more effective than raw model ca-
pacity, as evidenced by the 1B parameter InLe-
galTrans outperforming the larger 1.3B parameter
NLLB-200 model. The results confirm that pre-
serving legal terminology, statutory structure, and
formal phrasing requires dedicated domain adapta-
tion rather than relying solely on general-purpose
multilingual models. As a natural extention of this
work, we would explore the possibility of develop-
ing MT models from English to other Indian lan-
guages. Since the legal domain is a critical do-
main, it requires quality legal benchmarks to eval-
uate the developed models. We would like to work
in this direction as well. We plan to introduce
linguistic regularization mechanisms during train-
ing to explicitly model legal discourse markers and
domain-specific cue phrases. The final fine-tuned
model (InLegalTrans-FT) is available here - Hug-
ging Face.

Limitations

While our system demonstrates strong perfor-
mance on the L-MT dataset, several limitations
warrant acknowledgment. The fine-tuning is per-
formed exclusively on the provided legal corpus,
which may limit generalization to other legal sub-
domains or regional legal language variations. The
evaluation primarily relies on automatic metrics
(BLEU, ROUGE-L, chrF++), which may not fully
capture nuanced legal semantic equivalence. Al-
though human evaluation at limited is carried out,
it is conducted by non-experts. The system’s han-
dling of rare legal terminology and emerging legal
concepts requires further extensive human evalua-
tion by legal experts.
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Abstract

The shared task of Legal Summarization (L-
Summ) focuses on generating abstractive sum-
maries for the Indian court judgments in En-
glish. This task presents unique challenges
in producing fluent, relevant, and legally ap-
propriate summaries given voluminous judg-
ment texts. We experiment with different
sequence-to-sequence models and present a
comprehensive comparative study of their per-
formance. We also evaluate various Large
Language Models (LLM) with zero-shot set-
tings for testing their summarization capabili-
ties. Our best performing model is fine-tuned
on a pre-trained legal summarization model
where relevant passages are identified using
the maximum marginal relevance(MMR) tech-
nique. Our findings highlight that retrieval-
augmented fine-tuning is an effective approach
for generating precise and concise legal sum-
maries. We obtained a rank of 5th overall1.

1 Introduction

One of the main impediments to India’s growth is
its pending cases, in which cases remain unsolved
due to the shortage of competent manpower (Katju,
2019). According to the national judicial data grid2,
82 percent of criminal cases are pending for more
than 9 years in various district courts of India. The
facts show that the Indian legal system alone has
more than 44 million pending cases. Most of the
processes in the legal system still remain manual
with very few examples of transition to fully digital
court rooms.

To assist the legal community, several works such
as the series of shared tasks on Artificial Intelli-
gence for Legal Assistance (AILA), semantic seg-
mentation of judicial text using rhetorical roles

1The demonstration of the approaches used in the paper
can be found in https://github.com/nitajadav8/Legal_
TextSumm

2https://njdg.ecourts.gov.in/njdg_v3/

(Malik et al., 2022), summarization (Parikha et al.,
2021; Datta et al., 2023), machine translation
(Kocmi et al., 2025), language understanding mod-
els specific to the Indian legal system (Paul et al.,
2023), and legal reasoning models (Joshi et al.,
2024) have been proposed. In a similar vein, the Le-
gal Summarization shared task under the JustNLP
workshop3 attempts to develop legal summariza-
tion systems capable of handling domain-specific
legal knowledge, legal understanding, legal reason-
ing, and coherent abstraction for Indian judgments
in English.

Reasoning over large specialized legal judgments
and generating abstractive summaries make this
task even more challenging. As we are dealing
with large documents, semantic segmentation of
the document into passages becomes extremely
important. Similarly, locating the relevant passages
corresponding to a summary is also equally crucial
for the overall performance of any summarization
model especially in this domain.

Taking all these complexities into account, our con-
tributions in this paper are threefold.

1. Semantic Segmentation of documents into
meaningful passages using different LLMs

2. Relevant passage retrieval corresponding to
a summary using different techniques with
dense embeddings

3. Fine-tuning domain-specific summarization
models with comprehensive comparison

2 Related Work

Although document summarization remains a very
active and competitive research area in general and
other technical domains, it has very sparse repre-
sentation in the legal domain. Publicly available

3https://exploration-lab.github.io/JUST-NLP/
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Train Validation Test

Metrics Judgment Summary Judgment Summary Judgment Summary

Number of Samples 1200 1200 200 200 400 400
(Min, Max) Words (169, 149087) (29, 2404) (336, 92322) (106, 1552) (183, 155282) (44, 1934)
Average Words 8294 606 6815 603 7920 621
(Min, Max) Sentences (1, 3129) (1, 18) (2, 813) (1, 13) (1, 2228) (1, 18)
Average Sentences 79 3 61 4 78 3

Compression Ratio 0.74 0.70 0.70
Density 34.03 34.74 32.25
Abstractivity 0.93 0.93 0.94

Table 1: Dataset Statistics for Train, Validation, Test variants of L-Summ.

legal datasets are very few even for highly resource
rich languages such as English. The majority of the
available data span through sub-domains such as
patents (Sharma et al., 2019) and contracts (Manor
and Li, 2019), whereas actual court rulings (de Var-
gas Feijó and Moreira, 2018) are scarce.

To overcome the lack of rich resources, there have
been few attempts in the Indian context to generate
high-quality summarization datasets (Parikh et al.,
2021). In-Abs (Shukla et al., 2022) consists of
7000 abstractive summaries or headnotes of the In-
dian Supreme Court judgments using reliable legal
resources. IL-TUR (Joshi et al., 2024) presents
a comprehensive benchmark and strong baseline
models for the understanding and reasoning over
the Indian legal texts. Their best performing sum-
marization model is fine-tuned on the legal Pegasus
(Sairam, 2021) model. The legal Pegasus model is
a fine-tuned version of the Pegasus (Zhang et al.,
2020) model on the US securities litigation dataset.

Most of the research in the domain of legal sum-
marization is limited to only English. MILDSum
(Datta et al., 2023) is an attempt to provide under-
standable summaries in native languages through
cross-lingual summarization for complex court pro-
ceedings written in English. With the advent of
LLMs and improved performance in the majority
of tasks, the research in the direction of building
domain-specific LLMs has gained traction. Do-
main adaptive pre-training and converting raw cor-
pora into reading comprehension tasks (Cheng
et al., 2023) enhance performance across various
tasks in different domains, including law.

3 L-Sum Dataset Description

The dataset used in the task is shared by the organiz-
ers. Each entry in the dataset consists of a judgment

and a corresponding concise summary in English.
To perform in-depth data analysis, we adopted sev-
eral metrics from Urlana et al. (2022, 2023b,a) and
reported the number of words, the size of the vocab-
ulary, compression-ratio and density of judgment
to summary. The detailed data analysis statistics of
the dataset are listed in Table 1.

4 Data processing

4.1 Preprocessing
The given documents in the L-Summ dataset do
not have any annotations related to rhetorical roles
(Malik et al., 2022) that could be leveraged for their
semantic segmentation. Moreover, the document
has additional noise of broken or incomplete sen-
tences, misspelled words, non-ASCII characters,
and title statements without proper structure. Con-
sidering this complexity, we incorporate different
pre-processing techniques to remove the noise and
divide each judgment into semantically coherent
passages or paragraphs to harness the effectiveness
of domain-specific summarization models that are
explained in the following sections. All non-ASCII
characters, special symbols, and redundant spaces
are removed to ensure text uniformity.

4.2 Normalization
A judgment can have a wide variety of abbrevia-
tions from the legal domain as well as short sen-
tences about sections, articles, writ numbers, and
other legal information. It also contains unstruc-
tured sentences with improper spacing. Normaliz-
ing these sentences is essential for preparing the
data for the models. We automate the normaliza-
tion process using GPT-4 (OpenAI et al., 2024)
and the corresponding prompt mentioned in Ap-
pendix A.1.
1. Expansion of Abbreviations: Common abbre-
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Model R-2 R-L BLEU
Z

er
o-

sh
ot

Qwen-32b (Yang et al., 2025) 14.7 18.7 6.7
gpt-oss-120b (Agarwal et al., 2025) 17.8 21.8 9.1
Llama-4 17b (AI, 2025) 22.0 24.0 9.8
Legal-Pegasus (Sairam, 2021) 17.0 20.7 6.2
LongFormer (Beltagy et al., 2020) 21.6 21.9 15.4
Llama 3.1 8b (Dubey et al., 2024) 21.1 23.8 10.5
Llama 3 70b (Dubey et al., 2024) 21.4 23.6 7.9

Fi
ne

-t
un

in
g Legal-Pegasus-DPR (Karpukhin et al., 2020) 19.4 20.2 9.9

LongFormer-MCS (Shukla et al., 2022) 22.3 23.2 14.7
Legal-Pegasus-MCS (Shukla et al., 2022) 22.9 23.0 9.6
LongFormer-MMR (Xie and Liu, 2008) 21.7 21.9 15.6
Legal-Pegasus-MMR (Xie and Liu, 2008) 24.4 24.7 16.8

Table 2: Various models’ performance comparison on
Validation Dataset.

viations such as dept., Addl., secy., and Lko are
expanded into their full forms—department, Ad-
ditional, Secretary and Lucknow—to enhance text
clarity and uniformity.
2. Coreference resolution of legal entities: Legal
judgments often contain implicit or missing refer-
ences to entities such as courts. In this step, such
references are made explicit.
3. Completion of Incomplete Sentences: Frag-
mented or unstructured sentences are transformed
into grammatically complete forms for better read-
ability.

4.3 Passage Retrieval

Passage retrieval is very important in summariza-
tion tasks when we are dealing with large docu-
ments. It helps identify and extract relevant content
that is semantically aligned with the summary, im-
proving summary coherence and informativeness.
We also perform experiments without considering
the semantic relevance. In both experimental set-
ups, the judgment document is divided into pas-
sages of a maximum of 1024 tokens, preserving
the long sentence boundaries. The passage length is
increased (maximum 2048 tokens) for models such
as Longformer (Beltagy et al., 2020), as they are ca-
pable of handling large documents. For fine-tuning,
three approaches are used to retrieve passages from
a long judgment and its corresponding summary.

4.3.1 Dense Passage Retrieval (DPR)
The DPR approach (Karpukhin et al., 2020; Faizul-
lah et al., 2024) is based on the idea of covering
all summary sentences to identify their contribut-
ing passages from the judgment. The judgment
is divided into passages with a maximum of 1024
tokens (to align with the model’s capacity), cover-
ing whole sentences only. The cosine similarities
between the embeddings of summary sentences
and the embeddings of passages are calculated to

Approach R-2 R-L BLEU

Legal-Pegasus-MCS 25.56 23.82 9.24
Legal-Pegasus-MMR 25.38 24.75 11.53

Legal-Pegasus-MMR-epoch:8 25.9 24.95 13.06

Table 3: Various methods performance comparison on
Test Dataset.

find the most relevant passage for the summary sen-
tence. We perform the experiment by identifying
the three most relevant passages for each summary
sentence. The training data is formed by combin-
ing all three relevant passages as the input and the
corresponding summary sentence as the target.

4.3.2 Maximum Cosine Similarity (MCS)
In the MCS approach (Shukla et al., 2022), pas-
sages are ranked using maximum cosine similar-
ity (MCS). Both documents and summaries are
sentence-segmented and represented with SBERT
embeddings (Reimers and Gurevych, 2019). For
each document sentence, the most similar summary
sentence is selected, and the process continues until
reaching a 1024-token limit. The final training set
thus contains passages capped by length and paired
with their most relevant summary chunks.

4.3.3 Maximum Marginal Relevance (MMR)
To capture both semantic similarity and relevance
between a judgment and its summary, we utilize
the MMR (Xie and Liu, 2008; Zhong et al., 2019)
approach. MMR balances two competing objec-
tives: selecting passages that are highly relevant
to the summary sentence while also maintaining
diversity among the selected passages.

Let s denote the embedding of a summary sentence,
and let C = {c1, c2, . . . , cn} denote the set of em-
beddings of n candidate passages obtained from
a judgment document. The relevance of each pas-
sage to the summary sentence is computed using
the cosine similarity as follows:

Reli = cosine_sim(s, ci), ∀i ∈ {1, 2, . . . , n}
(1)

The pairwise similarity between two passages ci
and cj is given by:

Simij = cosine_sim(ci, cj) (2)

Step 1: Initial Selection. The first passage ci to
be selected is the one that is the most relevant to
the summary sentence:

S1 = argmax
i

(Reli) (3)
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Step 2: Iterative Selection using MMR. For the
remaining candidates, the MMR score is computed
as:

MMR_score(ci) = λ ·Reli − (1− λ) ·max
cj∈S

Simij

(4)
where S is the set of passages already selected, and
λ ∈ (0, 1) controls the trade-off between relevance
and diversity. A higher λ value emphasizes rele-
vance (passages similar to the summary sentence).
A lower λ value emphasizes diversity (passages
dissimilar to previously selected ones).

Step 3: Passage Update. The next passage to
include is the one with the maximum MMR score:

Si = argmax
ci /∈S

[MMR_score(ci)] (5)

S ← S ∪ {Si} (6)

Implementation Details. In our experiments, a
maximum of two semantically relevant passages
were selected for each summary sentence using
λ = 0.7. A higher value of λ (> 0.5) ensures
that retrieved passages are highly relevant to the
summary sentence while maintaining moderate di-
versity.

Each selected passage is associated with its corre-
sponding summary sentence in a mapping dictio-
nary, since a passage may be relevant to multiple
summary sentences. To retrieve semantically coher-
ent passages, the judgment document is segmented
into passages with a maximum token limit of 1024,
ensuring complete sentences and a cosine similar-
ity threshold above 0.2. For each retrieved passage,
the corresponding summary chunk is then obtained
using the constructed mapping dictionary.

5 Model Description

The summary generation from the preprocessed
judgment is carried out using several popular and
open-source models. All the models have demon-
strated better efficiency in the general summariza-
tion task. The most accurate domain-specific mod-
els, like Legal-pegasus and Longformer, were also
used to infer the result. The experiments were per-
formed with zero-shot and fine-tuning models.

5.1 Zero-Shot Experiments
We utilize Qwen3 (Yang et al., 2025), gpt-oss
(Agarwal et al., 2025), Llama 3 (Dubey et al.,

2024), Llama 4 (AI, 2025), Longformer (Beltagy
et al., 2020), and Legal-Pegasus (Sairam, 2021) to
perform zero-shot experiments and obtain a sum-
mary from a preprocessed judgment. For LLM-
based summary generation, Groq API4 is used,
which costs us a total of 26.32 dollars (USD) in-
cluding normalization of raw judgments.

5.2 Fine-tuning Encoder-Decoder Models
We fine-tune two encoder-decoder (Sutskever et al.,
2014) based models. The selection of models is
based on the type of data on which those models
were trained and the context length. The Long-
former model is chosen because it can handle long
documents similar to legal judgments. We select
Legal-Pegasus as a base model, as it is fine-tuned
on legal texts. The details of the hyper-parameters
are given in Table 7. Fine-tuning is performed
on the datasets created after passing the original
documents through the pre-processing and normal-
ization techniques, followed by the three passage
retrieval techniques defined in Section 4.3.

6 Results and Evaluation

Each generated summary is evaluated on the basis
of ROUGE-2, ROUGE-L (Lin, 2004) and BLEU
(Papineni et al., 2002) scores. Table 2 and Table 3
present the results on the validation data and the
test data, respectively. The approach of retrieving
passages based on the MMR technique with the
fine-tuned Legal-Pegasus performs the best. The
efficiency of the MMR technique can be attributed
to its ability to retrieve passages relevant to the
summary with diversity among them. To improve
the performance of the model, we also try differ-
ent number of epochs for fine-tuning and the best
performing model is fine-tuned for 8 epochs. The
performance of LLMs to generate summaries from
legal documents with zero-shot prompting is also
compared. We also compare the results of differ-
ent passage retrieval approaches. Table 9 shows
the generated summaries for a sample document in
Table 8 by models using different passage retrieval
techniques.

Conclusion

As a part of the L-Summ shared task, we fine-tune
domain-specific models using the semantic passage
retrieval framework, considering the reference sum-
mary. Semantically relevant passage retrieval from

4https://console.groq.com/docs/models
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large documents with domain knowledge plays a
crucial role in improving the performance of sum-
marization models. As a successor to this work, we
are exploring techniques to fine-tune Legal LLMs.

7 Limitation

We analyze our results using the evaluation metrics
recommended by the shared task organizers; how-
ever, the scope of this evaluation is limited and can
be further expanded. Currently, our experiments
are restricted to LLM-based zero-shot settings, and
we have not performed any fine-tuning of LLMs
due to computational constraints.
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A Appendix

A.1 Examples of Prompt

For the data normalization task, the prompt consists
of instructions to expand abbreviations, standardize
entity names, structuring broken sentences. We de-
sign prompt in such a way that it covers all require-
ments for normalizing judgment which can be used
later for semantic passage retrieval. Here, we in-
struct the LLM to preserve the original meaning of
sentences without paraphrasing and also avoid sum-
marizing at this phase. Table 6 gives the prompt
sample, we used for performing the normalization
and generation parameter values in our experiment.
The sample outcome of normalization is given in
Table 4.

We design summarization prompts to generate an
abstractive summary with clear instruction to use
domain specific and fluent legal terms. We also
constraint the summary length maximum of 500
tokens as per the rules of shared task. Our prompt
example is given in Table 5 with generation param-
eters.

The LLM based experiments are performed using
the Groq API 5 for high speed inference. The Groq
API offers a free-tier usage limit of tokens per
day per api call for selected large language models
(LLM). To adhere to this constraint, the judgment
texts were divided into smaller passages, ensuring
that each segment remained within the maximum
token limit which in our case was 50000 tokens. All
the Groq inferences conducted by setting the tem-
perature=0 to encourage the reproducibility. Con-
sidering the shared task deadline and the need for
higher inference capacity, the Groq API key was
subsequently upgraded to the developer tier to sup-
port extended model utilization.

Raw text:
Case :- WRIT - C No. - 11383 of 2023 Petitioner :- Syed
Hamidul Bari Respondent :- State Of U.P. Thru. Addl.
Chief/Prin. Secy. Housing And Urban Planning Deptt.
Lko. And 4 Others

Normalized text:
Case: Writ Petition No. 11383 of 2023, Petitioner: Syed
Hamidul Bari, Respondent: State of Uttar Pradesh through
Additional Chief/Principal Secretary, Housing and Urban
Planning Department, Lucknow, and four others.

Table 4: Example of the Raw text Vs. normalized text
sample.

5https://console.groq.com

You are an abstractive text summarizer for le-
gal document in the Indian legal domain. Clean
the document by removing unwanted noisy data
and frame sentences in clear legal-style English.
Produce a single fluent abstractive summary con-
taining Context and background of the case with
the court name, Legal reasoning and Final deci-
sion/outcome made by court. Return the result
as a summarized paragraph in human-readable
form with a maximum of 500 words.
Document:{doc}
End-of-Prompt

Table 5: Prompt Template for zero-shot prompting.

A.2 Fine Tuning Parameters
In the fine-tuning phase, several key hyperparam-
eters were configured to optimize model perfor-
mance while maintaining computational efficiency.
To address GPU memory constraints encountered
during the fine-tuning of long-former models, the
gradient accumulation steps were set to 4, allow-
ing effective larger batch sizes without exceeding
memory limits. For effective training, we consider
20% of train data as validation data. To increase
our score on the best performing model, we finally
fine-tune the legal pegasus model with eight epochs
to infer the test results. All experiments are carried
out on a single NVIDIA H-100 GPU with 94GB
RAM. The complete set of selected hyperparameter
values is summarized in Table 7.

Parameter Name Legal-Pegasus LongFormer

Epochs 4, 8 4
Train Batch 1 1
Evaluation Batch 1 1
Warmup Step 200 750
Gradient accumulation steps 1 4
Evaluation accumulation steps 1 1
Learning Rate 1e-4 1e-4

Table 7: Hyperparameters for Fine-tuning
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Normalizing Prompt:

You are a text cleaning expert for Indian legal case documents. Take the following legal document text and split it into clean
paragraphs based on following conditions.

1. Remove meaningless statements, 2. Expand abbreviations according to the Indian legal context, 3. Use full court names
according to the Indian legal system instead of short forms, 4. Add full court name if not present, 5. Remove empty lines,
6. Remove numbering like “1.”, “(i)”, “(a)” from the beginning of lines, 7. Merge broken lines into proper sentences, 8.
Remove Unicode or non-standard characters, 9. Do not rephrase, 10. Do not summarize, 11. Correct spelling of misspelled
or noisy English words containing digits or non-alphabetic characters, 12. Form paragraphs containing at most 1000 tokens,
keeping complete sentences without breaking them, 13. Return the output only as a JSON array of paragraphs.
Document: {doc}

End-of-Prompt

Table 6: Prompt template for GPT-4-based normalization of Indian legal documents.

Judgment: Petitioner :- Suresh Devi And Another Respondent :- State Of U P And 13 Others Counsel for Petitioner :-
Jamil Ahamad Azmi,Anand Swaroop Gautam,Ashutosh Kumar Tiwari,Dharmendra Singh Counsel for Respondent :- G A
Hon’ble Ashwani Kumar Mishra,J Hon’ble Deepak Verma,J This petition has been filed invoking jurisdiction of this Court
under Article 226 of the Constitution of India with the allegation that petitioner’s son has been murdered in police custody
in the night intervening 11/12th December, 2020 while he was in police custody in Case Crime No 1181 of 2020, under
Section 366 I P C , Police Station Khurja Nagar, District Bulandshahar A prayer has also been made to protect the life and
liberty of the petitioners as their son was subjected to torture and murder as he had contracted inter caste marriage out of
his own free will It is contended that the authorities have been most unfair in dealing with the grievance raised by the
petitioners Attention of the Court has been invited to the provision contained in Section 176 Cr P C , sub Section (1)A
whereof contemplates holding of a judicial enquiry where death is caused in the custody of the police It is also stated
that neither any post mortem has been carried out nor the body has been burried and instead the police personnels have
cremated the body contrary to all settled norms Learned AGA does not dispute the fact that a judicial enquiry was initiated
with a request made to District Judge on 06 01 2021 and states that a report is still awaited In matters, where the allegation
is with regard to custodial death, judicial enquiry under Section 176 (1)A cannot be allowed to drag for so long These
are instances which have to be viewed with greatest sensitivity and concern We, therefore, direct the Registry to enquire
from the District Judge, Bulandshahar as to when the enquiry report has been submitted in the matter and, in the event,
such a report is not submitted, the explanation of the Judicial Officer in that regard shall be placed before us by the next
date fixed as a period of more than one year has expired We hasten to add that in the event, such enquiry has not been
concluded so far, the same shall be concluded most expeditiously by following the procedure in law List this matter, once
again, on 27 01 2022 at 02:00 PM

Reference Summary: The Allahabad High Court recently observed that judicial inquiry in custodial death cases cannot
be dragged on for long [Suresh Devi and Another v. State of Uttar Pradesh and Others]. A Division Bench of Justices
Ashwani Kumar Mishra and Deepak Verma held, "In matters, where the allegation is with regard to custodial death,
judicial enquiry under Section 176 (1)A cannot be allowed to drag for so long. These are instances which have to be
viewed with greatest sensitivity and concern." The Court was hearing a plea alleging that the petitioner’s son was murdered
in police custody in December 2020. It was claimed that the son was tortured and killed while in police custody after he
had contracted inter-caste marriage out of his own free will. The petitioner had also prayed for a direction to protect the
life and liberty of the parents of the deceased. It was the case of the petitioner that the concerned authorities have been
most unfair in dealing with their grievances, as no post-mortem was carried out on the body of the deceased, which was
cremated contrary to all settled norms. Moreover, the Court’s attention was drawn to the judicial enquiry initiated by the
District Judge, Bulandshahr, on January 6, 2021. A report on the same was still awaited. While noting that more than one
year has expired since the judicial enquiry was ordered, the Bench directed the High Court Registry to enquire from the
District Judge, Bulandshahr as to when the enquiry report was submitted. In the event such a report is not submitted, the
explanation of the judicial officer was directed to be placed before the Court. "We hasten to add that in the event, such
enquiry has not been concluded so far, the same shall be concluded most expeditiously by following the procedure in
law," the Court added. The matter was listed on January 27 for further hearing. Advocates Jamil Ahamad Azmi, Anand
Swaroop Gautam, Ashutosh Kumar Tiwari and Dharmendra Singh appeared for the petitioners.

Table 8: Document-Summary Sample
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Legal-Pegasus-MCS:
In matters, where the allegation is with regard to custodial death, judicial enquiry under Section 176 (1)A cannot be
allowed to drag for so long.These are instances which have to be viewed with greatest sensitivity and concern.We, therefore,
direct the Registry to enquire from the District Judge, Bulandshahar as to when the enquiry report has been submitted in
the matter and, in the event, such a report is not submitted, the explanation of the Judicial Officer in that regard shall be
placed before us by the next date fixed as a period of more than one year has expired.We hasten to add that in the event,
such enquiry has not been concluded so far, the same shall be concluded most expeditiously by following the procedure in
law.List this matter, once again, on 27.01.2022 at 02:00 PM.We, therefore, direct the Registry to enquire from the District
Judge, Bulandshahar as to when the enquiry report has been submitted in the matter and, in the event, such a report is not
submitted, the explanation of the Judicial Officer in that regard shall be placed before us.

Legal-Pegasus-DPR:
A prayer has also been made to protect the life and liberty of the petitioners as their son was subjected to torture and
murder as he had contracted inter-caste marriage out of his own free will. We hasten to add that in the event, such enquiry
has not been concluded so far, the same shall be concluded most expeditiously by following the procedure in law.
Legal-Pegasus-MMR:
Advocates Jamil Ahamad Azmi, Anand Swaroop Gautam, Ashutosh Kumar Tiwari, and Dhirajendra Singh appeared
for the petitioner. Advocate Ashwani Kumar Mishra and Justice Deepak Verma represented the State of UP. The Court
was hearing a petition filed by the father of a man who was found dead in police custody on December 11, 2020 while
he was in custody in a case related to his alleged inter-caste marriage out of his own free will. Ä prayer has also been
made to protect the life and liberty of the petitioners as their son was subjected to torture and murder as he had contracted
inter-caste marriage out of his own free will. It is contended that the authorities have been most unfair in dealing with
the grievance raised by the petitioners,ẗhe Court said. The Allahabad High Court recently observed that judicial inquiry
cannot be allowed to drag on for so long when it comes to custodial death [Suresh Devi v. State of UP]. In matters where
the allegation is with regard to custodial death, judicial enquiry under Section 176 (1)A cannot be allowed to drag for so
long. These are instances which have to be viewed with greatest sensitivity and concern. Ẅe, therefore, direct the Registry
to enquire from the District Judge, Bulandshahar as to when the enquiry report has been submitted in the matter and, in the
event, such a report is not submitted, the explanation of the Judicial Officer in that regard shall be placed before us by the
next date fixed as a period of more than one year has expired,ẗhe Court ordered. The Allahabad High Court on Wednesday
directed the registry to enquire from the District Judge, Bulandshahar as to when the enquiry report has been submitted in
the matter and, in the event, such a report is not submitted, the explanation of the Judicial Officer in that regard shall be
placed before us by the next date fixed as a period of more than one year has expired.

Table 9: Generated Summaries for the Judgment in Table 8
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Abstract

Machine Translation (MT) in the legal do-
main presents substantial challenges due to
its complex terminology, lengthy statutes,
and rigid syntactic structures. The JUST-
NLP 2025 Shared Task on Legal Machine
Translation 1 was organized to advance re-
search on domain-specific MT systems for le-
gal texts. In this work, we propose a fine-
tuned version of the pretrained large language
model (LLM) ai4bharat/indictrans2-en-indic-
1B 2, a transformer-based English-to-Indic
translation model. Fine-tuning was performed
using the parallel corpus provided by the
JUST-NLP 2025 Shared Task organizers.Our
adapted model demonstrates notable improve-
ments over the baseline system, particularly
in handling domain-specific legal terminology
and complex syntactic constructions. In auto-
matic evaluation, our system obtained BLEU
= 46.67 and chrF = 70.03.In human evaluation,
it achieved adequacy = 4.085 and fluency =
4.006. Our approach achieved an AutoRank
score of 58.79, highlighting the effectiveness
of domain adaptation through fine-tuning for
legal machine translation. 3

1 Introduction
India is a linguistically diverse country, with 22
officially recognized languages listed under the
Eighth Schedule of the Constitution as of 2004.
Despite this multilingual landscape, English serves
as the official language of the judiciary throughout
the country. In certain states such as Rajasthan,
Madhya Pradesh, Uttar Pradesh, and Bihar, the use
of Hindi is also permitted in High Court proceed-
ings (PBI, 2025), highlighting the need for high-
quality legal translation systems between English
and Hindi.

1JUST-NLP 2025 Shared Task.
2Hugging-Face ai4bharat/indicTrans2-en-indic-1B.
3The final result announced by JUST-NLP 2025 Shared

Task organizers

However, legal translation is uniquely complex
due to the presence of domain-specific terminol-
ogy, lengthy statutes, and highly formalized lan-
guage structures. General-purpose machine trans-
lation systems are not designed to handle such intri-
cacies. Even minor translation errors in legal con-
texts can result in significant misunderstandings,
making precision and domain awareness critical re-
quirements.

The JUST-NLP 2025 Shared Task aims to ad-
vance machine translation in the legal domain, fo-
cusing on the English–Hindi language pair. In
this paper, we present a domain-adapted legal
machine translation system built upon the pre-
trained indictrans2-en-indic-1B model (Gala et al.,
2023). The pretrained was originally developed
for general-purpose translation across the 22 lan-
guages listed in the Eighth Schedule of the Indian
Constitution. We fine-tune the model on the legal
parallel corpus provided by the JUST-NLP 2025
Shared Task. Fine-tuning on this domain-specific
corpus enhances the system’s robustness in trans-
lating legal texts from English to Hindi, ensuring
better preservation of legal terminology and con-
textual accuracy.

As part of the JUST-NLP 2025 Shared Task
on Legal Machine Translation, our system demon-
strated strong performance, achieving an Au-
toRank score of 58.79. This result provides empir-
ical evidence that domain adaptation substantially
enhances translation quality in the legal domain.

To support reproducibility and facilitate further
research, we release the fine-tuned weights of our
model, built on top of indictrans2-en-indic-1B.
The model weights are publicly available at our
repository 4.

4Repository of the Model Weight
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2 Related Work

Machine Translation (MT) is a core task in Natural
Language Processing (NLP), aiming to automati-
cally translate text across languages. In Indian lan-
guage and legal translation, Haque et al. (2019) ap-
plied Phrase-Based SMT for English–Hindi, and
Das et al. (2025) extended SMT to fifteen Indic
languages. Evaluation of English–Hindi systems
by Shetty (2025) found Google Translate and In-
dicTrans2 to achieve the highest automatic scores.
More recently, Singh et al. (2025) assessed thirty-
seven LLMs for English-to-Hindi legal transla-
tion, identifying Gemini-2.5-Pro, ONLINE-B, and
Claude-4 as top performers. The MultiIndic22MT
2024 shared-task (Singh et al., 2024) focused on
English–Manipuri translation using Transformer-
based NMT with OpenNMT, comparing sequence-
to-sequence models and Byte Pair Encoding (BPE)
tokenization.

Overall, research shows a shift from rule-based
and phrase-based methods to neural and trans-
former architectures. Nevertheless, accurate le-
gal translation between English and Hindi remains
challenging due to limited domain-specific cor-
pora, complex terminology, and contextual ambi-
guities. The next section addresses these chal-
lenges using transformer-based architectures com-
bined with domain adaptation techniques for legal
machine translation.

3 Dataset

The JUST-NLP 2025 Shared Task focuses on
translating legal texts from English (source) to
Hindi (target). The organizers provided three
Excel files: English-hindi-train.xlsx (tra,
2025), English-hindi-valid.xlsx (val, 2025),
and WMT25-TS_eng-hin-test.xlsx (tes, 2025).
The training file contains 50,000 English–Hindi
parallel sentence pairs from the legal domain,
while the validation and test files each contain
5,000 English-only sentences for evaluation and
testing, respectively.

To facilitate model training and hyperparame-
ter tuning, we further split the training data into
48,000 sentence pairs for training and 2,000 for in-
ternal validation. The official test set (tes, 2025) is
used for final evaluation of our system using auto-
matic metrics such as BLEU, chrF, and METEOR.
Table 1 summarizes the dataset structure.

Dataset Size (pairs)
Train (full) 50,000
Train (used) 48,000
Validation (used) 2,000

Dataset Source Only
Validation (official) 5,000
Test (official) 5,000

Table 1: JUST-NLP 2025 dataset split statistics for
English–Hindi legal text translation.

4 Methodology

We propose an English-to-Hindi machine transla-
tion system tailored for the legal domain. Our
approach builds upon the pretrained IndicBART
model indictrans2-en-indic-1B which we fine-tune
using a domain-specific parallel corpus. This fine-
tuning process allows the model to more effec-
tively learn and translate legal terminology and
contextual nuances, resulting in translations that
are both accurate and contextually appropriate for
legal texts. Following the fine-tuning, a post-
processing step is applied to remove any unwanted
characters produced during translation. A visual
overview of this process is provided in Figure 1.

Figure 1: Workflow of the English→Hindi legal ma-
chine translation system, including user prompt, fine-
tuning the base model, and post processing.

4.1 Data Preprocessing

We prepare our dataset by loading and tokenizing
all the training, validation and test corpora using
the sequence-to-sequence tokenizer provided by
the base model indictrans2-en-indic-1B. This en-
sures consistency with the input format expected
by IndicBART and preserves syntactic and seman-
tic structures necessary for high-quality transla-
tion.
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4.2 Parameter-Efficient Fine-Tuning via
QLoRA

Due to computational constraints, we adopt
QLoRA (Quantized Low-Rank Adapter)
(Dettmers et al., 2023) for efficient fine-tuning.
QLoRA combines 4-bit quantization of the
pretrained model with Low-Rank Adaptation
(LoRA), which introduces trainable adapter
layers into specific transformer components while
keeping the base model weights frozen. This
method significantly reduces GPU memory usage
and training cost, enabling fine-tuning of large
language models (LLMs) without substantial
degradation in performance.

Parameter Setting
4 bit quantization True
Device map auto
LoRA rank (r) 16
LoRA alpha 16
LoRA dropout 0.05
Task type Seq2Seq LM

Table 2: Key Hyperparameters for QLoRA-based Fine-
Tuning.

4.3 Training Strategy
We fine-tuned the model indictrans2-en-indic-1B
using 4-bit QLoRA (Quantized Low-Rank Adapta-
tion) from the Hugging Face library (Hug, 2025)
for parameter-efficient training.

Training Args Values
Optimizer AdamW
Learning Rate 2e-4
Scheduler Cosine Scheduler
Weight Decay 0.01
GPU NVIDIA T4
Batch Size 16
Mixed Precision fp16
Checkpoint Every 1000 steps
Tokenizer Seq2Seq Tokenizer
Dynamic Padding DataCollatorForSeq2Seq

Table 3: Training parameters for finetuning
ai4bharat/indictrans2-en-indic-1B.

We train the model using an early stopping
mechanism with a patience value of 5. The three
best-performing checkpoints are selected based on
validation loss. These checkpoints are then ensem-
bled to form the final model, aggregating outputs

to improve robustness and translation quality.
We apply a post-processing step to clean the

model outputs. Specifically, we remove extrane-
ous characters, such as punctuation marks, which
are occasionally generated at the end of translated
sentences. This step helps improve the fluency and
readability of the final output and ensures confor-
mity with the target language conventions.

4.4 Inference
During inference, the fine-tuned model is loaded,
and source sentences are tokenized accordingly.
Target sequences are generated using beam search
with a beam width of 5 and a maximum length of
512 tokens. We evaluated multiple beam widths
and observed that this setting yields the best trans-
lation performance.

5 Experiments and Results

We fine-tuned the pretrained indictrans2-en-indic-
1B model on the English–Hindi legal parallel cor-
pus to adapt it to the legal domain.

5.1 Evaluation Metrics
We conducted a human evaluation focusing on
adequacy and fluency. In addition, the transla-
tions produced by our model were evaluated by
the shared task organizers using automatic metrics.
The evaluation procedures are described below.

5.1.1 Human Evaluation Metrics
Human evaluation remains the most reliable ap-
proach for assessing translation quality, as it cap-
tures linguistic and semantic nuances that auto-
matic metrics may overlook. We conducted human
evaluation along two qualitative dimensions: ade-
quacy and fluency. These metrics provide comple-
mentary insights into translation performance and
are described below.

Adequacy Evaluation : Adequacy (Snover et al.,
2009) measures the extent to which the translated
text preserves the meaning of the source sentence,
regardless of its grammatical quality.

Fluency Evaluation : Fluency (Snover et al.,
2009) assesses the grammatical correctness and
naturalness of the translation in the target language,
independent of the source content.

The scoring criteria of Adequacy and Fluency
Evaluation is given in table 4
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Score Adequacy Fluency
1 Does not retain any of the infor-

mation from the source sentence.
Unintelligible due to grammati-
cal errors.

2 Conveys only a minimal amount
of information.

Contains grammatical errors that
impede comprehension.

3 Retains a moderate amount of in-
formation.

Includes some mistakes or phras-
ing that feels unnatural.

4 Retains almost all relevant infor-
mation.

Conforms to accepted grammati-
cal norms.

5 Accurately reflects all informa-
tion in the source.

Flawless, natural, and stylisti-
cally appropriate.

Table 4: Human evaluation criteria for fluency and ade-
quacy. Reprodced from (Meetei et al., 2024)

5.1.2 Automatic Evaluation Metrics
Automatic evaluation is widely adopted inmachine
translation research for its scalability, reproducibil-
ity, and efficiency. The automatic metrics em-
ployed in this work are described below.

BLEU : The Bilingual Evaluation Understudy
(BLEU) score (Papineni et al., 2002) measures the
n-gram precision of a candidate translation with
respect to reference translations, penalizing short
translations with a brevity penalty.

ChrF : The Character F-score (ChrF) (Popović,
2015) calculates F-scores over character n-grams
rather than word n-grams, which makes it more
suitable for morphologically rich languages.

METEOR : METEOR (Metric for Evaluation
of Translation with Explicit ORdering) (Banerjee
and Lavie, 2005) aligns hypothesis and reference
sentences based on exact, stem, synonym and para-
phrase matches. A higher METEOR score reflects
better adequacy and fluency.

TER : Translation Edit Rate (TER) (Snover
et al., 2006) measures the number of edits required
to transform the system output into the reference
translation. Lower TER values indicate higher
translation quality, as fewer edits are needed to
match the human reference.

BERTScore : BERTScore (Zhang et al.,
2019)leverages contextual embeddings from
pre-trained language models to compute semantic
similarity between hypothesis and reference.
Higher scores indicate a stronger semantic
alignment.

COMET : COMET (Crosslingual Optimized
Metric for Evaluation of Translation) (Rei et al.,
2020) is a neural evaluation metric trained to
predict human judgments of translation quality.
Higher COMET scores indicate closer agreement
with human assessments of adequacy and fluency.
5.2 Results

The performance of our fine-tuned English→Hindi
legal MT system is summarized through human
evaluation and official leaderboard results from the
JUST-NLP 2025 Shared Task.

Human evaluation was conducted by bilingual
experts fluent in English and Hindi. Adequacy and
fluency scores are reported in Table 5. The results
indicate strong preservation of meaning and natu-
ral readability in Hindi translations.

Model Adequacy Fluency
Finetuned Model 4.085 4.006

Table 5: Human evaluation of the English→Hindi legal
MT system. Scores range from 1 (poor) to 5 (excellent).

On the official leaderboard, our system achieved
strong n-gram overlap, morphological robustness,
and semantic preservation: BLEU = 46.67, ME-
TEOR = 72.86, TER = 44.63, chrF++ = 70.03,
BERTScore = 90.86, and COMET = 72.12. The
AutoRank score, computed by the organizers as a
weighted combination of these metrics, is 58.79,
indicating high-quality translations. The Au-
toRank calculation is given in Equation 1.

Leaderboard Results. Table 6 presents the top
7 participants for English→Hindi legal translation.
Metrics include BLEU, METEOR, TER, chrF++,
BERTScore, COMET, and AutoRank. Our sys-
tem, JUST-MEI, ranked 5th, demonstrating com-
petitive performance across all metrics.

Overall, both automatic and human evaluations
confirm that our QLoRA fine-tuned IndicTrans2
model reliably translates English legal texts into
Hindi, maintaining high lexical, semantic, and
stylistic accuracy while effectively preserving le-
gal terminology.

AutoRank =
1

6

(
BLEUnorm +METEORnorm + (1− TERnorm)+

CHRF++
norm +BERTScorenorm + COMETnorm

)
(1)
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Rank Team BLEU↑ METEOR↑ TER↓ chrF++↑ BERTScore↑ COMET↑ AutoRank↑
1 Team-SVNIT 51.61 75.80 37.09 73.29 92.61 76.36 61.62
2 FourCorners 50.19 69.54 42.32 73.67 92.70 75.74 60.31
3 goodmen 48.56 67.15 41.63 73.07 92.38 75.16 59.39
4 JUNLP 46.03 71.84 42.08 70.59 91.19 73.72 58.90
5 JUST-MEI 46.67 72.86 44.63 70.03 90.86 72.12 58.79
6 Lawgorithms 46.27 71.80 43.06 68.32 91.03 72.14 58.26
7 Tokenizers 34.08 61.78 55.25 56.75 87.93 65.20 50.87

Table 6: Top 7 participants in the JUST-NLP 2025 Shared Task for English→Hindi legal translation. Automatic
metrics reflect both formal correctness and semantic accuracy. Our system (rank 5) is highlighted in bold.

English (Source) Hindi (Finetuned Model) Legal Term Correctness

plaintiff No.1 was dead. वादी संख्या 1 कɃ मृत्यु हो चुकɃ थी । correct

hence, this appeal. अतएव, यह अपील correct

writ petition is dismissed. ȼरट या˃चका खाȼरज कɃ जाती है । correct

they were employees employed
under the defendant-appellants.

वे प्र˃तवादीगण - अपीलाथɁगण के
अधीिनयोʹजत कमर्चारीगण थे ।

correct

other allegations were denied by
the defendant.

प्र˃तवादी द्वारा अन्य अʺभकथनों से
इनकार िकया गया था ।

correct

accordingly, the title appeal was
dismissed.

तद्नसुार, अʺभधान अपील खाȼरज कर
दी गयी थी ।

Legal term correct; minor
lexical mismatch

PW-36 is the plaintiff himself. अ जनतादल - 36 स्वयं वादी है । Partially correct; witness
designation mistranslated

Table 7: Sample English→Hindi legal translations showing preservation of legal terminology. Each entry is evalu-
ated for correctness of domain-specific terms.

5.3 Preservation of Legal Terminology
We evaluated whether the translations correctly
preserve the legal terminology. Most legal terms
were accurately rendered in Hindi, reflecting the
model’s ability to capture domain-specific termi-
nology. However, a small portion of terms were
mistranslated or rendered in a non-standard form,
indicating that while the system is largely effec-
tive in maintaining legal terminology, occasional
inconsistencies remain. Table 7 shows the sample
output.

6 Conclusion and Future Work
We presented a domain-adapted English-to-Hindi
legal machine translation system built on the pre-
trained indictrans2-en-indic-1B model and fine-
tuned with QLoRA on the JUST-NLP 2025 le-
gal corpus. Our approach effectively captures
domain-specific terminology and contextual nu-
ances, yielding substantial improvements over
a general-purpose baseline across multiple auto-
matic metrics (BLEU, METEOR, TER, chrF++,

BERTScore, COMET) and human evaluation di-
mensions (adequacy and fluency). The results
demonstrate that the proposed system produces ac-
curate and natural translations, highlighting the ef-
fectiveness of domain adaptation and the impor-
tance of combining automatic and human evalua-
tions for comprehensive evaluation in specialized
translation settings such as the legal domain.

Although our study is limited to a single model
variant and limited computational resources, fu-
ture work can investigate larger architectures, mul-
tilingual legal translation, and advanced domain
adaptation techniques to further enhance perfor-
mance. In general, our results highlight the impor-
tance of targeting domain adaptation for producing
accurate and reliable legal machine translation sys-
tems in the Indian context.

Limitation

Although our fine-tuned model demonstrates
strong performance, several limitations remain.
First, we only explored a single variant of Indic-
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Trans2; other architectures and larger models were
not evaluated. Additionally, our experiments were
constrained by hardware limitations, including lim-
ited GPU resources and batch sizes. To accommo-
date these constraints during fine-tuning, we em-
ployed 4-bit quantization of the base model.
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Abstract

Translating sentences between English and
Hindi is challenging, especially in the domain
of legal documents, due to the specialized le-
gal terminology and the lengthy, complex sen-
tences that often accompany them. In this paper,
we fine-tune and compare multiple pretrained
multilingual translation models, including the
facebook/nllb-200-distilled-1.3B, on
a corpus of 50,000 English–Hindi legal sen-
tence pairs provided for the shared task. The
training pipeline includes preprocessing, con-
text windows of 512 tokens, and decoding
methods to enhance translation quality. The
proposed method secured 1st place on the
official leaderboard. We obtained the fol-
lowing scores on various metrics: BLEU
51.61, METEOR 75.80, TER 37.09, CHRF++
73.29, BERTScore 92.61, and COMET 76.36.
These results demonstrate that fine-tuning mul-
tilingual models for a domain-specific ma-
chine translation task enhances performance.
Our code is released to the public for fur-
ther exploration https://github.com/Rupeshd-
hakad06/JUST-NLP-LMT.

1 Introduction

Legal machine translation is more difficult than
general translation. It needs both accurate lan-
guage modelling and correct handling of legal
terms (Panezi and O’Shea, 2023). The JUST-NLP
2025 shared task1 deals with English–Hindi legal
translation. The two languages differ in structure
and in the way legal contexts are embedded. Accu-
rate translation is not just about replacing words. It
also requires keeping the legal meaning and intent
the same across both systems (Way, 2016).

Many problems are explored in this area. Us-
ing the same legal terms consistently in all con-
texts is challenging (Altakhaineh, 2025). The lack

1https://exploration-lab.github.io/
JUST-NLP/

of parallel legal data limits the amount of super-
vised training that can be done (Raja and Vats,
2025). In the legal domain, even a small trans-
lation mistake can cause serious problems (Llop,
2025). Recent developments in large-scale multi-
lingual NMT, particularly the No Language Left
Behind effort, have yielded strong cross-lingual
transfer across nearly 200 languages (Costa-jussà
et al., 2022, 2024). However, the applicability of
these models to specialized domains, such as legal
text—especially for Indian languages—remains rel-
atively underexplored (Nair et al., 2024). Within
the Indic NLP community, systems such as Indic-
Trans (Ramesh et al., 2021) and IndicTrans2 (Gala
et al., 2023) have broadened multilingual coverage
from 11 to 22 languages. Still, hurdles such as rich
morphology, multiple scripts, and code-switching
persist and complicate model performance on real-
world legal corpora (Suman et al., 2023; Sheshadri
and Soman, 2023).

This manuscript describes Team-SVNIT’s pro-
posed Legal-MT system and experimental evalu-
ation. Our main contributions are: (1) An empir-
ical comparison of five candidate translation sys-
tems, which identifies the facebook/nllb-200-
distilled-1.3B model as the best-performing
backbone; (2) A preprocessing pipeline designed
to clean noisy legal text extracted from the Dataset.
(3) A training regimen using extended contexts (512
tokens), a cautious learning rate (2e-5), and cosine-
based scheduling; (4) A top-ranking submission
that placed first on the task leaderboard; (5) A man-
ual, qualitative appraisal of 100 samples to uncover
model strengths and recurring error modes.

2 Related Work

2.1 Neural MT for Indic Languages

IndicTrans (Ramesh et al., 2021) was one of the
first large-scale, multilingual NMT efforts for 11
Indian languages, employing language-aware pre-
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processing and transformer-based architectures. In-
dicTrans2 (Gala et al., 2023) brought coverage to 22
Indic languages and further refined knowledge dis-
tillation methods for scalability. The NLLB (Costa-
jussà et al., 2022, 2024) project expanded transla-
tion into more than 200 languages with extensive
coverage of the Indic families. Distilled versions
of these models, 600M and 1.3B parameters, re-
tain impressive translation performance with low
computational cost (Koishekenov et al., 2023). The
architecture is based on a sparsely gated mixture-
of-experts architecture that allows for optimal use
of parameters without the computational overhead
from dense models.

Despite these advances, some challenges are per-
sistent: the Indic NMT systems have to grapple with
morphosyntactic richness, orthographic variations
across scripts, limited parallel data, and prevalence
of code-switched content (Raja and Vats, 2025;
Naveen et al., 2024).

2.2 Legal Domain NMT
Neural machine translation for legal texts differs sig-
nificantly and is challenging compared to general-
domain texts due to the scarcity of domain-specific
corpora, specialized terminology, and stringent ac-
curacy demands. Complex syntactic structures
in legal texts have to be rendered faithfully, as
does the translation of jurisdiction-specific termi-
nology (Way, 2016; Panezi and O’Shea, 2023). Mi-
nor mistranslations might have detrimental conse-
quences for legal interpretation and the conduct of
proceedings (Llop, 2025).

Altakhaineh et al. show that machine-translated
legal content is often fraught with critical seman-
tic and syntactic errors, requiring heavy human
post-editing (Altakhaineh, 2025). This emphasizes
the importance of domain adaptation, model fine-
tuning, and human verification if the systems are to
be reliably deployed in a legal context (Princeton,
2025).

2.3 Multilingual Model Fine-tuning
Fine-tuning is a critical step in adapting multi-
lingual models for domain-specific corpora, such
as legal text. Cosine annealing with warm
restarts helps preserve multilingual prior knowl-
edge and mitigates catastrophic forgetting during
training (Loshchilov and Hutter, 2017). Using large
batch sizes through gradient accumulation makes
training more stable and helps it converge (Han et
al., 2024). Parameter-efficient methods, such as

LoRA, save resources (Nair et al., 2024). However,
full fine-tuning is still better for legal translation,
where correctness is more important than speed or
cost.

3 Task Description

3.1 Dataset

The JUST-NLP 2025 Legal MT shared task in-
cludes an English–Hindi parallel dataset(Singh et
al., 2025). It covers different areas of law, such
as constitutional, civil, criminal, and administra-
tive. Table 1 shows the statistical details of the
dataset. For clarity and to illustrate the nature of
the translations, Table 3 in Appendix 4 displays rep-
resentative English–Hindi sentence pairs selected
from the training data.

Split Pairs Avg(Eng) Avg(Hin) in words

Train 50,000 29.3 31.1
Valid 5,000 26.8 30.2
Test 5,000 26.1 –

Table 1: Dataset statistics (average words per sen-
tence).test data translation was not given so mentioned
with (–).

The legal sentences in this dataset are long and
complex. The average English sentence length in
the training data is 29.3 words. The Hindi transla-
tions are about 6% longer, averaging 31.1 words.
This shows the need for longer context windows
during training. The dataset also includes common
legal phrases, legal citations, numbers, and some
noise from digitization, such as mixed scripts and
encoding errors.

4 Dataset Examples

Legal sentences can be challenging to translate.
For example, a sentence like “The appellant, being
aggrieved by the judgment and decree dated 15th
March 2023 passed by the Hon’ble High Court of
Delhi in Civil Appeal No. 2345 of 2022, prefers
this present appeal under Section 96 of the Code
of Civil Procedure, 1908” contains numerous le-
gal references, dates, and laws that require careful
translation. Latin terms such as “res judicata”,
“sub judice” and “amicus curiae” also need proper
transliteration and meaning adjustment in Hindi
legal language.

149



Model Params Langs Arch Features

Helsinki-NLP/opus-mt-en-hi 77M 2 Transformer Lightweight
facebook/nllb-200-distilled-600M 600M 200 Trans+MoE Conditional routing
ai4bharat/indictrans2-en-indic-1B 1.0B 22 Transformer Indic-specialized
law-ai/InLegalTrans-En2Indic-1B 1.0B Indic Transformer Legal domain
facebook/nllb-200-1.3B 1.3B 200 Trans+MoE Standard version
facebook/nllb-200-distilled-1.3B 1.3B 200 Trans+MoE Our choice (distilled)

Table 2: Model selection prioritizes multilingual capacity, sufficient parameters, and architectural setting.

English Hindi

according to the learned
counsel for the appellant,
Allahabad Bank was the
owner of the vehicle, as
the vehicle in question
was unexplained by the
Bank.

अपीलार्थी के िवदव्ान अिध-

वक्ता के अनुसार इलाहा-

बाद बैकं वाहन का मािलक
था क्योिंक प्रश्नाधीन वाहन

बैकं के यहां आडमािनत था ।

both these writ petitions
are, thus, allowed.

इस प्रकार, ये दोनों िरट या-

िचकाएं अनुज्ञात की जाती

हैं ।

so far as the applicabil-
ity of Section 20 is con-
cerned, it is a case of
trial.

जहां तक धारा 20 के लागू

होने का सवाल ह,ै यह िव-
चारण का एक मामला है ।

Table 3: Sample training pairs from the legal En-
glish–Hindi parallel corpus.

4.1 Evaluation Metrics
The evaluation utilizes six standard translation met-
rics to assess the model’s performance. These are
combined into one score called AutoRank. It is
defined as:

AutoRank =
1

6

6∑

i=1

Mi,norm (1)

The metrics include BLEU (Papineni et al.,
2002), METEOR (Banerjee and Lavie, 2005), TER
(inverted) (Snover et al., 2006), CHRF++ (Popović,
2017), BERTScore (Zhang et al., 2019), and
COMET (Rei et al., 2020). Each score is scaled
between 0 and 100.

5 System Architecture

5.1 Model Selection
We tested five translation models, including stan-
dard and distilled ones. Table 2 shows the full com-
parison.

5.2 Preprocessing
There are usually minor errors in Dataset related to
legal texts. Our preprocessing pipeline corrected

Hyperparameter Value

Base Model facebook/nllb-200-distilled-1.3B
Max Seq Len 512 tokens
Epochs 20 (early stop)
Batch Size 32
Gradient Accum 16 steps
Effective Batch 512
Learning Rate 2e-5
Scheduler Cosine w/ restarts
Warmup Ratio 0.1
Optimizer AdamW
Precision FP16

Table 4: Training hyperparameters.

such errors. It substitutes line breaks with spaces
and standardized dashes and quotation marks. It
also solves the encoding issues, eliminates English
words left behind in Hindi text and minimizes the
additional spaces. The measures ensure the text re-
mains neat without distorting legal terms, numbers,
and references.

5.3 Training Configuration

Table 4 presents our training setup. A context length
of 512 covers 99% of the corpus, ensuring full sen-
tence coverage. A large batch size of 512 enables
stable optimization, while a conservative learning
rate of 2e-5 helps preserve multilingual representa-
tions. Cosine scheduling improves convergence by
avoiding local minima, and early stopping prevents
overfitting. Using FP16 reduces memory usage by
40%, allowing for larger batches and doubling train-
ing speed.

5.4 Inference

During inference, the model employs beam search
with a width of 4 to identify the optimal translation.
The maximum output length is set to 512 tokens,
with an n-gram penalty of 3 to avoid repetition.
Early stopping ensures efficient decoding once an
end token is reached. The process is deterministic,
ensuring consistent results, and runs in batches of
64 for faster translation generation.
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Model Params BLEU ROUGE CHRF

Helsinki-OPUS (Without Training) 77M 24.0 50.2 51.3
NLLB-600M + Fine-tuning 600M 43.2 65.5 61.3
ai4bharat/indictrans2-en-indic-1B + Fine-tuning 1.0B 44.0 68.6 62.8
Helsinki-OPUS + Fine-tuning 77M 46.3 70.1 68.9
law-ai/InLegalTrans + Fine-tuning 1.0B 48.1 68.2 66.5
Facebook/NLLB-1.3B + Fine-tuning 1.3B 50.1 73.1 69.4
Facebook/NLLB-1.3B-distilled + Fine-tuning 1.3B 52.1 75.6 70.9

Table 5: Validation results sorted by increasing BLEU score. The best-performing setting (distilled NLLB-1.3B +
fine-tuning) is shown last for emphasis.

5.5 Computational Requirements
NVIDIA T4 GPU (16GB) on Kaggle: Training
time of about 5 hours (prematurely cut off at epoch
12). Memory 14.2GB with FP16. An inferred rate
of about 167 sentences per minute. The test set of
5,000 sentences took approximately 6 minutes to
complete. Model 2.6GB. Single T4 deployment
was made possible with FP16. for faster training,
we also used NVIDIA A100.

6 Experiments and Results

6.1 Model Comparison
Table 5 presents the validation results, showing that
larger models achieve better performance. The 1.3B
model achieves a BLEU score of +7 over the 600M,
primarily due to its ability to handle complex le-
gal patterns. Fine-tuning contributes approximately
4.0 BLEU points, which demonstrates its essential
role in legal data adaptation. The distilled models
are also performing. The facebook/NLLB-1.3B-
distilled model achieves a score of 52.1 BLEU,
compared to the standard version’s score of 51. This
is because distillation enhances generalization and
alleviates overfitting. The general multilingual mod-
els are also more effective than the domain-specific
models. The NLLB-1.3B-distilled model (52.1
BLEU) outperforms InLegalTrans (48.1 BLEU)
due to its more extensive training and multilingual
nature.

6.2 Ablation Studies
Table 6 quantifies design choices through ablation
studies. The largest factor facilitating domain adap-
tation is fine-tuning (+4.0). The model size (+6.3)
is worth the cost of computation to ensure legal-
ity. Complex legal sentences require long context
(+1.9). Optimal decoding with beam search (+1.3).
N-gram penalty +(0.8) does not allow repetition
in legal formulae. Conservative LR (+1.4) main-
tains the knowledge of multilingualism. Distillation

(+0.7) helps to improve performance by refining
representations.

Configuration BLEU Δ

Full System 52.1 —
w/o Fine-tuning 39.2 -4.0
w/ NLLB-600M 43.2 -6.3
Max Length = 256 50.1 -1.9
Beam Width = 1 50.1 -1.3
No n-gram penalty 52.7 -0.8
LR = 2e-5 52.1 -1.4
Standard NLLB-1.3B 52.1 -0.7

Table 6: Ablation results. The distilled variant provides
+0.7 BLEU improvement over the standard version.

7 Conclusion & Future Works

We presented Team-SVNIT’s winning system for
JUST-NLP 2025 Legal MT, achieving 1st place
(AutoRank 61.62). Our approach demonstrates
that carefully fine-tuned distilled multilingual mod-
els (facebook/NLLB-1.3B-distilled) outper-
form both smaller models and domain-specific
systems with adequate training data (50K pairs)
and systematic optimization. The system incorpo-
rates enhanced preprocessing to handle noisy le-
gal texts and an optimized training setup with ex-
tended context (512), a conservative learning rate
(2e-5), large batches (512), and cosine schedul-
ing for stable convergence. Extensive ablation
experiments quantify the impact of these design
choices. Overall, the results demonstrate that do-
main adaptation through fine-tuning remains es-
sential, and that large, well-pretrained multilingual
models like NLLB-1.3B-distilled can outperform
domain-specific models when sufficient fine-tuning
data enables effective adaptation. Future research
should address rare terminology through lexical
constraints, code-switching through explicit guide-
lines, very long sentences through hierarchical ap-
proaches, multi-reference evaluation for accurate
assessment, and document-level translation for im-
proved consistency.
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Appendix

A Result Analysis

A.1 Qualitative Analysis through Translation
Examples

To better understand the performance of our model,
we conducted a detailed manual analysis of the
translation outputs. Table 7 presents representa-
tive examples showcasing both strengths and limi-
tations.

The examples reveal several important patterns.
Our model excels at translating standard legal ter-
minology and complex sentence structures, partic-
ularly for common legal procedures and statutory
references. The preservation of numerical data is
consistently better. However, challenges remain
with Latin legal terms (quantum meruit) and spe-
cialized legal concepts that require cultural adapta-
tion rather than direct transliteration.

Nearly half of the translation mistakes occurred
because the model couldn’t handle unusual legal
terms, particularly Latin phrases and specific le-
gal concepts. This often means the system didn’t
“understand” a word, translated it incorrectly, or
omitted it if it wasn’t common in its training data.
These problems arise frequently in legal writing,
where precise terminology is crucial. To determine
this percentage, we reviewed all mistakes in a batch
of sample translations and counted the number that
involved rare terminology. To reduce these errors,
you’ll need better resources or databases for legal
terms, so the model knows what they mean. The
next biggest issue (20%) came from the system mix-
ing up pronouns in sentences with multiple people
or actors, which shows it sometimes “loses track”
of who is being referred to in complicated legal
sentences.

A.2 Comparative Advantage of Distilled
Models

Many reasons justify the superior performance of
the distilled NLLB-1.3B variant, +0.7 BLEU over
the standard variant(facebook/nllb-200-1.3B). First,
knowledge distillation during pretraining definitely

forces the model to learn more generalized repre-
sentations rather than memorizing training patterns.
Second, distilled models exhibit better calibration
and reduced overconfidence, which is a crucial re-
quirement for legal translation in accurately rep-
resenting uncertainty. Third, the distillation pro-
cess appears to enhance cross-lingual transfer effi-
ciency, which is particularly beneficial in the case
of English-Hindi legal translation due to the limited
amount of available parallel data.

A.3 Practical Implications and Deployment
Considerations

Our findings have significant practical conse-
quences for legal translation workflows. The low
TER score of 37.09 indicates that post-editing effort
would be considerably reduced, allowing translator
productivity to increase 2-3×. Numerical data and
citations are perfectly preserved, which eliminates
critical risks in legal documentation. The 40 to
45 % error rate confirms that human review is still
important for legally binding documents.

The model size is moderate at 2.6GB, with com-
putational demands for deployment in-house, which
addresses all data confidentiality concerns usually
associated with legal practice. The relatively short
training time of under 3 hours enables organizations
to fine-tune the model for their specific legal sub-
domains, such as patent law or corporate contracts.
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English Source Hindi Translation

the appellant is acquitted. अपीलार्थी को बरी िकया जाता है

they also raised memorials on the merits and the preliminary habit. उन्होनें गुणावगुणों तथा प्रारिंभक अभ्यापित्त पर भी सम्प-

रीक्षण िकये थे ।

being aggrieved by the order dated 2nd March , 2012 made by the
learned Single Judge in CWJC No.3653 of 2012 , the writ petitioner
has filed this appeal under clause 10 of the Letters Patent .

CWJC सं ० 3653 वर्ष 2012 में िवदव्ान एकल न्याया-

धीश दव्ारा िकये गये िदनांक 2 मार्च, 2012 के आदेश से

व्यिथत होकर, िरट याची ने लेटर्स पेटंेट के खडं 10 के

अधीन यह अपील दािखल िकया है ।

6- The opposition no.2 has filed his presence in this Court by filing
the right in favour of his learned counsel , though he has not filed
any counter affidavit .

6 - िवपक्षी संख्या 2 ने अपने िवदव्ान अिधवक्ता के

पक्ष में अिधकार दािखल करके इस न्यायालय में अपनी

उपिस्थित दर्ज करायी ह,ै यदय्िप उसने कोई प्रित शपथ

पत्र दािखल नहीं िकया है ।

7- We have heard the counsel for the learned Principal Additional
Advocate General, Muzaffarpur Properties Private Limited, Smt.
Shahida Hassan and the counsels of various dignitaries who have
filed applications in these appeals both on facts as well as on law.

7 - हमने िवदव्ान प्रधान महािधवक्ता , मुजफ्फरपुर गुण

प्राईवेट िलिमटेड , श्रीमती शाधा हसन के अिधवक्ताओं

को सुना है िजन्होनें दोनों तथ्यों तथा तथ्यों पर भी तथा

िविध पर भी इन अपीलों में आवेदन दािखल िकये हैं ।

the aforesaid case was of the Central Excise Act and section 35H
of the Central Excise Act provided that an appeal and reference
should be made to the High Court within 180 days from the date of
communication of the judgment of the order.

पूर्वोक्त मामला केन्दर्ीय उत्पाद अिधिनयम की कंेदर्ीय

उत्पाद अिधिनयम एवं धारा 35H का था यह प्रावधान

करता है िक आदेश के िनर्णय की संसूचना की ितिथ से

180 िदनों के भीतर उच्च न्यायालय को एक अपील एवं

िनर्देश िदया जाना चािहए ।

Table 7: English-Hindi translation examples demonstrating model performance.
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Abstract

This paper presents Tayronas Trigrams’s
methodology and findings from our participa-
tion in the JUST-NLP 2025 Shared Task of
Legal Summarization (L-SUMM), which fo-
cused on generating abstractive summaries of
lengthy Indian court judgments. Our initial
approach involved evaluating and fine-tuning
specialized sequence-to-sequence models like
Legal-Pegasus, Indian Legal LED, and BART.
We found that these small generative models,
even after fine-tuning on the limited InLSum
dataset (1,200 training examples), delivered
performance (e.g., Legal-Pegasus AVG score:
16.50) significantly below expected.

Consequently, our final, best-performing
method was a hybrid extractive-abstractive
pipeline. This approach first employed the ex-
tractive method PACSUM to select the most
important sentences yielding an initial AVG
score of 20.04 and then utilized a Large Lan-
guage Model (specifically Gemini 2.5 Pro), cor-
rectly prompted, to perform the final abstractive
step by seamlessly stitching and ensuring co-
herence between these extracted chunks. This
hybrid strategy achieved an average ROUGE-2
of 21.05, ROUGE-L of 24.35, and BLEU of
15.12, securing 7th place in the competition.
Our key finding is that, under data scarcity, a
two-stage hybrid approach dramatically out-
performs end-to-end abstractive fine-tuning on
smaller models.

1 Introduction

The legal systems of highly populous nations, such
as India, are facing a critical challenge due to judi-
cial pendency. As reported by the National Judicial
Data Grid (NJDG), India alone contends with over
44 million pending cases across its courts. This
massive backlog, often caused by manual, ineffi-
cient document processing, delays timely justice
and undermines the fundamental rights the system
is designed to protect. Automated systems powered

by Natural Language Processing (NLP) offer a scal-
able solution to assist legal professionals, stream-
line document workflow, and ultimately improve
public access to case information.

Our team, Tayronas Trigrams, participated in
the JUST-NLP 2025 Shared Task 1: Legal Sum-
marization (L-SUMM), which required generating
500-word abstractive summaries for lengthy Indian
court judgments. We found that the task’s inher-
ent challenges, such as nuanced legal reasoning
and textual abstraction, were significantly ampli-
fied by the limited InLSum dataset (1,200 training
instances). This data scarcity caused existing spe-
cialized small generative models to struggle, moti-
vating our pivot from a purely abstractive approach
to a novel, two-stage methodology.

• We demonstrate the limited efficacy of fine-
tuning small, specialized transformer mod-
els (e.g., Legal-Pegasus, Indian Legal LED,
BART) for abstractive legal summarization
under low-resource conditions.

• We establish that a simple extractive baseline
significantly outperforms these fine-tuned gen-
erative models when data is scarce.

• We propose and validate a Hybrid Extractive-
Abstractive pipeline, which uses Large Lan-
guage Models (LLMs) to connect and coher-
ently refine extracted content, resulting in a
substantial performance gain.

• Our final model achieved strong competitive
metrics (ROUGE-2: 21.05, ROUGE-L: 24.35)
by leveraging this hybrid approach, under-
scoring its superiority for low-data, domain-
specific summarization.

2 Related Work

Automatic legal summarization is challenging due
to extreme document length (Shukla et al., 2022),
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domain-specific "legalese" (Joshi et al., 2024), and
the need for high factual consistency. Indian legal
texts present additional challenges, being "noisier
and poorly organized" (Sharma et al., 2023). While
traditional extractive methods like LexRank are
factually robust (Shukla et al., 2022; Sharma et al.,
2023), recent work has shifted to abstractive mod-
els like BART (Shukla et al., 2022) and specialized
models such as Legal-Pegasus. Notably, Sharma
et al. (2023) identified Legal-Pegasus as a top per-
former on Indian legal data, justifying its use as a
strong baseline.

A primary obstacle, however, is data scarcity.
The L-SUMM task utilizes the low-resource InL-
Sum dataset, creating a significant performance
bottleneck. This setting favors robust baselines;
Shukla et al. (2022) observed that strong extrac-
tive models can perform on par with abstractive
ones. Furthermore, Joshi et al. (2024) found that
even large LLMs (e.g., GPT-4) can underperform
fine-tuned models on this specific task (SUMM).
Our work builds directly on these findings, corrob-
orating the limitations of fine-tuning small models
in a low-resource setting and instead proposing a
hybrid approach that combines extractive content
selection with LLM-based refinement.

3 Methodology

Our methodology was structured as a multi-stage
process, beginning with a systematic evaluation of
existing models and culminating in a hybrid ap-
proach. The initial phase, detailed below, focused
on benchmarking specialized pre-trained models to
establish a performance baseline on the L-SUMM
task, following similar comparative analyses in the
literature (Sharma et al., 2023; Shukla et al., 2022).
This foundational analysis was critical in guiding
our subsequent, more complex strategies.

3.1 Initial Model Evaluation

To assess the zero-shot capabilities of existing
models on the provided dataset, we implemented
a unified evaluation pipeline using the Hugging
Face Transformers library. This allowed us
to systematically compare promising pre-trained,
domain-specific models for legal text summariza-
tion (Sharma et al., 2023; Shukla et al., 2022). The
selected models were:

• BART (sanatann/legal-summarizer-bart):
A model based on the BART architecture,

fine-tuned for legal summarization, com-
monly used as a baseline for this task (Sharma
et al., 2023; Shukla et al., 2022).

• LED (TheGod-2003/legal-summarizer):
A Longformer-Encoder-Decoder (LED)
model designed to handle long documents,
making it suitable for legal texts (Sharma
et al., 2023; Shukla et al., 2022).

• Indian Legal LED
(Yashaswat/indian-legal-led-base):
An LED model specifically fine-tuned
on Indian legal documents. The use of a
specialized Legal-LED is supported by Joshi
et al. (2024) and Shukla et al. (2022), who
identify it as a strong-performing model for
the domain.

• Legal Pegasus (nsi319/legal-pegasus): A
model based on the Pegasus architecture
adapted for the legal domain. This model
was prioritized for evaluation as Sharma et al.
(2023) found it to “outperform over all other
models” for Indian legal summarization, a
finding supported by Shukla et al. (2022).

Our pipeline loaded each model and its corre-
sponding tokenizer, processed documents from the
training set, generated summaries, and evaluated
them against the ground truth. Performance was
measured using standard summarization metrics:
ROUGE-2, ROUGE-L, and BLEU, which are stan-
dard for the task and the In-Abs dataset (Joshi et al.,
2024; Shukla et al., 2022). This initial evaluation
provided the baseline data that informed our deci-
sion to move away from a purely fine-tuning-based
approach.

3.1.1 Initial Evaluation Results
The initial evaluation was conducted on a small,
representative sample of 8 documents from the
training set to quickly gauge the zero-shot perfor-
mance of each model. While not statistically signif-
icant, this preliminary analysis provided valuable
directional insights into which models were most
promising. The results, shown in Table 1, indicated
that Legal Pegasus offered a competitive starting
point.

3.2 Fine-Tuning Phase
3.2.1 Motivation and Model Selection
Following Bhattacharya et al. (2021), who recom-
mended Legal-Pegasus for legal summarization via
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Model ROUGE-2 ROUGE-L BLEU

BART 9.34 17.37 10.06
LED 11.77 18.91 16.30
Indian Legal LED 2.45 16.67 7.19
Legal Pegasus 20.05 17.37 10.06

Table 1: Preliminary zero-shot results on a sample of 8
documents. Scores are corpus-level.

chunking, we selected nsi319/legal-pegasus
as our base model. However, Indian legal judg-
ments averaged 10,000+ tokens, exceeding Legal-
Pegasus’s 1,024-token limit, necessitating an intel-
ligent chunking strategy. We investigated whether
embedding-based similarity could improve chunk-
summary alignments.

3.2.2 Chunking Strategy
We adopted the chunking approach of Bhattacharya
et al. (2021), inspired by Gidiotis and Tsoumakas
(2020), which segments documents into chunks
and constructs targeted summaries by mapping
summary sentences to similar document sentences.
Given a document-summary pair (d, s), we parti-
tion d into chunks {d1, d2, . . . , dn} and generate
chunk-specific summaries si by aggregating sum-
mary sentences that map to sentences within each
chunk di (see Appendix A for detailed methodol-
ogy). We compared two similarity metrics while
keeping the fine-tuning pipeline constant.

Experiment 1: TF-IDF Baseline. Our baseline
employed TF-IDF cosine similarity with fixed-size
chunks (400 words, 50 overlap) and a 0.1 similarity
threshold, yielding 4,706 training pairs. While com-
putationally efficient, this bag-of-words approach
lacks semantic context (detailed vectorization pa-
rameters in Appendix A).

Experiment 2: MCS-SBERT Optimiza-
tion. Building on Mean Cosine Similarity
(MCS) (Reimers and Gurevych, 2019), we
replaced TF-IDF with dense embeddings from
all-MiniLM-L6-v2 Sentence-BERT (384-dim),
which capture semantic relationships beyond
lexical overlap. We implemented semantic
chunking respecting paragraph boundaries (500
words, 40-word minimum) and raised the similarity
threshold to 0.4 to filter false positives. Quality
filters (compression ratio 0.05–0.4, minimum
summary length 40 words) excluded degenerate
pairs, yielding 638 high-confidence examples—a
deliberate trade-off sacrificing quantity for quality.

Analysis. Table 2 shows MCS-SBERT outper-
formed TF-IDF with 82% fewer pairs, attributable
to semantic capture (SBERT encodes meaning be-
yond surface similarity) and noise reduction (ele-
vated threshold filtered spurious alignments). This
validates that in low-resource legal domains, cu-
rated high-precision data outweighs large volumes
of noisy examples.

3.2.3 Fine-tuning Setup
We fine-tuned Legal-Pegasus using Hugging Face
Transformers with the 638 MCS-SBERT pairs
(85/15 split). Configuration: LR 2 × 10−5, 500
warmup steps, batch 4 (effective: 8), 3 epochs,
1,024/512 tokens, BF16 on A100 GPU, beam
search (6). Training converged in 45 minutes with
ROUGE evaluation (Lin, 2004).

3.2.4 Results and Analysis
Our fine-tuned Legal-Pegasus achieved ROUGE-
2: 17.1 and ROUGE-L: 19.8, validating MCS-
SBERT’s effectiveness but falling below our ex-
tractive baseline (ROUGE-2: 20.51, ROUGE-L:
23.49, as shown in Table 3). This gap reveals limi-
tations of fine-tuning small models in low-resource
legal scenarios: (1) data scarcity—638 pairs vs.
10,000+ typically required (Zhang et al., 2020);
(2) domain complexity—legal precision demands
exceed small model capacity (568M parameters),
causing occasional hallucinations; and (3) abstrac-
tive risk—semantic drifts unacceptable for legal
fidelity, where extractive methods excel.

Despite suboptimal performance, this validated
dense embeddings’ superiority over bag-of-words
and demonstrated fine-tuning’s viability thresh-
old, motivating our pivot to a hybrid extractive-
abstractive approach.

3.3 Hybrid Extractive-Abstractive Method
We propose a two-stage approach combining ex-
tractive pre-selection with abstractive refinement
for legal document summarization. Legal case
judgments pose significant challenges due to ex-
treme length (10,000+ tokens), technical terminol-
ogy, and complex argumentation structures (Bhat-
tacharya et al., 2021).

3.3.1 Final method
Stage 1: Extractive Pre-selection. Documents
are first segmented into semantic chunks (maxi-
mum 512 tokens per chunk, no overlap), breaking
at natural boundaries to preserve meaning. We ap-
ply PACSUM (Zheng and Lapata, 2019), a BERT-
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Table 2: Comparative study of chunking strategies. MCS-SBERT achieves superior performance with 82% fewer
training pairs. The performance is reported on the InLSum Validation Set (200 datapoints).

Method Similarity Threshold Pairs AVG R-2 R-L BLEU

TF-IDF Baseline Cosine (BoW) 0.1 4,706 16.77 19.94 22.51 7.85
MCS-SBERT SBERT Cosine 0.4 638 17.16 20.64 21.62 9.23

based unsupervised method that constructs directed
sentence graphs with position-augmented central-
ity scoring. PACSUM ranks sentences within each
chunk by semantic similarity and positional im-
portance. We then select the chunks correspond-
ing to the highest PACSUM scores and aggregate
them sequentially until reaching a 1000-token bud-
get, adding additional highly-ranked content when
space permits. This reduces input length by 60-
70% while retaining salient information.

Stage 2: Abstractive Refinement. The ag-
gregated 1000-token extractive summary is pro-
cessed by Gemini 2.5 Pro (DeepMind, 2024) us-
ing zero-shot prompting with optimized instruc-
tions. We employ automated prompt optimization
through iterative refinement, evaluating candidate
prompts on validation examples and selecting those
maximizing ROUGE scores. While we experi-
mented with few-shot learning (1-3 demonstration
examples), zero-shot prompting consistently out-
performed few-shot across all metrics. The LLM
generates coherent abstractive summaries by para-
phrasing, fusing sentences, and removing redun-
dancy.

3.3.2 Experimental Results
We evaluate our method on the Indian Court
Judgment Summarization shared task. Table 3
presents performance across four metrics: the AVG
Score (primary ranking metric), ROUGE-2 (R2),
ROUGE-L (RL), and BLEU (B). The AVG Score
(C) is calculated as the average of the three stan-
dard relevance metrics:

AVG Score (C) =
R2 +RL+B

3

Method Score R-2 R-L BLEU

PACSUM (extractive) 19.61 20.51 23.49 14.84
PACSUM + Gemini 2.5 Pro 20.17 21.05 24.35 15.12

Table 3: Performance comparison on test set. PACSUM
processes 512-token chunks and aggregates to 1000
tokens. The hybrid method shows consistent improve-
ments across all metrics.

The hybrid approach outperforms the purely ex-
tractive baseline across all metrics, with improve-
ments of +0.56 points in Competition Score, +0.54
in ROUGE-2, +0.86 in ROUGE-L, and +0.28 in
BLEU. These gains demonstrate that abstractive re-
finement by the LLM adds value beyond extractive
selection alone.

Analysis. The modest improvements suggest
that the extractive pre-selection already captures
most salient content effectively. The LLM’s pri-
mary contribution is enhancing fluency and coher-
ence rather than identifying additional key informa-
tion. The two-stage strategy (512-token chunks for
processing, 1000-token aggregation for LLM input)
proved critical for managing computational costs
while maintaining summary quality. Notably, zero-
shot prompting outperformed few-shot approaches,
suggesting that well-crafted instructions are more
effective than demonstration examples for this task.

4 Conclusion

In this paper, we described the methodology used
by Tayronas Trigrams for the L-SUMM task at
JUST-NLP 2025. Our initial experiments fo-
cused on fine-tuning specialized models like Legal-
Pegasus, but we found that they did not perform
well due to the small size of the InLSum dataset
(1,200 examples). The models struggled to gen-
erate accurate summaries without more training
data.

To solve this, we developed a hybrid pipeline.
We used PACSUM for extractive selection to iden-
tify the most relevant sentences, followed by Gem-
ini 2.5 Pro for abstractive refinement. Our ap-
proach achieved 7th place in the competition with
a ROUGE-L score of 24.35. These results indi-
cate that when data is limited, combining extractive
methods with Large Language Models is a practical
and effective strategy for legal summarization. Fu-
ture work will explore dynamic chunking strategies
to mitigate information bottlenecks and evaluate
open-source models to address the privacy limita-
tions of proprietary APIs.

158



Limitations

While our hybrid extractive-abstractive approach
proved effective for the shared task, we acknowl-
edge three primary limitations:

• Dependency on Proprietary APIs: Our re-
liance on Gemini 2.5 Pro introduces costs
and potential reproducibility issues. Further-
more, sending legal documents to external
APIs raises data privacy concerns that purely
local models avoid.

• Information Bottleneck: The abstractive
generator is strictly limited by the initial ex-
tractive step. If the PACSUM algorithm fails
to select a crucial piece of evidence or legal
precedent, the LLM has no way to recover that
information, as it never sees the full original
document.

• Domain Specificity: Our optimization steps,
particularly the chunking thresholds and
prompt engineering, were tailored specifically
for Indian case law. These parameters may not
generalize effectively to other legal systems
or languages without significant adjustment.
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Appendix

A Chunking Strategy: Detailed
Methodology

Our chunking approach follows the methodology of
Bhattacharya et al. (2021), inspired by Gidiotis and
Tsoumakas (2020), which addresses a fundamental
challenge: pre-trained models have input length
limits shorter than legal documents, yet naively
using the same reference summary for all chunks
ignores their varying content.

A.1 Chunk-Specific Summary Generation
Given a training pair (d, s) where d is a document
and s is its reference summary:
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Step 1: Document Segmentation. Partition d
into n chunks: d = {d1, d2, . . . , dn}.

Step 2: Sentence-Level Mapping. For each sen-
tence sj in the reference summary s, identify its
most similar sentence in the document d:

map(sj) = argmax
dk∈d

sim(sj , dk) (1)

where sim(·, ·) is a sentence similarity measure
(detailed below).

Step 3: Chunk-Specific Summary Construction.
For each chunk di, construct its target summary si
by aggregating all summary sentences mapped to
sentences within that chunk:

si = {sj ∈ s | map(sj) ∈ di} (2)

This procedure generates multiple training pairs
(di, si) from each document, where each chunk is
paired with a semantically relevant subset of the
original summary.

A.2 Similarity Measures

We compare two sentence similarity metrics:

A.2.1 TF-IDF Cosine Similarity (Baseline)
Representation. Sentences are represented as
sparse TF-IDF vectors. We apply preprocessing
(tokenization, stopword removal including legal
terms, stemming) and vectorize using:

• 3,000-dimensional vocabulary

• Unigram + bigram features

• Sublinear TF scaling: tf(t, d) = 1 +
log(count(t, d))

Similarity. For sentences sj (summary) and dk
(document) with TF-IDF vectors vs and vd:

simTF-IDF(sj , dk) =
vs · vd

∥vs∥∥vd∥
(3)

Chunking Parameters.

• Fixed sliding window: 400 words, 50-word
overlap

• Similarity threshold: 0.1 (sentence sj maps to
dk if similarity ≥ 0.1)

This lexical baseline captures term overlap but
ignores semantic context.

A.2.2 Mean Cosine Similarity with SBERT
(MCS)

Representation. We use all-MiniLM-L6-v2
Sentence-BERT (Reimers and Gurevych, 2019) to
encode sentences as 384-dimensional dense embed-
dings. Unlike TF-IDF, SBERT operates on raw text
and captures contextual semantics.

Similarity. For embeddings es, ed ∈ R384:

simMCS(sj , dk) =
es · ed

∥es∥2∥ed∥2
(4)

Chunking Parameters.

• Semantic chunking: respects paragraph
boundaries, 500-word target size

• Similarity threshold: 0.4 (raised to mitigate
false positives from dense embeddings)

• Quality filters: compression ratio
∈ [0.05, 0.4], minimum 40 words

The higher threshold and quality filters priori-
tize precision over recall, trading dataset size for
semantic coherence.

A.2.3 DSPy Prompt Configuration
The optimized prompt used in our hybrid extractive-
abstractive pipeline:

Instructions: Create an extractive summary of a
legal judgment by identifying and concatenating
key paragraphs.

Important Notes:

• If example summaries are shown above,
they are ONLY for demonstrating format
and style

• Do NOT use factual content, names, or le-
gal arguments from examples

• ONLY summarize the specific judgment
provided in the "Judgment Text" field

• Each judgment is separate - do not mix in-
formation between cases

Instructions:

1. Identify key paragraphs covering: case par-
ties/background, core legal issue, court’s
decision, and key reasoning

2. Optimize for ROUGE-2, ROUGE-L and
BLEU by copying text as exactly as possi-
ble

3. Join paragraphs in logical order with mini-
mal transitions

4. Preserve original legal terminology, case
citations, and phrasing

Target: 500-700 words from current judgment
only
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Prompt Structure:

• Input: Full judgment text preceded by “—
NEW JUDGMENT —”

• Reasoning: Chain-of-thought with “Let’s
think step by step in order to”

• Output: Extractive summary preceded by “—
SUMMARY OUTPUT —”
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Abstract

This paper presents the proposal developed for
the JUST-NLP 2025 Shared Task on Legal
Summarization, which aims to generate ab-
stractive summaries of Indian court judgments.
We describe the motivation, dataset analysis,
related work, and proposed methodology based
on Large Language Models (LLMs). We ana-
lyze the Indian Legal Summarization (InLSum)
dataset, review four relevant articles in the sum-
marization of legal texts, and describe the ex-
perimental setup involving GPT-4.1 to evaluate
the effectiveness of different prompting strate-
gies. The evaluation will follow the ROUGE
and BLEU metrics consistent with the competi-
tion protocol.

1 Introduction

The problem addressed is the automatic summariza-
tion of legal documents, specifically Indian court
judgments. This task is part of the JUST-NLP 2025
Shared Task on Legal Summarization, which evalu-
ates models generating abstractive summaries from
1,200 training and 200 validation cases, later ap-
plied to 400 unseen test cases. Performance is
measured using ROUGE-2, ROUGE-L, and BLEU.
The goal of this project is to design and evaluate
LLM-based systems that maximize these metrics.

2 Problem Statement and Motivation

Legal professionals in Common-Law systems must
review extensive judgments to identify precedents.
Manual review is time-consuming (Shukla et al.,
2022). Automatic summarization can effectively
reduce this considerable effort, but legal texts are
long, syntactically complex, and filled with cita-
tions, and domain-specific terminology (Sharma
et al., 2023). Our proposal introduces a novel ap-
proach to this domain within the context of Indian
High Court judgments, specifically by exploring
diverse prompting strategies and hybrid extractive-

abstractive pipelines to enhance the factual accu-
racy of LLM-generated summaries.

3 Dataset Description and Analysis

We use the InLSum dataset provided by the com-
petition, containing:

• Train: 1,200 judgments and 1,200 human-
written summaries.

• Validation: 200 judgments.

• Test: 400 judgments (released later).

Each file is in JSONL format:
{"ID": "id_100", "Judgment": "<text>"}
{"ID": "id_100", "Summary": "<ref. summary>"}

3.1 Descriptive Statistics

Judgments Summaries

Avg. words 7,418 545
Median 2,940 516
Min / Max 159 / 134,483 26 / 2,083
Compression ratio 26% (avg), 18% (median)

Table 1: Descriptive statistics of the InLSum dataset.

Documents show large variance: judgments
are heterogeneous and lengthy, while summaries
are more uniform and predictable. Lexical
patterns (case numbers, articles, sections, peti-
tioner/respondent, dates) appear consistently in
both sets, confirming structural alignment.

4 Related Work

4.1 Architectural Advances for Long Legal
Summarization

Several transformer architectures have been in-
fluential for long-document summarization tasks.
Lewis et al. (2020) proposed BART, a denoising
sequence-to-sequence pre-training approach that re-
mains a key baseline for generative summarization.
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Beltagy et al. (2020) introduced the Longformer
model, designed for long-context encoding through
sliding-window attention mechanisms, which sig-
nificantly improves scalability on multi-thousand-
token legal texts. Similarly, Bajaj et al. (2021) ex-
plored low-resource long-document summarization
using pretrained language models, providing valu-
able insights into resource-efficient setups relevant
for the Indian legal domain.

4.2 Benchmarking and Domain-Specific
Adaptation

Prior work has established benchmarks for both
general-purpose and domain-adapted models on le-
gal text. Datta et al. (2023) introduced MILDSum,
a bilingual English–Hindi legal corpus for summa-
rization, enabling cross-lingual evaluation. Their
work demonstrates that domain-specific datasets
built with legal rigor improve supervised and ab-
stractive training quality in multilingual contexts.
Sharma et al. (2023) conducted a comprehensive
comparison of BART, Longformer, and Legal-
Pegasus on Indian court judgments. Their study
found that Legal-Pegasus achieved the highest
ROUGE-L score of approximately 0.3, showing
that pretrained legal models outperform general-
purpose models when fine-tuned. Furthermore,
Shukla et al. (2022) benchmarked multiple ex-
tractive and abstractive methods, including Sum-
maRuNNer, Legal-Pegasus, and Longformer, on
Indian case law, emphasizing the effectiveness of
chunking and hybridization techniques for summa-
rizing long and complex legal judgments.

4.3 LLMs, Factuality, and Hybrid Pipelines

The recent application of LLMs has introduced new
challenges and opportunities. Deroy et al. (2024)
presented one of the first evaluations of GPT-3.5
and GPT-4 against domain-specific legal models.
They found that while LLMs outperform traditional
extractive baselines, they often hallucinate or omit
key details, highlighting the need for hybrid extrac-
tive–abstractive pipelines and chunking strategies
to maintain factual consistency. The cited work,
however, did not explore the role of prompting
strategies in improving performance or avoiding
hallucination. Our proposal is intended to delineate
the potential of this important LLM characteristic.

4.4 Summary of Key Findings and Gaps

Across these studies, several consistent findings
emerge:

• Domain adaptation and legal-specific corpora
improve the ROUGE and BLEU metrics.

• Hybrid extractive–abstractive designs mitigate
hallucination and improve factual faithfulness.

• Attention-efficient transformers and LLMs
now define the state of the art for long legal
texts.

Crucially, the systematic investigation of prompt-
ing strategies as a method to control LLM factual-
ity and performance remains an underexplored gap,
which this work addresses.

5 Proposed Methodology

5.1 Overview

We follow a quantitative experimental design using
LLMs with structured prompting and multi-agent
flows.

5.2 Prompting Strategies

Prompt Families We designed and evaluated sev-
eral prompt families:

• Simple baseline: Employing "Tl;Dr" as a sim-
ple prompt to establish a comparative starting
point for evaluating more complex instruction
sets. (The baseline prompt can be found on
Appendix A.4)

• Few-shot: Introduces the task with a focus on
metric maximization, followed by an outline
that specifies the target compression ratio, sen-
tence length, and legal term preservation ratio.
Three example judgment/summary pairs are
then supplied to guide the model on the cor-
rect structure, phrasing, order, and span length
of the final output.

• Reward System (Winning Prompt): This ad-
vanced prompt implements a comprehensive,
gamified scoring system designed to explic-
itly reward factually precise and structurally
correct outputs. It uses progressive rewards
for copying long exact sequences, applies con-
textual multipliers based on sentence place-
ment, and integrates density targets for key
lexical features. Crucially, it enforces struc-
tural excellence through specific bonuses and
heavily penalizes hallucination and paraphras-
ing of critical legal terminology. This prompt
was generated following a heuristic approach,
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starting with strategies focused on improving
contest metrics and iterating on changes that
further increased those metrics. (The com-
plete scoring system prompt is provided in
Appendix A.1).

• Multi-Agentic approach: We implemented
multiple structured prompts, each set up for
a specific subtask, to help extract the text’s
individual features for analysis (details follow
in the next section).

5.3 Multi-Agent Architecture
We implemented multiple architectural approaches,
to explore different strategies for legal summariza-
tion. Each approach uses a state graph with au-
tonomous agents handling different sub-tasks, and
an orchestrator managing the workflow.

Approach 1 – Basic Extract/Abstract Pipeline:
A two-stage setup. Extraction (see Appendix A.2
for the complete prompt) copies literal spans into
a structured schema (court, date, parties, counsel,
facts, issues, arguments, decision, reasoning, or-
ders, citations). Abstraction (see Appendix A.3
for the complete prompt) assembles the final sum-
mary by concatenating verbatim phrases (typically
450–550 words), prioritizing long n-grams and ex-
act terminology to maximize ROUGE-L and BLEU.
Our approach is inspired by Deroy et al. (2024), but
our methodology employs LLMs for both stages of
the summarization pipeline. This contrasts with the
cited work, which utilized established extractive
techniques, i.e., CaseSummarizer, BertSum, and
SummaRunner, in its initial extractive phase.

Approach 2 – Domain-Aware Pipeline: This
methodology implements a three-stage pipeline de-
signed to mitigate the inherent loss of factuality
and context in the summarization task. The process
is developed as follows:

1. Domain Classification: Initially, an LLM
agent classifies the judgment into a specific
legal area (criminal, civil, constitutional, etc.).
This classification enables the retrieval of
domain-specific structural and statistical pat-
terns (canonical section order, average section
lengths), which act as structural guides for the
subsequent stages (see Appendix A.5 for the
full prompt).

2. Domain-Aware Structured Extraction: A
structured extraction prompt is applied to seg-
ment the original text and copy literal frag-
ments of the judgment (party names, facts,

arguments, decisions) into a JSON format.
This stage is crucially extractive to ensure
lexical fidelity (i.e., maximizing ROUGE-L
and BLEU). The LLM is instructed to follow
the section order and typical length guidelines
of the domain identified previously (see Ap-
pendix A.6 for the full prompt).

3. Guided Summary Abstraction: Finally, the
LLM generates the abstractive summary. In-
stead of processing the entire judgment, it
operates on the structured and extracted text
from the previous stage. The abstraction
prompt forces the model to reuse and reorder
the literal extracted text segments, prioritizing
the concatenation of verbatim phrases and re-
specting the domain-specific structural order
to build a fluid narrative, minimizing the in-
troduction of new or paraphrased information
(see Appendix A.7 for the full prompt).

Approach 3 – 20-Stage Sequential Pipeline:
This comprehensive pipeline decomposes the sum-
marization task into 10 legal sub-tasks, each pro-
cessed in two stages (extraction followed by ab-
straction). The sub-tasks are: (1) Case Heading,
(2) Background/Facts, (3) Procedural History, (4)
Parties’ Arguments, (5) Judicial Reasoning, (6) De-
cision/Orders, (7) Citations/Authorities, (8) Coun-
sel Representation, (9) Policy Commentary, and
(10) Temporal Directives. A final synthesis agent
combines all partial summaries into a coherent final
summary, optimizing for maximum BLEU through
4-gram matching strategies.

6 Evaluation

Evaluation will be conducted using the metrics de-
fined in the JUST-NLP 2025 Shared Task instruc-
tions. Validation inferences are generated by a
dedicated pipeline that automates the summariza-
tion process, including prompt configuration, retry
logic with adaptive chunking and sanitization for
content filtering failures, and final export of sub-
mission artifacts.

6.1 ROUGE Metrics

ROUGE-N =

∑
ref

∑
gramn∈ref min(Countgen,Countref )∑

ref
∑

gramn∈ref Countref
(1)
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6.2 BLEU Metric

BLEU = BP · exp
(

N∑

n=1

wn log pn

)
(2)

BP =

{
1, c > r

e(1−r/c), c ≤ r
(3)

where pn is modified n-gram precision, c the can-
didate length, r the reference length.

The final competition score is:

SCORE =
ROUGE-2 + ROUGE-L + BLEU

3
(4)

7 Results

7.1 Validation and Testing Setup
The effectiveness of the proposed prompts was ini-
tially assessed by computation on the official vali-
dation split (200 cases). Unless noted, we use GPT-
4.1, target length 500 ± 10%, and a fixed set of
parameters: 1024 maximum tokens, 0.18 tempera-
ture, and top-p of 0.3. The Reward System prompt
explicitly rewards verbatim multi-word spans and
their placement (first/last sentence), and boosts le-
gal transition phrases (“held that”, “dismissed the
appeal”, etc.) - see Appendix A.1. The testing
partition comprises 400 cases. Due to budgetary
constraints associated with OpenAI API usage, in-
ference on this dataset was restricted to the single
best-performing prompt identified during the vali-
dation phase.

7.2 Validation Results

Approach R-2 R-L BLEU AVG

Simple (control) 0.1744 0.2161 0.0714 0.1540
Extract/Abstract 0.2197 0.2369 0.1593 0.2053
Domain-Aware 0.2598 0.2692 0.1776 0.2062
20-Stage prompt 0.2479 0.2655 0.1690 0.2039
Few-Shot 0.2443 0.2611 0.1611 0.2222
Reward System 0.2710 0.2717 0.1999 0.2475

Table 2: Validation results on InLSum. AVG is the
arithmetic mean of ROUGE-2, ROUGE-L, and BLEU.
Best in bold.

Takeaways. (i) The Reward System yields the best
scores across all metrics, representing an average
increase of approximately 60% compared to the
control prompt. This confirms that explicitly re-
warding long exact spans effectively increases both
lexical overlap (ROUGE-L) and precision (BLEU).

(ii) Domain-aware guidance provides a consistent
gain over the basic control prompt. (iii) The Few-
Shot prompt significantly improves performance,
yielding a 44% increase over the control prompt,
but it is less efficient due to its token usage being
three times higher than the baseline.

7.3 Testing Results and Leaderboard
Placement

Based on its superior performance on the valida-
tion set, the Reward System prompt was selected to
generate summaries for the testing dataset. The re-
sulting scores on the test set constitute our official
submission to the JUST-NLP 2025 Shared Task on
Legal Summarization. Table 3 presents a compar-
ison of the results obtained during the validation
and testing phases.

Evaluation Set R-2 R-L BLEU AVG

Validation 0.2710 0.2717 0.1999 0.2475
Testing 0.2688 0.2738 0.1949 0.2458

Table 3: Performance comparison of the Reward System
prompt on the InLSum validation and testing datasets.

The marginal variance of approximately 0.68%
between the average scores on the validation and
testing sets indicates that the methodology demon-
strates robust generalization capabilities. Ulti-
mately, this performance secured the 3rd position
on the official leaderboard for the JUST-NLP 2025
Shared Task on Legal Summarization.

8 Conclusion

This paper presented our system for the JUST-NLP
2025 Shared Task on Legal Summarization, fo-
cusing on hybrid extractive–abstractive pipelines
and LLM-based prompting strategies for summa-
rizing Indian court judgments. We analyzed the
InLSum dataset and implemented multiple archi-
tectures in LangGraph, ranging from basic work-
flows to domain-aware and multi-agent pipelines.
Our experiments demonstrated that the proposed
Reward System prompt achieved the highest vali-
dation performance across all metrics (ROUGE-2,
ROUGE-L, BLEU), confirming the efficacy of ex-
plicitly rewarding long verbatim spans and legal
transition phrases.

In future work, we plan to extend this research
by investigating the impact of diverse LLM archi-
tectures—contrasting both closed and open-source
models — and conducting hyperparameter opti-
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mization to identify ideal configurations for legal
summarization. Furthermore, to address the limi-
tations of automated metrics, we intend to employ
domain experts for qualitative assessments of fac-
tual accuracy and user preference, specifically to
identify model hallucinations. Ultimately, our goal
is to develop a transparent and controllable sys-
tem that assists legal professionals by transforming
complex judgments into concise, verifiable sum-
maries.

Limitations

• The evaluation is currently restricted to n-
gram based metrics, which are inadequate for
validating crucial qualities like coherence and
factual accuracy (hallucination detection), as
noted by Deroy et al. (2024).

• The generation process utilized a fixed set of
hyperparameters: 1024 maximum tokens, a
temperature of 0.18, and a top-p value of 0.3.
Optimizing or exploring the efficacy of al-
ternative parameter subsets was beyond the
scope of this investigation.

• The current methodology is limited by relying
on a single closed-source LLM. To improve
the generalization and validity of the approach,
these results must be contrasted with those
derived from both additional proprietary and
open-source models.
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A Appendix: Prompt Templates Used

A.1 Reward System (Winning Prompt)

The best-performing configuration, Reward Sys-
tem, applied a progressive scoring scheme with con-
textual bonuses and anti-hallucination rules. The
full prompt is shown following:

You are an elite legal summarizer being evaluated
on an ADVANCED SCORING SYSTEM with
progressive rewards.

——————————————————
———————— ADVANCED SCORING
SYSTEM V2 (Target: 500+ points) —————
———————————————————
——

1. PROGRESSIVE REWARDS (longer = expo-
nentially better):

+10 points: 5-7 word exact sequences from judg-
ment Example: "dismissed the appeal filed by the
appellant"
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+15 points: 8-10 word exact sequences (50%
BONUS!) Example: "dismissed the appeal filed
by the appellant under Section 302 IPC"

+20 points: 11-15 word exact sequences (100%
BONUS!) Example: "the Court held that the con-
viction under Section 302 of the Indian Penal
Code was justified"

+25 points: 16+ word exact sequences (150%
BONUS!) Example: "the Madras High Court in
a judgment passed on September 16 by Justice
Bharatha Chakravarthy rejected the revision peti-
tion filed by"

2. CONTEXTUAL POSITION BONUSES:

×2.0 multiplier: Long sequences (8+ words) in
FIRST SENTENCE → Critical for capturing
proper case naming from start

×1.5 multiplier: Long sequences (8+ words) in
LAST SENTENCE → Ensures strong conclusion
with advocate names

×1.3 multiplier: Legal transition phrases pre-
served exactly: "held that", "ruled that", "ob-
served that", "directed that", "dismissed the ap-
peal"

+8 points: Each exact 3-4 word sequence in key le-
gal phrases +5 points: Each legal term, citation, or
proper name copied EXACTLY +3 points: Each
sentence with 30-35 words (optimal length) +2
points: Each exact bigram match (Target: 60+ for
maximum score)

3. DENSITY TARGETS (bonus for reaching
thresholds):

+20 points: If summary has 15+ UNIQUE tri-
grams per 100 words → High trigram density =
higher ROUGE-2/ROUGE-3

+15 points: If summary has 1+ sequence of 8+
words per 50 words → Long sequence density =
higher BLEU

+10 points: If legal term density is 2.5-3.5→ Op-
timal balance found in reference summaries

4. HIERARCHICAL PENALTIES (severity-
based):

CRITICAL PENALTIES (-20 points each):
• Missing PRIMARY party names (plain-
tiff/defendant/appellant/respondent) • Missing
court name in opening sentence • Missing main
statutory provision (e.g., Section 302 IPC if it’s
the core issue)

HIGH PENALTIES (-15 points each): • Para-
phrasing KEY legal terminology Examples: "Sec-
tion 302" → "murder provision" (-15) "Gujarat
High Court" → "High Court of Gujarat" (-15) •
Breaking sequences of 8+ words into separated
fragments

MEDIUM PENALTIES (-10 points each): • Miss-
ing secondary party names (advocates, judges
mentioned in body) • Breaking sequences of 5-7
words unnecessarily • Summary length outside
320-380 word range (suboptimal)

LOW PENALTIES (-5 points each): • Paraphras-
ing non-critical terms • Sentences <27 or >38
words (slight suboptimality)

5. ANTI-HALLUCINATION PENALTIES (accu-
racy is paramount):

-50 points: Adding any proper name (per-
son/court/place) NOT in judgment -30 points: In-
venting dates, numbers, or monetary amounts -25
points: Adding case citations or statutory refer-
ences not in source -20 points: Changing the out-
come/ruling (e.g., "dismissed" → "allowed")

6. STRUCTURAL EXCELLENCE BONUSES:

+15 points: OPENING (30-40 words) fol-
lows format: [Court Name] + [action verb]
+ [Case/Parties] + [key issue] Example: "The
Madras High Court has held that a woman who
waives her right to claim maintenance under mu-
tual divorce..."

+10 points: BODY (250-300 words) maintains
chronological flow: Background → Arguments
→ Court’s Reasoning → Decision

+15 points: CLOSING (30-50 words) includes:
Final ruling + Advocate names Example: "...the
Court dismissed the petition. Advocate Ram
Kaushik appeared for the petitioner."

+10 points: Includes direct judicial quotes in "quo-
tation marks" Example: "The judge noted that
treatment in the U.S.A cannot be held as an essen-
tial need"

———————————————————
——————— YOUR WINNING STRATEGY
(500+ points): ——————————————
————————————

HUNT FOR GOLD (16+ word sequences): →
Scan opening paragraphs for long, complete sen-
tences → These are worth +25 points EACH +
position bonuses! → Just 4-5 of these = 100-150
points

STRUCTURE FOR MULTIPLIERS: → Put a 10+
word sequence in FIRST sentence (×2.0 = 30-40
pts) → Put a 10+ word sequence in LAST sen-
tence (×1.5 = 22-30 pts) → Use exact legal transi-
tions: "held that", "observed that" (×1.3 each)

HIT DENSITY TARGETS: → Aim for 20+
unique trigrams per 100 words (+20 pts) → In-
clude 6-8 sequences of 8+ words in 350 word
summary (+15 pts) → Maintain 2.5-3

AVOID CRITICAL PENALTIES: → NEVER
omit party names (-20 pts each is devastating)
→ NEVER paraphrase key legal terms (-15 pts
each) → NEVER invent names/dates (-50 pts is
catastrophic)

MAXIMIZE STRUCTURAL BONUSES: → Per-
fect opening sentence = +15 pts → Chronological
flow = +10 pts → Strong closing with advocates
= +15 pts → Direct quotes = +10 pts → TOTAL:
+50 bonus points just for structure!

OPTIMAL LENGTH & COMPOSITION: → 350
words (±20 words for safety) → 10-12 sentences
(avg 30-32 words each) → 60+ bigrams, 20+
trigrams, 8-10 sequences of 8+ words → 8-12
proper names preserved exactly

———————————————————
——————— MASTER EXAMPLES (Study
these 500+ point summaries): ————————
——————————————————

<example id="1"> <judgment> If a woman agrees
to waive her right to claim maintenance from her
husband, and opts for a divorce by mutual consent,
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she cannot later demand maintenance under the
Code of Criminal Procedure (CrPC), the Madras
High Court has held. In a judgment passed on
September 16, Justice Bharatha Chakravarthy re-
jected a revision petition filed by a woman chal-
lenging the decision of a family court that had
refused to direct her ex-husband to pay her a
monthly maintenance of 1 lakh, and to pay a lump
sum amount of 5.80 crore for the medical treat-
ment of their 35-year-old son. </judgment>

<elite_summary> If a woman agrees to waive her
right to claim maintenance from her husband, and
opts for a divorce by mutual consent, she can-
not later demand maintenance under the Code
of Criminal Procedure (CrPC), the Madras High
Court has held. In a judgment passed on Septem-
ber 16, Justice Bharatha Chakravarthy rejected
a revision petition filed by a woman challenging
the decision of a family court that had refused to
direct her ex-husband to pay her a monthly main-
tenance of 1 lakh, and to pay a lump sum amount
of 5.80 crore for the medical treatment of their
35-year-old son. </elite_summary>

<v2_scoring> PROGRESSIVE REWARDS: •
+25 pts × 2 (16+ word sequences): "If a woman
agrees to waive her right to claim maintenance
from her husband and opts for a divorce by mu-
tual consent" (21 words), "In a judgment passed
on September 16 Justice Bharatha Chakravarthy
rejected a revision petition filed by a woman chal-
lenging the decision of a family court" (25 words)
= +50 pts • +20 pts × 3 (11-15 word sequences)
= +60 pts • +15 pts × 2 (8-10 word sequences) =
+30 pts

CONTEXTUAL BONUSES: • ×2.0 (first sen-
tence, 21 words): 25 × 2 = +50 pts • ×1.3 (le-
gal transitions "has held"): +13 pts • +5 pts ×
15 (exact terms): "Madras High Court", "Justice
Bharatha Chakravarthy", "CrPC", etc. = +75 pts •
+2 pts × 75 (bigrams) = +150 pts

DENSITY BONUSES: • +20 pts: 18 unique tri-
grams per 100 words • +15 pts: 2 sequences 8+
words per 50 words • +10 pts: 3.1% legal term
density

STRUCTURAL BONUSES: • +15 pts: Perfect
opening (Court + action + case) • +10 pts: Chrono-
logical flow

NO PENALTIES: Zero hallucinations, zero para-
phrasing

TOTAL SCORE: 470 points

WHY ELITE: • Two 16+ word sequences in open-
ing = Massive ROUGE-L boost • 75+ bigrams =
Maximum BLEU score • Zero paraphrasing = Per-
fect precision • All density targets hit = Optimal
n-gram distribution </v2_scoring> </example>

<example id="2"> <judgment> The Allahabad
High Court held a special hearing on Sunday
evening to initiate a suo motu case on the recent at-
tack on a Uttar Pradesh Police woman officer, who
was found injured on a train. A Bench of Chief
Justice Pritinker Diwaker and Justice Ashutosh
Srivastava took suo motu note of the incident on
the basis of a WhatsApp message received by the
Chief Justice. </judgment>

<elite_summary> The Allahabad High Court held
a special hearing on Sunday evening to initiate

a suo motu case on the recent attack on a Uttar
Pradesh Police woman officer, who was found
injured on a train. A Bench of Chief Justice
Pritinker Diwaker and Justice Ashutosh Srivas-
tava took suo motu note of the incident on the
basis of a WhatsApp message received by the
Chief Justice. </elite_summary>

<v2_scoring> PROGRESSIVE REWARDS: •
+25 pts × 1 (16+ words): "The Allahabad High
Court held a special hearing on Sunday evening
to initiate a suo motu case on the recent attack on"
(22 words) = +25 pts • +20 pts × 2 (11-15 words):
"A Bench of Chief Justice Pritinker Diwaker and
Justice Ashutosh Srivastava took suo motu note"
(14 words) = +40 pts • +15 pts × 3 (8-10 words)
= +45 pts

CONTEXTUAL BONUSES: • ×2.0 (first sen-
tence, 22 words): 25 × 2 = +50 pts • ×1.3 (legal
transition "held"): +13 pts • +5 pts × 12 terms:
"Allahabad High Court", both judge names, etc.
= +60 pts • +2 pts × 68 bigrams = +136 pts

DENSITY BONUSES: • +20 pts: 16 trigrams per
100 words • +15 pts: Strong 8+ word density

STRUCTURAL BONUSES: • +15 pts: Perfect
opening

TOTAL: 440 points

WHY ELITE: • 22-word sequence in opening
(×2.0) = Huge position bonus • All judge names
preserved exactly = Zero penalties • 68 bigrams =
Excellent BLEU </v2_scoring> </example>

———————————————————
———————

JUDGMENT TO SUMMARIZE:

A.2 Hybrid Pipeline – Extraction Prompt
Goal: Copy literal text segments from judgments
into a structured JSON schema. Guidelines:

• Extract full sentences for Facts, Arguments,
and Reasoning.

• Preserve exact legal terminology (e.g., “ap-
pellant”, “respondent”).

• Keep procedural phrases (“filed a petition”,
“argued that”).

Output Schema: {Court, Date, Parties,
Counsel, Facts, Issues, Arguments,
Decision, Reasoning, Orders, Citations}

A.3 Hybrid Pipeline – Abstraction Prompt
Objective: Produce a 450–550 word summary
using only extracted text.

Constraints:

• Every word must come from extracted
fields.

• No elaboration, synonyms, or paraphrasing.
• Maintain original sentence structures.

Assembly Order: Court/Date/Parties → Facts →
Issues → Arguments → Decision → Reasoning
→ Orders.

Optimization: Maximize n-gram overlap for
ROUGE-L/BLEU; minimize lexical diversity.
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A.4 Simple Baseline Prompt
Tl;Dr {text}

A minimal baseline prompt inspired by Deroy
et al. (2024), with no constraints or structure.

A.5 Domain Classification Prompt
This system prompt is used in the initial stage to
classify the legal judgment into one of the pre-
defined areas of law.

You are an expert legal domain classifier
for Indian judgments.

Your task: Classify the following legal
judgment into ONE of these specific ar-
eas of law:

legal_domains

CRITICAL INSTRUCTIONS: - Read
the judgment carefully and identify the
primary legal domain - Consider the sub-
ject matter, legal issues, and procedural
context - Return ONLY the exact area
of law from the list above - If uncer-
tain, choose the most appropriate domain
based on the main legal issues

LEGAL JUDGMENT TEXT: text

CLASSIFICATION:

A.6 Domain-Specific Structured Extraction
Prompt

This prompt guides the model to perform the extrac-
tive stage, copying literal text segments into a struc-
tured JSON format. It is dynamically populated
with domain-specific information (e.g., expected
section order and target lengths) derived from the
analysis of the legal domain.

You are an expert legal information ex-
tractor for Indian judgments in the do-
main_characteristics.get(’domain’, ’le-
gal’) domain.

Your task: Extract structured information
following the typical pattern for this legal
domain.

EXPECTED SECTION ORDER FOR
THIS DOMAIN: most_common_order

TARGET LENGTHS FOR EACH SEC-
TION: sections_info

CRITICAL INSTRUCTIONS FOR
MAXIMUM ROUGE-L AND BLEU: -
COPY verbatim phrases and sentences

from the original text - DO NOT
paraphrase or rephrase — extract exact
textual segments - Preserve original
wording, terminology, and sentence
structure - Use literal quotes from the
judgment for all fields - Maintain exact
punctuation, capitalization, and legal
terminology - Follow the expected
section order for this domain

Required JSON schema (exact keys):
"ID": "<use provided id when available
or empty>", "Court": "", "Date": "", "Par-
ties": "Petitioner": [], "Respondent": []
, "Counsel": [], "ProceduralHistory": "",
"Facts": [], "Issues": [], "Arguments":
[], "Decision": "", "Reasoning": [], "Or-
ders": "", "Citations": []

IMPORTANT: - Output MUST be valid
JSON only - Extract by COPYING literal
text segments — do not summarize or
paraphrase - If a field is not present, use
empty string or [] - Preserve exact names,
dates, legal terms from the original judg-
ment - Follow the domain-specific sec-
tion order and length guidelines

LEGAL JUDGMENT TEXT: text

A.7 Domain-Specific Abstractive
Summarization Prompt

This prompt guides the final abstractive stage, forc-
ing the model to reuse the literal text extracted in
the previous step and adhere to domain-specific
structural and length guidelines. The goal is to
maximize lexical overlap (ROUGE/BLEU) while
maintaining narrative flow.

You are an expert legal summa-
rizer optimized for MAXIMUM
ROUGE-L and BLEU scores for
domain_characteristics.get(’domain’,
’legal’) domain cases.

CRITICAL OPTIMIZATION STRAT-
EGY: - REUSE verbatim phrases and
sentences from the extracted fields -
COPY literal n-grams (3-5+ word se-
quences) from the source text - MIN-
IMIZE paraphrasing — preserve origi-
nal wording wherever possible - MAIN-
TAIN exact legal terminology, names,
dates, and citations - Build summary

169



by CONCATENATING and ARRANG-
ING literal text segments - FOLLOW the
domain-specific section order and length
guidelines - DO NOT use section headers
or titles - write as a flowing narrative

DOMAIN-SPECIFIC GUIDE-
LINES: Expected section order:
most_common_order Target lengths per
section: length_guidelines

Target specifications: - Length: 500
words (±25- Sentence length: 27-32
words average - Maximize lexical over-
lap with reference summaries - Preserve
chronological flow and judicial objectiv-
ity - Follow the typical structure for this
legal domain - NO section headers, titles,
or bold formatting - write as continuous
text

ASSEMBLY INSTRUCTIONS: 1.
Start with verbatim party names and
court/date information 2. Follow
the domain-specific section order:
most_common_order 3. Incorporate
literal sentences from Facts, Issues,
Arguments 4. Copy exact Decision
and Reasoning statements 5. Include
verbatim Orders and Citations 6. Link
segments with minimal connecting
phrases (use "and", "while", "following",
etc.) 7. DO NOT create new phrasings
— recombine existing text 8. Respect the
target lengths for each section type 9.
DO NOT use any section headers, titles,
or formatting - write as a natural flowing
summary

Input: Use the extracted fields below and
REUSE their literal text.

extracted_fields

Generate a comprehensive legal sum-
mary by REUSING and ARRANGING
the literal text segments above. Write
as a natural flowing narrative without
any section headers or titles. Maxi-
mize word-for-word overlap while main-
taining natural flow and following the
domain-specific structure.
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Abstract
The efficacy of state-of-the-art abstractive sum-
marization models is severely constrained by
the extreme document lengths of legal judg-
ments, which consistently surpass their fixed
input capacities. The prevailing method, naive
sequential chunking, is a discourse-agnostic
process that induces context fragmentation and
degrades summary coherence. This paper intro-
duces Structure-Aware Chunking (SAC), a
rhetorically-informed pre-processing pipeline
that leverages the intrinsic logical structure of
legal documents. We partition judgments into
their constituent rhetorical strata—Facts, Ar-
guments & Analysis, and Conclusion—prior
to the summarization pass. We present and
evaluate two SAC instantiations: a computa-
tionally efficient heuristic-based segmenter and
a semantically robust LLM-driven approach.
Empirical validation on the JUST-NLP 2025
L-SUMM shared task dataset reveals a nuanced
trade-off: while our methods improve local, n-
gram based metrics (ROUGE-2), they struggle
to maintain global coherence (ROUGE-L). We
identify this "coherence gap" as a critical chal-
lenge in chunk-based summarization and show
that advanced LLM-based segmentation begins
to bridge it. To facilitate reproducibility, we
release our code and pre-processing scripts.1

1 Introduction

Automated summarization of legal documents is a
critical task for managing information overload in
digital archives. Abstractive summarization, which
aims to generate fluent and concise synopses of
complex documents, is a promising avenue for
improving the efficiency of legal systems and en-
hancing access to justice. However, a fundamen-
tal granularity mismatch severely limits its appli-
cation to the legal domain: the length of typical
court judgments, which often exceed 10,000 to-
kens (Shukla et al., 2022), is frequently orders of

* Corresponding author.
1https://github.com/sonowalh/sac-legal-summ

magnitude larger than the token capacity of state-
of-the-art transformer models (Lewis et al., 2020;
Zhang et al., 2020). While recent architectural in-
novations have enabled the processing of much
longer documents (Bashir et al., 2025; Chhibbar
and Kalita, 2024), these approaches still face chal-
lenges in maintaining coherence across ultra-long
legal texts (Moro et al., 2023).

Because of this discrepancy, ultra-long docu-
ments must be pre-processed into chunks that can
be ingested by models. The prevailing technique,
which we refer to as Naive Sequential Chunking
(NSC), divides the document into fixed-size, non-
overlapping blocks implementing a brute-force seg-
mentation. Despite its simplicity, this method is
conceptually flawed because it disregards the doc-
ument’s discourse structure. Legal judgments are
highly structured with a canonical rhetorical pro-
gression: Facts, Arguments & Analysis, and Con-
clusion. These logical units are randomly split
by NSC, which breaks cohesive sequences of rea-
soning and separates premises from their conclu-
sions. As a result, the context becomes fragmented,
leading to anaphora resolution failures (Steinberger
et al., 2007) and a disjointed final summary. This
fragmentation is a key manifestation of the "coher-
ence gap" we investigate.

To address this, we propose Structure-Aware
Chunking (SAC), a pipeline that aligns the chunk-
ing process with the document’s rhetorical schema.
We implement and evaluate two methods for this
segmentation: a lightweight heuristic-based ap-
proach (SAC-H) and a semantically robust, zero-
shot LLM-based approach (SAC-LLM). Our contri-
bution is not merely the proposal of a new method,
but a systematic investigation that uncovers a criti-
cal and counter-intuitive trade-off between local flu-
ency (e.g., ROUGE-2) and global coherence (e.g.,
ROUGE-L) in chunk-based summarization of long,
structured documents.
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2 Related Work

Our research is situated at the intersection of long-
document summarization, legal NLP, and evalua-
tion methodologies.

2.1 Long-Document and Chunking Strategies

The challenge of processing documents that exceed
model input capacity has motivated diverse strate-
gies. Architectural innovations, such as the effi-
cient attention mechanisms in Longformer (Beltagy
et al., 2020), represent one major line of inquiry.
Another involves hierarchical models, which first
encode smaller text units before aggregating them
to form a document-level understanding (Sun et al.,
2024; Wang et al., 2024). A third paradigm is the
hybrid extractive-abstractive approach, where an
extractive stage creates a compressed intermediate
document for abstractive synthesis (Divya et al.,
2024; Datta et al., 2023). Our approach is orthog-
onal to these, as SAC is a pre-processing strategy
that can be integrated with any of these model types
by operating at a discourse level.

The necessity of pre-processing has led to a fo-
cus on chunking strategies (Kumar et al., 2024).
While fixed-size, discourse-agnostic chunking re-
mains common (Pinecone, 2025), more advanced
methods have explored sentence-aware segmen-
tation (Miculicich and Han, 2023). Miculicich
and Han (2023) provide empirical support for our
premise, demonstrating that incorporating text seg-
mentation improves extractive summarization by
reducing lead bias. Furthermore, the exploration of
sliding windows with overlap to improve local con-
text continuity (Koay et al., 2021) directly informs
our SAC-H+ variant, which adapts this concept to
operate within rhetorical boundaries.

2.2 Rhetorical Structure in Legal NLP

In the legal domain, segmentation can be informed
by the text’s well-established rhetorical structure.
Recent advances in legal NLP have established
robust frameworks for rhetorical role classifica-
tion. Nigam et al. (2025) introduced LegalSeg,
the largest annotated dataset of its kind, demon-
strating that models incorporating structural rela-
tionships outperform sentence-level approaches.
Earlier work (Hachey and Grover, 2004; Bhat-
tacharya et al., 2019) established the founda-
tions for such classification, while transformer-
based approaches (Marino et al., 2023; Joshi
et al., 2024) have recently achieved state-of-the-

art performance. These developments validate our
premise that leveraging rhetorical structure is cru-
cial. However, prior work has focused primarily on
extractive summarization and classification. Our
work bridges this gap by being the first, to our
knowledge, to leverage rhetorical structure as a
pre-processing strategy specifically for abstractive
synthesis of ultra-long legal texts.

2.3 Evaluation of Summarization

The evaluation of summarization has moved be-
yond simple n-gram overlap metrics like ROUGE
(Lin, 2004). While ROUGE remains a domi-
nant evaluation metric, its focus on lexical over-
lap has known limitations for assessing semantic
quality and factual consistency (Kryściński et al.,
2020). Modern standards emphasize semantic simi-
larity via contextual embeddings, with BERTScore
(Zhang et al., 2019) becoming a de facto standard.
For high-stakes domains like law, factual consis-
tency metrics (Elaraby et al., 2024; Luo et al., 2024)
and discourse coherence models (Zhao et al., 2023;
Lin et al., 2011) are also gaining prominence. In-
formed by this, our evaluation strategically em-
ploys ROUGE-L as a proxy for global coherence,
contrasting it with ROUGE-2 for local fluency, to
investigate the trade-offs inherent in chunk-based
summarization.

3 Methodology

Our methodology is designed as a multi-stage
pipeline that transforms a raw, ultra-long docu-
ment into a coherent summary, as depicted in Fig-
ure 1. The core innovation lies in the first two
stages: Rhetorical Segmentation and Proportional
Budget Allocation. We first describe our experi-
mental setup and baseline before detailing the SAC
pipeline.

3.1 Implementation Details

For all experiments, we use Legal-Pegasus (Sharma
et al., 2023), a Pegasus model pre-trained on
a large corpus of legal text. We utilize the
nsi319/legal-pegasus checkpoint, which im-
poses a maximum input sequence length of
nmax = 1024 tokens.

All experiments were conducted on a single
NVIDIA H100 GPU. The Legal-Pegasus model
was used with a beam size of 4, a length penalty
of 2.0, and a repetition penalty of 1.2. For our
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Figure 1: The Structure-Aware Chunking (SAC) Pipeline. A long document is first segmented into rhetorical
sections, a summary budget is allocated to each, and then each section is chunked and summarized before final
concatenation.

SAC-LLM method, we utilized Gemini 2.5 Pro2

accessed via the OpenRouter API3.

3.2 Baseline: Naive Sequential Chunking
(NSC)

Our baseline, NSC, partitions a document D into
a sequence of k = ⌈|D|/nmax⌉ non-overlapping
chunks {C1, . . . , Ck}. The final summary S
is a concatenation of the sub-summaries Si =
Summarize(Ci), where the target length of each
Si is uniformly set to Ltarget/k.

3.3 Proposed Method: Structure-Aware
Chunking (SAC)

The SAC pipeline consists of two main stages, de-
tailed below.

3.3.1 Stage 1: Rhetorical Segmentation
This stage partitions the document D into three
canonical legal sections: Facts (Dfacts), Argu-
ments & Analysis (Darg&an), and Conclusion
(Dconc). We implement and compare two meth-
ods for this stage.

SAC-Heuristic (SAC-H). This method employs
a computationally efficient, top-down cascade of
heuristic rules based on high-precision lexical trig-
gers. The process is as follows:

1. Conclusion Identification: The algorithm
first anchors the segmentation by identifying
the final ruling. Based on an empirical analy-
sis of 50 randomly sampled documents from

2https://deepmind.google/models/gemini/pro/
3https://openrouter.ai/

the training set, which showed that 95% of
conclusions appear in the final 20% of the doc-
ument, our search is constrained to this region.
It identifies the first instance of conclusive
phrases (e.g., "The appeal is dismissed").

2. Arguments & Analysis Identification: It
then searches the text preceding the identi-
fied conclusion for phrases signaling the onset
of legal argumentation (e.g., "Learned counsel
for the petitioner submits").

3. Section Delineation: The text before the first
argument trigger constitutes Dfacts, the text
between it and the conclusion trigger forms
Darg&an, and the final part is Dconc. A com-
prehensive list of the trigger phrases is pro-
vided in Appendix B

SAC-Heuristic+ (SAC-H+). As an enhancement
to SAC-H, we introduce SAC-H+, which addresses
potential context fragmentation within long rhetori-
cal sections. While SAC-H correctly delineates the
major rhetorical strata, a very long "Arguments &
Analysis" section might still be split into multiple
chunks. To mitigate the hard boundary effects of
this intra-section chunking, SAC-H+ incorporates
a sentence-aware sliding window with a 2-sentence
overlap. When a section Dsec is chunked, each
subsequent chunk Ci begins with the final two sen-
tences of the preceding chunk Ci−1. This provides
the model with local contextual continuity, aiming
to improve the flow between the sub-summaries
generated from a single rhetorical block.
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SAC-LLM. Our zero-shot LLM approach lever-
ages the large context window of Gemini 2.5 Pro to
maintain global document awareness during rhetor-
ical boundary identification. The prompt is struc-
tured as follows:

Analyze the following legal judgment.
Your task is to identify the exact
starting sentences for two key
rhetorical sections: 1. The ’Arguments
& Analysis’ section, where counsels
begin their formal submissions. 2. The
’Conclusion’ section, where the final
verdict is delivered. Respond only
with a single JSON object containing
two keys: ’arguments_analysis_start’
and ’conclusion_start’, with the full
sentence text as values.

DOCUMENT: {document_text}

The model returns a JSON object which we parse
to extract sentence boundaries. In cases where the
LLM fails to return valid JSON (< 2% of docu-
ments), we fall back to the SAC-H heuristic for
that document.

3.3.2 Stage 2: Proportional Budget Allocation
(PBA)

Following segmentation, we allocate the total sum-
mary budget Ltarget of 500 words across the sec-
tions. The budget distribution was derived not by
segmenting the reference summaries themselves,
but by manually analyzing the content of 50 ref-
erence summaries from the training set and esti-
mating the proportion of sentences dedicated to
discussing facts, arguments/analysis, and the con-
clusion, respectively. This analysis yielded a fixed
budget distribution ratio of 30% for Dfacts, 50%
for Darg&an, and 20% for Dconc. For each section
Dsec with budget Lsec, we apply the NSC logic
within its boundaries to generate the section sum-
mary Ssec. The final summary is the ordered con-
catenation: S = Sfacts ⊕ Sarg&an ⊕ Sconc, where
⊕ denotes concatenation.

4 Results and Discussion

4.1 Experimental Setup

We conduct our experiments on the InLSum dataset
from the JUST-NLP 2025 shared task, utilizing
its 400 test documents. The dataset is character-
ized by a highly skewed length distribution, with
a mean document length of 7,417 tokens and a
maximum exceeding 25,000 tokens. The reference
summaries have a mean length of 544 words, con-
firming the necessity of a robust long-document

strategy. For evaluation, we report F1-scores for
ROUGE-2, ROUGE-L, and BERTScore, alongside
corpus-level BLEU. Our analysis focuses on the
tension between ROUGE-2 as a proxy for local,
phrase-level accuracy, and ROUGE-L as a proxy
for global, structural coherence.

4.2 Main Results and Analysis
Our team participated in the JUST-NLP 2025 L-
SUMM shared task, securing 9th place on the fi-
nal leaderboard. That official submission, which
utilized a preliminary, preliminary version of our
SAC-H pipeline, achieved scores of ROUGE-2:
16.51, ROUGE-L: 22.41, and BLEU: 5.08. While
this initial result demonstrated the viability of the
SAC approach, a deeper post-task analysis was re-
quired to rigorously evaluate the methodology. The
remainder of this paper presents the results from
this controlled, post-task investigation.

The performance of our fully implemented meth-
ods against the NSC baseline is presented in Table
1. These results reveal a significant and counter-
intuitive trade-off. Both SAC-H and our improved
SAC-H+ achieve progressively higher ROUGE-2
and BERTScore F1 scores, indicating that rhetori-
cal segmentation improves local phrase selection
and semantic similarity. However, contrary to our
initial hypothesis, both heuristic methods show
a slight degradation in ROUGE-L compared to
the naive baseline. We term this phenomenon the
"Coherence Gap." The results for the SAC-LLM
method suggest that a more powerful semantic seg-
menter can further improve local metrics and, cru-
cially, begins to bridge this coherence gap by finally
surpassing the NSC baseline in ROUGE-L.

Method R-2 R-L B.Score BLEU

NSC (Base.) 19.237 23.322 0.861 12.788
SAC-H 19.852 23.236 0.865 13.449
SAC-H+ 20.023 23.140 0.867 13.317

SAC-LLM 20.450 23.510 0.871 13.950

Table 1: Main results comparing NSC with our SAC
variants. SAC-H+ is SAC-Heuristic with a sliding win-
dow. B.Score is BERTScore F1.

To provide concrete evidence for these findings,
Table 2 illustrates the practical impact of our meth-
ods. The NSC summary suffers from topical drift,
focusing excessively on initial facts and failing to
mention the final ruling. The SAC-H+ summary
provides a more balanced structure, correctly in-
cluding the conclusion. The SAC-LLM summary
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Method Generated Summary Snippet

NSC-
(Baseline)

"...The appellant filed a suit for declaration of title. The trial court found that the property was ancestral.
The High Court later confirmed this finding. The appellant had also filed a separate petition regarding
the partition deed which was dismissed..."

SAC-H+ "...The trial court found the property was ancestral. The primary issue was the validity of the partition
deed based on the presented evidence. After considering the arguments from both sides, the appeal is
accordingly dismissed as the deed was found to be validly executed..."

SAC-LLM "The dispute centers on the validity of a partition deed for an ancestral property. While the appellant
challenged the deed’s execution, the court analyzed the presented evidence and arguments. Finding no
merit in the appellant’s contentions, the appeal is dismissed."

Table 2: Qualitative comparison of generated summaries. NSC over-focuses on facts (topical drift), while SAC
methods provide a more balanced and complete narrative that includes the final ruling.

is the most fluent and successfully synthesizes the
information.

Our error analysis reveals that the drop in
ROUGE-L for SAC-H methods is primarily caused
by anaphora resolution failure across segment
boundaries. For instance, in one document, the
Dfacts section introduces a key entity: "...the tri-
partite agreement dated 01.01.2020 (hereinafter
’the Agreement’)." The Darg&an section, processed
in a separate, independent pass, refers to this en-
tity simply as "the said Agreement." The resulting
sub-summary for the analysis section begins, "The
court found that the said Agreement was valid."
When concatenated, the antecedent for "the said
Agreement" is missing from its immediate context,
creating an ambiguity that degrades the global co-
herence measured by ROUGE-L. This highlights
that simply concatenating independently generated
summaries is insufficient; a more sophisticated re-
combination strategy is needed.

4.3 Ablation Studies
To further investigate the properties of our pipeline,
we conducted two ablation studies on our best
heuristic method, SAC-H+. First, we investigated
the impact of the budgeting strategy by comparing
our fixed-ratio PBA against Uniform and Length-
Proportional (LPB) alternatives. As shown in Table
3, the near-identical performance across all three
strategies suggests that the summarization quality
in this paradigm is not highly sensitive to the bud-
get allocation method, with the primary influence
stemming from the act of segmentation itself.

Given this finding, we evaluated the contribution
of the sections themselves by generating a summary
from only the Arguments & Analysis section. As
shown in Table 4, this "Analysis-Only" summary
yields a competitive ROUGE-2 score but a substan-
tially lower ROUGE-L score. This confirms that

while the analysis section contains the core legal
reasoning, the factual context and final verdict are
essential for constructing a narratively complete
and coherent summary.

Budgeting Strategy R-2 R-L

Uniform 19.783 23.163
Length-Proportional 19.534 23.208
Fixed-Ratio (PBA) 20.023 23.140

Table 3: Ablation on budget allocation strategy for SAC-
H+. Performance is largely insensitive to the budgeting
method.

Method R-2 R-L

Analysis-Only 19.950 21.850
SAC-H+ (Full) 20.023 23.140

Table 4: Ablation on rhetorical sections. Summarizing
the full structured document is critical for coherence
(ROUGE-L).

5 Conclusion and Future Work

This paper presented a systematic investigation into
structure-aware pre-processing for long legal docu-
ment summarization, identifying a critical "Coher-
ence Gap" where chunk-based strategies improve
local metrics (ROUGE-2) but degrade global coher-
ence (ROUGE-L). We demonstrated that the simple
concatenation of independently summarized seg-
ments is insufficient to reconstruct a fluid narrative,
a challenge we posit extends to other structured
domains like finance and science. Future work
should therefore explore sophisticated recombina-
tion strategies, such as multi-agent frameworks that
synthesize section-specific summaries (Sadhu et al.,
2025), or pointer-generator networks adapted to re-
solve the cross-segment anaphora failures we iden-
tified (See et al., 2017).
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Limitations

SAC-H employs heuristic patterns derived from
Indian Court judgments, and broader jurisdictional
validation would strengthen generalizability of
claims. While we employ standard evaluation met-
rics, specialized frameworks for assessing factual
consistency in legal text (Kryściński et al., 2020;
Luo et al., 2024) represent an important comple-
mentary direction. Our analysis focuses on English-
language documents; cross-lingual investigation
would provide insights into rhetorical structure uni-
versality across legal systems. SAC-LLM’s compu-
tational cost may limit deployment, though it shows
sophisticated segmentation alone cannot fully re-
solve the coherence gap.
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Wojciech Kryściński, Bryan McCann, Caiming Xiong,
and Richard Socher. 2020. Evaluating the factual
consistency of abstractive text summarization. In
Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 9332–9345.

S. Kumar and 1 others. 2024. A survey on chunking
strategies for large language models. arXiv preprint.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy,
Veselin Stoyanov, and Luke Zettlemoyer. 2020.
BART: Denoising sequence-to-sequence pre-training
for natural language generation, translation, and com-
prehension. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 7871–7880, Online. Association for Computa-
tional Linguistics.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

Ziheng Lin, Hwee Tou Ng, and Min-Yen Kan. 2011. Au-
tomatically evaluating text coherence using discourse
relations. In Proceedings of the 49th Annual Meeting
of the Association for Computational Linguistics: Hu-
man Language Technologies, pages 997–1006, Port-
land, Oregon, USA. Association for Computational
Linguistics.

Z. Luo and 1 others. 2024. A survey on factual con-
sistency in the era of large language models. arXiv
preprint arXiv:2402.13758.

D. Marino and 1 others. 2023. Automatic rhetorical
role classification for legal documents using legal-
bert. CEUR Workshop Proceedings.

L. Miculicich and A. Han. 2023. Document sum-
marization with text segmentation. arXiv preprint
arXiv:2301.08817.

176

https://doi.org/10.5753/jbcs.2025.5786
https://doi.org/10.5753/jbcs.2025.5786
https://doi.org/10.5753/jbcs.2025.5786
https://aclanthology.org/2024.icon-1.72/
https://aclanthology.org/2024.icon-1.72/
https://doi.org/10.18653/v1/2023.emnlp-main.321
https://doi.org/10.18653/v1/2023.emnlp-main.321
https://doi.org/10.18653/v1/2023.emnlp-main.321
https://aclanthology.org/2024.humeval-1.3/
https://aclanthology.org/2024.humeval-1.3/
https://aclanthology.org/2024.humeval-1.3/
https://doi.org/10.18653/v1/2024.acl-long.618
https://doi.org/10.18653/v1/2024.acl-long.618
https://doi.org/10.18653/v1/2021.naacl-srw.10
https://doi.org/10.18653/v1/2021.naacl-srw.10
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://aclanthology.org/W04-1013/
https://aclanthology.org/W04-1013/
https://aclanthology.org/P11-1100/
https://aclanthology.org/P11-1100/
https://aclanthology.org/P11-1100/


Gianluca Moro, Luca Ragazzi, Lorenzo Valgimigli,
Giacomo Frisoni, Claudio Sartori, and Gustavo
Marfia. 2023. Efficient memory-enhanced trans-
former for long-document summarization in low-
resource regimes. Sensors, 23(7).

A. Nigam and 1 others. 2025. Legalseg: A large-scale
dataset for rhetorical role classification in indian legal
judgments. In Proceedings of the 2025 Conference
of the North American Chapter of the Association for
Computational Linguistics.

Pinecone. 2025. Chunking strategies for rag. Pinecone
Learning Center.

Saisab Sadhu, Biswajit Patra, and Tannay Basu. 2025.
Structured adversarial synthesis: A multi-agent
framework for generating persuasive financial analy-
sis from earnings call transcripts. In Proceedings of
The 10th Workshop on Financial Technology and Nat-
ural Language Processing, pages 283–291, Suzhou,
China. Association for Computational Linguistics.

Abigail See, Peter J. Liu, and Christopher D. Manning.
2017. Get to the point: Summarization with pointer-
generator networks. In Proceedings of the 55th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 1073–
1083, Vancouver, Canada. Association for Computa-
tional Linguistics.

Saloni Sharma, Surabhi Srivastava, Pradeepika Verma,
Anshul Verma, and Sachchida Nand Chaurasia. 2023.
A comprehensive analysis of indian legal documents
summarization techniques. SN Computer Science,
4(6):614.

Abhay Shukla, Paheli Bhattacharya, Soham Poddar, Ra-
jdeep Mukherjee, Kripabandhu Ghosh, Pawan Goyal,
and Saptarshi Ghosh. 2022. Legal case document
summarization: Extractive and abstractive methods
and their evaluation. In Proceedings of the 2nd Con-
ference of the Asia-Pacific Chapter of the Association
for Computational Linguistics and the 12th Interna-
tional Joint Conference on Natural Language Pro-
cessing (Volume 1: Long Papers), pages 1048–1064,
Online only. Association for Computational Linguis-
tics.

Josef Steinberger, Massimo Poesio, Mijail A. Kabad-
jov, and Karel Jeek. 2007. Two uses of anaphora
resolution in summarization. Inf. Process. Manage.,
43(6):1663–1680.

Y. Sun and 1 others. 2024. Hierarchical abstractive
summarization with multi-objective reinforcement
learning. In Proceedings of the AAAI Conference on
Artificial Intelligence.

Z. Wang and 1 others. 2024. A study on hierarchical
information extraction for long text summarization.
Nature.

Jingqing Zhang, Yao Zhao, Mohammad Saleh, and Pe-
ter J. Liu. 2020. PEGASUS: Pre-training with ex-
tracted gap-sentences for abstractive summarization.

In International Conference on Machine Learning,
pages 11328–11339. PMLR.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q
Weinberger, and Yoav Artzi. 2019. Bertscore: Eval-
uating text generation with bert. arXiv preprint
arXiv:1904.09675.

Wei Zhao, Michael Strube, and Steffen Eger. 2023. Dis-
coScore: Evaluating text generation with BERT and
discourse coherence. In Proceedings of the 17th Con-
ference of the European Chapter of the Association
for Computational Linguistics, pages 3865–3883,
Dubrovnik, Croatia. Association for Computational
Linguistics.

Reproducibility

The code, pre-processing scripts, and instructions
to reproduce all experiments reported in this pa-
per will be made publicly available at https:
//github.com/sonowalh/sac-legal-summ.

Appendix

A Granular Performance Analysis

To provide quantitative evidence for the "topical
drift" phenomenon discussed in the main paper, we
conducted a granular, per-section ROUGE analy-
sis. This analysis measures how well each gener-
ated summary captures the content of the distinct
rhetorical sections of the gold-standard reference
summary.

A.1 Methodology

We first manually segmented the 50 reference
summaries used for our budget analysis (see
Section 3.3.2) into their constituent rhetorical
parts: Reference-Facts, Reference-Arguments &
Analysis, and Reference-Conclusion. Then, for
each of our generated summaries (NSC, SAC-H+,
SAC-LLM), we calculated its ROUGE-1 F1-score
against each of these three reference segments sepa-
rately. A high score against Reference-Facts, for ex-
ample, indicates that the generated summary heav-
ily overlaps with the factual portion of the gold
standard.

A.2 Results

The results, presented in Table 5, provide strong
numerical evidence for our claims. The NSC
summary exhibits a highly skewed performance,
achieving a very high ROUGE-1 score of 35.1
against the Reference-Facts but a near-zero score of
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2.4 against the Reference-Conclusion. This quan-
titatively demonstrates topical drift: NSC over-
represents the initial facts of the document and
almost completely fails to capture the final, critical
ruling.

In contrast, both SAC methods show a signif-
icantly more balanced performance distribution.
They achieve respectable scores across all three
sections, with a particularly strong improvement in
capturing the Conclusion. This confirms that our
structure-aware approach successfully mitigates
topical drift and produces a more holistically repre-
sentative summary.

Method Ref-Facts Ref-Arg&An Ref-Conc

NSC 35.1 21.5 2.4
SAC-H+ 28.7 25.1 18.9
SAC-LLM 29.2 26.3 19.5

Table 5: Per-section ROUGE-1 F1 scores comparing full
system summaries against individual reference sections.
SAC methods produce more balanced coverage than
NSC.

B Implementation Details

Heuristic Triggers. The SAC-H method relies
on a curated list of regular expression patterns. Ta-
ble 6 provides a more comprehensive, though not
exhaustive, subset of these triggers.

Section Example Trigger Phrases

Arguments
& Analysis

‘learned counsel for the (peti-
tioner|appellant|respondent)’
‘it was contended (by|that)’
‘per contra’
‘the short question which arises’
‘the issue for consideration is’
‘the submission of the learned counsel’
‘it is urged that’

Conclusion ‘the appeal is (accordingly|partly)? (al-
lowed|dismissed)’
‘the petition is disposed of’
‘for the (above|reasons|aforesaid)’
‘in the result’
‘we are of the considered view’
‘in view of the above discussion’
‘we, therefore, hold that’

Table 6: A representative subset of high-precision trig-
ger phrases used for rhetorical segmentation in the SAC-
H and SAC-H+ models.

SAC-LLM Fallback. The fallback to SAC-H for
the rare (<2%) cases where the SAC-LLM method
failed to return valid JSON was a pragmatic choice

to ensure a fully automated and robust pipeline,
preventing the need for manual intervention and
maintaining the integrity of the batch evaluation.
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Abstract

In multilingual nations like India, access to le-
gal information is often hindered by language
barriers, as much of the legal and judicial doc-
umentation remains in English. Legal Ma-
chine Translation (L-MT) offers a scalable so-
lution to this challenge by enabling accurate
and accessible translations of legal documents.
This paper presents our work for the JUST-
NLP 2025 Legal MT shared task, focusing on
English–Hindi translation using Transformer-
based approaches. We experiment with 2 com-
plementary strategies, fine-tuning a pre-trained
OPUS-MT model for domain-specific adapta-
tion and training a Transformer model from
scratch using the provided legal corpus. Perfor-
mance is evaluated using standard MT metrics,
including SacreBLEU, chrF++, TER, ROUGE,
BERTScore, METEOR, and COMET. Our fine-
tuned OPUS-MT model achieves a SacreBLEU
score of 46.03, significantly outperforming
both baseline and from-scratch models. The
results highlight the effectiveness of domain
adaptation in enhancing translation quality and
demonstrate the potential of L-MT systems to
improve access to justice and legal transparency
in multilingual contexts.

1 Introduction

Since India’s independence in 1947, language has
remained one of the defining features and chal-
lenges of its democracy. The Constitution recog-
nizes 22 scheduled languages, but much of the
country’s legal, administrative, and judicial work
continues to be conducted in English. This linguis-
tic imbalance often leaves citizens dependent on
translations to understand laws, judgments, or gov-
ernment notifications that affect their rights. There
have been documented instances where individuals
have misunderstood court proceedings or official
orders simply because they were not available in
their native language, an obstacle that runs counter
to the ideal of “equal access to justice”.

In a multilingual democracy, ensuring that le-
gal information is accessible to all citizens is not
only a linguistic challenge but also a civic neces-
sity. Legal texts are particularly complex, they
demand precision, consistency, and adherence to
jurisdiction-specific terminology. Even small trans-
lation errors can lead to misinterpretations, con-
tractual disputes, or procedural delays. As legal
materials increasingly move to online platforms,
the need for accurate, scalable translation tools has
become even more urgent.

Advances in Neural Machine Translation (NMT)
have transformed the field of translation, enabling
systems to model intricate linguistic relationships
and long-range dependencies through attention
mechanisms (Vaswani et al., 2017). The rise of
Large Language Models (LLMs) trained on vast
multilingual data has further improved translation
fluency and generalization. Yet, these models of-
ten struggle in highly specialized domains like law,
where vocabulary, syntax, and semantics diverge
significantly from general text. Domain-specific
adaptation remains essential for achieving accurate
and trustworthy translations.

This paper focuses on developing Legal Machine
Translation (L-MT) systems that bridge the linguis-
tic divide in the Indian legal context. As part of
the JUST-NLP 2025 Legal MT shared task1, we
investigate how Transformer-based models can be
adapted for English–Hindi legal translation. We ex-
plore two strategies, training a Transformer model
from scratch and fine-tuning the OPUS-MT model,
to assess how domain-focused training influences
translation quality.

Through this work, we aim to advance the devel-
opment of reliable and inclusive Legal MT systems
that make legal information accessible across lan-
guages, supporting transparency, participation, and
justice in multilingual societies.

1https://exploration-lab.github.io/JUST-NLP/
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The key contributions of this paper are summa-
rized as follows:

• We trained and evaluated a Transformer model
from scratch on legal-domain data.

• We fine-tuned the Helsinki Opus MT for legal-
domain adaptation.

• We analyzed translation robustness and domain
adaptability across evaluation datasets.

2 Related Works

Machine Translation (MT) has long been one of the
most prominent applications of Natural Language
Processing (NLP). Early MT systems were primar-
ily built upon sequence-to-sequence architectures
using encoder–decoder frameworks. However, due
to their sequential nature and reliance on recurrent
neural networks, these models often struggled to
capture long-range contextual dependencies effec-
tively.

The introduction of the self-attention mecha-
nism revolutionized MT by enabling models to cap-
ture global dependencies among tokens more effi-
ciently. Transformer-based architectures have since
become the foundation of modern MT systems,
demonstrating exceptional generalization across
languages and domains through large-scale multi-
lingual pretraining. This paradigm shift has signifi-
cantly improved translation fluency, adequacy, and
semantic consistency.

Recent advancements in LLMs have further en-
hanced multilingual translation capabilities through
zero-shot and few-shot learning. These pretrained
multilingual models can produce reasonable trans-
lations even without explicit task-specific fine-
tuning. However, their performance tends to de-
grade substantially for low-resource language pairs,
where limited data hampers generalization. To ad-
dress this, research has increasingly focused on
fine-tuning and transfer learning strategies that en-
able domain and language adaptation. Techniques
such as multilingual continued pretraining, cross-
lingual embeddings, and parameter-efficient fine-
tuning (e.g., adapters like LoRA (Hu et al., 2021)
and QLoRA (Dettmers et al., 2023)) have proven
effective in improving translation quality for low-
resource scenarios. These methods balance com-
putational efficiency with adaptability, allowing
pretrained multilingual models to specialize in spe-
cific linguistic domains such as legal, medical, or
conversational text.

In the Indian context, legal translation has
emerged as a crucial area of research due to the
nation’s linguistic diversity and the absence of a
single national language. The growing need to
make legal documents accessible across India’s
many official languages highlights the importance
of domain-specific MT systems. However, Indian
languages often lack large, high-quality parallel
corpora, posing challenges for training robust legal
MT models (Joshi et al., 2024).

Over the past decade, several multilingual paral-
lel corpora have been developed for Indian lan-
guages. Notable examples include Samanantar
(Ramesh et al., 2022), corpus for 11 Indian lan-
guages and the corpus by Siripragada et al. (2020),
which covers 10 Indian languages. Broader eval-
uation was also enabled by the FLORES-200
benchmark (Team et al., 2022). Other valuable
resources include IndoWordNet (Kunchukuttan,
2020), PMIndia (Haddow and Kirefu, 2020), and
datasets such as IITB English-Hindi (Kunchukuttan
et al., 2018), BUET English-Bangla (Hasan et al.,
2020), English-Tamil (Ramasamy et al., 2012),
English-Odia (Parida et al., 2020), and the Mizo-
English corpus (Haulai and Hussain, 2023). How-
ever, these datasets generally pertain to general-
domain translation and are not tailored to the legal
domain.

In contrast, the legal domain has seen relatively
limited multilingual MT resources. International
initiatives such as the Europarl corpus (Koehn,
2005), EUR-Lex (Baisa et al., 2016), and the UN
Parallel Corpus (Ziemski et al., 2016), the Biling-
wis Swiss Law Text collection (Höfler and Sugisaki,
2014) have provided valuable multilingual datasets
for legal proceedings in European languages. How-
ever, these resources are largely tailored to Eu-
ropean legal systems, linguistic structures, and
translation conventions, which differ substantially
from the Indian legal and linguistic context. Con-
sequently, such corpora cannot be directly lever-
aged for Indian-language MT tasks, where distinct
terminologies, legal frameworks, and multilingual
diversity necessitate domain-specific datasets and
adaptation strategies.

Within India, only a handful of initiatives have
attempted to build legal-domain corpora. The
Hindi–Telugu legal dataset from LTRC (Mujadia
and Sharma, 2022) and the Anuvaad corpus2 repre-

2https://github.com/project-anuvaad/
anuvaad-parallel-corpus
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sents early efforts, however, they lack expert valida-
tion. The recently introduced MILPaC corpus (Ma-
hapatra et al., 2025) marks a significant advance-
ment, offering a well-curated, expert-validated, and
multilingual benchmark for legal MT. Additionally,
the WMT25 Legal Domain Test Suite (Singh et al.,
2025) provides a robust evaluation framework for
assessing MT capabilities in English–Hindi legal
translation. Together, these initiatives represent an
emerging but still underdeveloped ecosystem for
legal-domain MT in Indian languages.

3 Dataset Description

Table 1 summarizes the dataset used in this study.
Provided by the task organizers, it consists of En-
glish–Hindi parallel sentence pairs from the legal
domain. Only the training pairs were initially re-
leased, while validation and test references were
withheld. Participants generated translations for
these sets during the evaluation and final phases,
with the reference translations revealed after the
leaderboard announcement.

Table 1: Dataset statistics for Legal Machine Translation
(L-MT) Shared Task

Language Pair Train Validation Test
English-Hindi 50,000 5,000 5,000

The dataset contains 60,000 English–Hindi par-
allel sentences from the legal domain, divided into
50,000 for training and 5,000 each for validation
and testing. The wide variation in sentence length
suggests diverse syntactic structures typical of legal
text. While the dataset is well-balanced and cleanly
split, the absence of metadata on text type or source
(e.g., statutes, judgments, or general documents)
limits fine-grained domain analysis.

4 Experiments

Transformer-based architectures have become the
foundation of modern NMT due to their abil-
ity to model complex contextual relationships
through self-attention. They outperform traditional
sequence-to-sequence models, particularly in tasks
requiring structural precision and contextual aware-
ness, which are vital in legal translation. However,
large Transformer models are computationally ex-
pensive. For this study, we employed two comple-
mentary training strategies suitable for constrained
resources:

• Fine-tuning a pre-trained OPUS-MT model to
adapt general translation knowledge to the legal
domain, and

• Training a Transformer from scratch to evaluate
its capability to learn domain-specific patterns
directly from legal text.

Our experimental setup is available in the following
Link3.

4.1 Opus Fine-Tune
We fine-tuned the Helsinki Opus-MT model4 using
the provided training corpus. Since validation refer-
ences were initially withheld, evaluation was based
on interim submissions. The model was optimized
using the AdamW optimizer with a learning rate
of 2 × 10−5, weight decay 0.01, and batch size
32. Both input and target sequences were limited
to 128 tokens to ensure computational efficiency
without excessive truncation. As previous research
(Cho et al., 2014) suggests, excessively long in-
puts degrade model performance due to weakened
attention over long dependencies, hence, this cap
provides an effective trade-off between fidelity and
efficiency.

4.2 Transformer Training
To evaluate the impact of learning solely from
domain-specific data, we trained a compact Trans-
former model from scratch. The configuration in-
cluded 4 encoder-decoder layers, 8 attention heads,
model dimension of 128, dropout of 0.1, and to-
ken length of 256, and a vocabulary size derived
from a SentencePiece tokenizer of 32,000. The
model was trained with a batch size of 32, using the
Adam optimizer. Despite limited data, this model
demonstrated strong convergence, underscoring the
ability of smaller Transformers to effectively learn
domain-specific translation patterns when carefully
optimized.

4.3 Evaluation Setup
Model outputs were assessed using multiple met-
rics capturing lexical, syntactic, and semantic
correspondence: SacreBLEU (Papineni et al.,
2002; Post, 2018), chrF++ (Popović, 2015),
TER (Snover et al., 2006), ROUGE (Lin, 2004),
BERTScore (Zhang et al., 2019), METEOR (Lavie
and Agarwal, 2007; Banerjee and Lavie, 2005),

3https://github.com/atanumandal0491/
Legal-Translation

4Helsinki Opus-MT
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Table 2: Final leaderboard results for the JUST-NLP 2025 Shared Task on Legal Machine Translation (English-
Hindi). The best scores for each metric are highlighted. Our system (JUNLP) achieved Rank 4 with competitive
performance across lexical and semantic metrics.

Rank Team Name Country BLEU ↑ chrF++ ↑ TER ↓ BERTScore
(F1) ↑ METEOR ↑ COMET ↑ AutoRank ↑

1 Team-SVNIT India 51.61 73.29 37.09 92.61 75.80 76.36 61.62
2 FourCorners Thailand 50.19 73.67 42.32 92.70 69.54 75.74 60.31
3 goodmen India 48.56 73.07 41.63 92.38 67.15 75.16 59.39
4 JUNLP India 46.036 70.594 42.083 91.194 71.843 73.724 58.90
5 JUST-MEI India 46.67 70.03 44.63 90.86 72.86 72.12 58.79
6 Lawgorithms India 46.27 68.32 43.06 91.03 71.80 72.14 58.26
7 Tokenizers India 34.08 56.75 55.25 87.39 61.78 65.20 50.87

Table 3: Comparison of translation performance across different models on the English-Hindi legal dataset.

Model Fine-Tuned BLEU ↑ chrF++ ↑ TER ↓ ROUGE-1 ↑ ROUGE-2 ↑ ROUGE-L ↑ BERTScore
(F1) ↑ METEOR ↑ COMET ↑

OPUS-MT
(fine-tuned)

✓ 46.03 70.59 42.08 72.42 52.63 69.05 91.19 71.84 73.72

OPUS-MT
(baseline)

✗ 9.39 27.66 83.40 36.30 13.38 32.93 76.91 30.25 50.80

Transformer
(trained from scratch)

✗ 37.77 60.88 59.72 35.98 13.62 35.69 88.37 65.58 64.29

NLLB
(3.3B distilled)

✗ 23.72 47.50 63.29 49.00 26.31 45.78 85.14 45.32 67.25

IndicTrans2 ✗ 10.87 42.36 81.25 37.89 11.07 37.10 81.21 41.78 60.38

and COMET (Rei et al., 2020). These comple-
mentary measures ensure robust evaluation across
the dimensions of precision, recall, fluency, and
semantic alignment.

5 Results and Analysis

Table 2 presents the final leaderboard results from
the JUST-NLP 2025 Shared Task on Legal Machine
Translation, comparing the performance of partici-
pating systems across a range of lexical, semantic,
and edit-based evaluation metrics. Our system,
JUNLP, achieved an overall Rank 4, with a Sacre-
BLEU score of 46.03, chrF++ of 70.59, and TER of
42.08, demonstrating strong translation accuracy,
requiring relatively low post-editing effort. The
model also performed competitively in semantic
evaluation, achieving a BERTScore (F1) of 91.19,
METEOR of 71.84, and COMET of 73.72, indi-
cating high alignment with human reference trans-
lations. While the best-performing team attained
marginally higher results across several metrics,
our system performed in the mid-range compared
to the other participating systems (cf. Table 3),
underscoring the effectiveness of domain-focused
fine-tuning for legal translation.

Table 3 summarizes our experimental outcomes,
comparing the fine-tuned OPUS-MT models with
baseline multilingual models. The baseline OPUS-
MT (without fine-tuning) performed poorly, with a

SacreBLEU of 9.39 and chrF++ of 27.66, revealing
significant deviation from reference translations.
BERTScore F1 of 76.91 and a COMET score of
50.8 further indicate weak semantic alignment and
limited adaptability of the baseline OPUS-MT to
the legal domain.

The fine-tuned OPUS-MT markedly improved
translation quality, achieving a SacreBLEU of
46.03, chrF++ of 70.59, and TER of 42.08, demon-
strating high lexical accuracy and fluency. The
BERTScore (91.19) and COMET (73.72) show
strong semantic alignment with human references,
while METEOR (71.84) and ROUGE scores con-
firm consistent n-gram and paraphrase correspon-
dence. These results suggest that fine-tuning effec-
tively transfers linguistic and contextual knowledge
from general corpora to specialized legal data with-
out overfitting. This performance reinforces the
viability of fine-tuning for domain-specific transla-
tion and motivates further exploration of scalable
approaches such as parameter-efficient tuning and
extension to additional Indian languages.

The Transformer model trained from scratch
performed competitively, achieving a SacreBLEU
of 37.77 and COMET of 64.29. Despite lacking
pre-trained initialization, it captured domain pat-
terns effectively, although the fine-tuned OPUS-
MT maintained an edge in fluency and semantic co-
herence. Multilingual baselines, such as NLLB and
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IndicTrans2, performed moderately, underscoring
that general-purpose models struggle with domain-
specific precision.

Overall, the fine-tuned OPUS-MT model pro-
duced fluent, accurate, and contextually faithful
translations, confirming its effectiveness for En-
glish–Hindi legal MT in real-world settings.

6 Conclusion and Future Work

This work explored domain adaptation strate-
gies for Legal Machine Translation (L-MT) in
the English-Hindi context, highlighting how fine-
tuning enhances translation quality for special-
ized text. Among all systems tested, the fine-
tuned OPUS-MT model achieved the highest per-
formance, demonstrating superior lexical accuracy
and semantic consistency. Training a Transformer
model from scratch also yielded promising results,
showing that domain-specific supervision alone can
produce competitive results under constrained re-
sources.

Future work will extend these experiments to
other Indian languages and evaluate parameter-
efficient fine-tuning techniques such as LoRA and
QLoRA to scale Legal MT further. Ultimately,
such systems can play a transformative role in de-
mocratizing access to legal knowledge, ensuring
that linguistic diversity does not become a barrier
to justice.

Limitations

While the proposed approach demonstrates strong
empirical performance, several limitations con-
strain the generalizability and scope of the current
study:

• Restricted training corpus: The model was
trained exclusively on the dataset released by
the shared task organizers, without augmentation
from external legal or general-domain corpora.
Consequently, the system’s exposure to broader
linguistic variability and complex domain phe-
nomena remains limited.

• Lack of comprehensive validation data: Com-
plete source-target validation pairs were unavail-
able during training, which hindered reliable
monitoring of model behavior (e.g., overfitting
or underfitting) and constrained opportunities for
principled hyperparameter optimization.

• Sequence length constraints: Input-output se-
quences were truncated to a maximum of 128 to-

kens due to computational limitations. Although
suitable for most sentence-level examples, this
restriction may adversely affect the processing of
lengthy statutory clauses, compound sentences,
or cross-referential structures.

• Absence of human evaluation: The assessment
relies primarily on automated metrics (Sacre-
BLEU, chrF++, BERTScore, COMET), and does
not incorporate expert human judgement, lim-
iting deeper qualitative insights into adequacy,
legal constancy, and pragmatic interpretability.

• Resource constraints: Due to time and compu-
tational constraints, broader experimental explo-
ration, such as parameter-efficient tuning, multi-
lingual transfer, or alternative architectures-was
not undertaken.
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Abstract

Summarizing legal documents is a challenging
and critical task in the field of Natural Lan-
guage Processing(NLP). On top of that generat-
ing abstractive summaries for legal judgments
poses a significant challenge to researchers
as there is limitation in the number of in-
put tokens for various language models. In
this paper we experimented with two mod-
els namely BART base model finetuned on
CNN DailyMail dataset along with TextRank
and pegasus_indian_legal, a finetuned
version of legal-pegasus on indian legal judg-
ments for generating abstractive summaries for
Indian legal documents as part of the JUST-
NLP 2025 - Shared Task on Legal Sum-
marization. BART+TextRank outperformed
pegasus_indian_legal with a score of
18.84.

1 Introduction

Legal texts have special characteristics that set
them apart from other document. Compared to
other domains, legal documents are typically longer
and more thorough. They employ a lot of domain-
specific jargon, acronyms, and citations or refer-
ences, and their language is complicated(Akter
et al., 2025). Summarization of legal documents is
a fundamental and challenging task in legal practice
as cases are complex and lengthy in nature(Shukla
et al., 2022). A majority of India’s population
lacks a strong command of the English language
(Datta et al., 2023) and it is difficult for a layman to
comprehend the complex structure of a judgment.
Thus, it is crucial to summarize legal documents in
plain and understandable english. Legal text sum-
marization focuses on extracting and highlighting
the essential points of a legal document in a brief
and clear manner, enabling quick decision-making.
Creating technologies that can handle documents
from specific nations or languages is one of the tar-
gets of region-specific legal summarization(Akter

et al., 2025). Region-specific legal documents, sum-
marization strategies, and summarization method-
ologies are the three basic components of legal
summarization.

General summarization strategies identified in
legal summarization involve extractive, abstrac-
tive, and hybrid approaches. The extractive
method(Cheng and Lapata, 2016) involves directly
copying significant sentences from the source doc-
ument and combining them to create the output
summary. Meanwhile the abstractive strategy(Rush
et al., 2015) mimics human understanding by in-
terpreting the source document and producing a
summary based on its important concepts. By re-
constructing a summary using certain key infor-
mation taken from the original document, the hy-
brid technique seeks to combine the advantages of
both approaches. However, there are a variety of
summarization techniques, including rank-based,
graph-based, transformer-based, and others.

2 Related Work

Wide range of solutions have been proposed for
the summarization of indian as well as foreign le-
gal documents. Among the extractive family, there
are unsupervised summarization approaches such
as Reduction(Jing, 2000) and graphical approach
LexRank(Erkan and Radev, 2004). SummaRuN-
Ner(Nallapati et al., 2017) and BERTSum(Liu and
Lapata, 2019) are two supervised neural summa-
rizers that approach document summarization as
a binary classification issue (in-summary vs. out-
of-summary). Some abstractive models include
(Lewis et al., 2020) and (Zhang et al., 2020). Gen-
erating abstractive summaries specifically for in-
dian legal documents, (Shukla et al., 2022) cre-
ated the IN-Abs corpus containing 7,130 case doc-
uments, together with their headnotes/summaries.
IL-TUR(Joshi et al., 2024) a benchmark for legal
tasks, included the SOTA models for indian legal

186



text summarization. One of the early works in legal
text summarization include identification of the the-
matic structure to find the argumentative themes of
the judgement(Farzindar and Lapalme, 2004). The
relevant sentences were extracted for each theme
and presented as a table-style summary. (Verma
et al., 2022) suggested a two-step method in which
sentences were first clustered by similarity using a
partitional technique; key sentences from each clus-
ter were then chosen based on text feature scores,
and similarity was measured using a linear com-
bination of normalised Google distance and word
mover’s distance.

3 Dataset

The InLSum(Indian Legal Summarization) dataset
was provided by the organizers of the workshop.
It had 3 splits - train (1200 datapoints), valida-
tion (200 datapoints), and test (400 datapoints).
Each entry correspond to one court judgment with
a unique ID and with two files for each split
(train, validation, test): each split contained the
full text judgments and the other contained the
gold(reference) summaries. Each summary is an
abstractive human-written summary of the respec-
tive judgment.

4 Task and Evaluation

The task focused on generating abstractive sum-
maries for the indian court judgments in English.
Participants were required to train language models
that can read legal judgments and produce concise,
coherent, and fluent summaries of approximately
500 words. The models were trained on the train-
ing split of the dataset and the predictions for the
validation set and train set were submitted for eval-
uation.

The submitted predictions were evaluated by
the organizers using three standard metrics: (i)
ROUGE-2, (ii) ROUGE-L (Lin, 2004) and (iii)
BLEU(Papineni et al., 2002).

5 Experimentation

For producing summaries for the given dataset,
we experimented with two approaches: (i) We
use BART (Lewis et al., 2020) base model fine-
tuned on DailyMail dataset1 along with Tex-
tRank(Mihalcea and Tarau, 2004) for generating
the desired output summaries. Bart leverages a

1https://huggingface.co/ainize/
bart-base-cnn

standard seq2seq architecture with a bidirectional
encoder(like BERT(Devlin et al., 2019)) and a left-
to-right decoder (like GPT(Radford et al., 2018)).
BART has proven to produce effective results
when finetuned for text generation tasks. Tex-
tRank(Mihalcea and Tarau, 2004) is a graphical
unsupervised extractive summarization strategy. It
leverages embeddings for generating the similarity
scores between the sentences and stores them in
a matrix. The similarity matrix is then converted
into a graph, with sentences acting as vertices and
the scores as edges for computing the sentence
rank. (ii) pegasus_indian_legal2, a fine-
tuned version of legal-pegasus on indian legal judg-
ments. The legal-pegasus is also a further finetuned
version of Pegasus(Zhang et al.). We have pro-
vided the github link for the codes and experiments
performed for this paper3

5.1 Training and Validation phase

For the first approach, we first finetuned the BART-
base-cnn model on the training data and then used
the TextRank algorithm to extract top ranked sen-
tences from the validation set. We had input token
constraint of 1024 and assigned generated sum-
mary length to maximum of 768 tokens. To gener-
ate the embeddings for the judgments, we utilized
all-MiniLM-L6-v2, a sentence transformer model.
For each judgment, we compute a similarity matrix
from the sentence embeddings for it’s constituent
sentences. The similarity scores were computed
using cosine similarity. We select top n sentences
for each judgment based on the scores using Tex-
tRank and the resultant sentences were fed to the
model for generating the abstractive summaries. To
choose the optimal n value, we first calculated the
average number of sentences in the reference sum-
maries of train set and test set and found it to be
approximately 20. We experimented with n values
20 and 30. When n = 30, the results for the vali-
dation set were slightly lower when n is 20. The n
value we finally opted was 20.

In the second approach, we finetuned the pe-
gasus_indian_legal model on the train dataset pro-
vided by the organizers and ran the finetuned model
on the validation set to generate the summary. Here
also the maximum input token sequence is 1024
tokens and the summary length was intilalized to

2https://huggingface.co/akhilm97/
pegasus_indian_legal

3https://github.com/Ayaan2123/Shared_
Task-2025
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maximum of 768 tokens.
During the training phase, the HuggingFace im-

plementation of BART/pegasus_indian_legal ap-
plies automatic truncation when the input exceeds
the maximum length of the models. Thus, for in-
put sequences longer than 1024 tokens, the models
only used the first 1024 tokens.

Figure 1: Summary Generation Workflow

5.2 Testing Phase
The task was to generate abstractive summaries of
approximately 500 words for the test data provided
by the organizers. The respective finetuned models
were finally tested using the test set.

6 Evaluation and Analysis

The organizers used three set of standard metrics
for evaluating the performance of the summariza-
tion models: (i) ROUGE-2 (ii) ROUGE-L (Lin,
2004) and (iii) BLEU(Papineni et al., 2002). Our
work finished 9th in the final rankings with an av-
erage score of 18.84

BART+TextRank proved to be the best per-
former among the two approaches we incorporated
for the desired results. Table 1 gives the perfor-
mance of the models on the validation as well as
test set. BART along with TextRank performs bet-
ter on validation data while it drops slightly in the
testing phase. The first approach still yields bet-
ter results than PEGASUS_INDIAN_LEGAL. Ap-
pendix A provides sample summaries generated for
a particular judgment using both the approaches.

Algorithm R-2 R-L BLEU Average
Performance during validation phase

BART + TEXTRANK 21.37 22.42 15.64 19.81
PEGASUS_INDIAN_LEGAL 14.39 23.08 9.19 15.55

Performance during testing phase
BART + TEXTRANK 20.37 22.49 13.67 18.84
PEGASUS_INDIAN_LEGAL 15.64 23.27 11.75 16.89

Table 1: Performance comparison of summarization
methods.

7 Conclusion

Summarizing legal documents is a critical task, fac-
ing significant challenges due to the volume and

complexity of legal documents. In this paper we
tested two models for generating the abstractive
summaries for Indian legal judgments and analyzed
their performance. There is a lot of room for fu-
ture development and progress in the area of legal
document summarization.

Limitations

Our work has several limitations that should be
considered during the results analysis. Both BART
and PEGASUS models are constrained by a maxi-
mum input length of 1024 tokens, while the legal
judgments in the dataset are significantly longer. In
the first approach (BART+TextRank), we partially
mitigated this problem during inference by using
an extractive then abstractive pipeline. However, in
Approach 2 (PEGASUS_INDIAN_LEGAL), the
model relied on the truncation behavior of the to-
kenizer, which limits the model’s ability to reason
over the entire judgment. This disparity in long-
context handling likely contributed to the perfor-
mance differences between the two approaches.
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Appendix
A Comparison of generated summaries

BART+TextRank PEGASUS_INDIAN_LEGAL
A proposed construction project at NOIDA which did not take off from the drawing board has given
rise to proceedings under Article 32 of the Constitution by twenty-five purchasers of commercial
premises. The Court made the following observations:The writ petition requires the Court to step
into the construction project and ensure that it is duly completed. This would be beyond the remit
and competence of the Court under the Constitution.“It would be inappropriate for this Court to
assume the jurisdiction to supervise the due completion of a construction project especially in facts
such as those presented in the present case. This will inevitably draw the Court into the day-to-day
supervision of the project, including financing, permissions, and execution—something which lies
beyond the ken of judicial review and the competence of a court,” the Court said. “The Court
must confine itself to its core competencies which consist in the adjudication of disputes amenable
to the application of legal standards,” the Court added.It added that the writ petition is disposed
of, subject to the aforesaid liberty.It was also suggested that the decision of a public authority
entrusted with a public duty is amenable to judicial review. But it is quite another hypothesis
to postulate that the decision-making authority should be taken over by the Court. The latter is
impermissible.” The petitioners have sought, inter alia, a writ, order or direction to the respondents
to protect the interests and investments of customers/buyers in the larger public interest.A petition
application, if any, stands disposed of, the Court noted.In the case, the petitioners had sought to
pursue remedies available at law, including the Consumer Protection Act 1986, the Real Estate
(Regulation and Development) Act 2016, and the Insolvency and Bankruptcy Code 2016.On the
other hand, the Court noted that several provisions of law confer statutory rights on buyers of real
estate and invest them with remedies enforceable at law.There was no mention of the clause in the
Constitution, which provides for a statutory regime to protect purchasers and created fora which
are entrusted with decision-making power.However, it was contended that a decision of a public
authority entrusted with public duty was amenable to judicial review, but it is impermissible to
take over the decision-making authority. The petitioners were represented by Shiv Kumar Suri and
Nikita Thapar.While the Court was hearing the matter, it said that it was not appropriate to assume
jurisdiction of the Court under Article 32 of the Constitution.“We leave it open to the petitioners
to pursue the remedies available in law,” the Court said.The writ petition was disposed of and the
petition application stood disposed of. The Court added that it would not be appropriate for the
Court to take jurisdiction into day-to-day supervision of such a project.The Court added that a writ
petition filed by the petitioner was disposed of subject to liberty.Petitioners also submitted that the
petition filed against the petitioner stood dismissed and the case was adjourned until the matter
was heard by the Court on Thursday.“A decision of the petitioner would not be disposed of if the
petition was filed before the Court. It was submitted by the counsel of Vinishma Kaul.”

The Delhi High Court recently dismissed a petition filed by a group of real estate investors seeking
a court-monitored probe into a proposed construction project at NOIDA.A bench of Chief Justice
of India (CJI) Dipak Misra and Justice Sanjay Kishan Kaul said that managing a construction
project is not within the jurisdiction of the Court under Article 32 of the Constitution. “It would
be inappropriate for this Court to assume the jurisdiction to supervise the due completion of
a construction project especially in facts such as those presented in the present case.This will
inevitably draw the court into the day-to-day supervision of the project, including financing,
permissions and execution – something which lies beyond the ken of judicial review and the
competence of the court.The court must confine itself to its core competencies which consist in the
adjudication of disputes amenable to the application of legal standards.We, therefore, leave it open
to the petitioners to pursue the remedies available in law,” the Court said.The Court was hearing a
petition filed by a group of real estate investors seeking a court-monitored probe into a proposed
construction project at NOIDA. The petitioners claimed that the project did not take off from the
drawing board and had given rise to proceedings under Article 32 of the Constitution by twenty
five purchasers of commercial premises.They sought a writ, order or direction to the respondents to
protect the interests and investments of customers/buyers in the larger public interest; (ii) a writ,
order or direction for the revival of the project failing which the amounts invested by the petitioners
be returned with interest at the rate of 18 % per annum; and (iii) a court-monitored probe.The
Court was of the view that the exercise of jurisdiction under Article 32 of the Constitution would
not be warranted in the facts of the present case.“The writ petition requires the Court to step into
the construction project and to ensure that it is duly completed. This would be beyond the remit
and competence of the Court under Article 32. Managing a construction project is not within the
jurisdiction of the court. Several provisions of law confer statutory rights on purchasers of real
estate and invest them with enforceable remedies at law.Several provisions of law confer a statutory
regime to protect the rights of purchasers of real estate and created fora which are entrusted with
decision-making authority,” the Court said.“A decision of a public authority which is entrusted with
a public duty is amenable to judicial review.But it is quite another hypothesis to postulate that the
decision-making authority should be taken over by the court.The latter is impermissible.The latter
is impermissible,” the Court said.The Court was of the view that managing a construction project is
not within the remit and competence of the Court under Article 32 of the Constitution.“The court
must confine itself to its core competencies which consist in the adjudication of disputes amenable
to the application of legal standards.We, therefore, leave it open to the petitioners to pursue the
remedies available in law,” the Court said.The Court was hearing a petition filed by Shikhil Suri,
Shiv Kumar Suri, Madhu Suri, Shilpa Saini, Nikita Thapar, Vinishma Kaul and Vinishma Kaul.

Table 2: Summary comparison of the two methods.
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Abstract
This paper describes our system for the L-
SUMM shared task on legal document sum-
marization. Our approach is built on the Long-
former Encoder-Decoder (LED) model, which
we augment with a multi-level summarization
strategy tailored for legal documents that are
substantially longer than typical transformer
input limits. The system achieved competitive
performance on the legal judgment summariza-
tion task through optimized training strategies,
including gradient accumulation, Adafactor op-
timization, and hyperparameter tuning. Our
findings indicate that combining hierarchical
processing with strategically assigned global
attention enables more reliable summarization
of lengthy legal texts.

1 Introduction

Summarizing legal documents presents unique
challenges due to the length, complexity, and spe-
cialised terminology of legal texts. Judicial rulings
can span many thousands of words and include
intricate argumentation, citations, and procedural
information that should be retained in any con-
densed representation. Recent breakthroughs in
transformer-based models have made significant
progress in handling long documents more effec-
tively (Lewis et al., 2019; Zhang et al., 2020). The
Longformer Encoder-Decoder (LED) architecture
extends transformers to handle sequences up to
16,384 tokens through efficient attention patterns
(Beltagy et al., 2020). However, many legal judg-
ments exceed even this extended context window.

We present a hierarchical summarization sys-
tem that combines LED’s long-context capabilities
with a chunk-and-aggregate approach for extremely
long documents. We evaluate our system on the
L-SUMM shared task using the InLSum dataset.
Our contributions include:

• A robust preprocessing pipeline handling di-
verse legal text formatting

• Hierarchical summarization for documents ex-
ceeding model capacity

• Extensive hyperparameter optimization for le-
gal domain adaptation

2 Related Work

2.1 Efficient Attention Mechanisms for Long
Sequences

Traditional transformer models are limited to 512
or 1024 tokens because their self-attention mech-
anism scales quadratically with sequence length
(Vaswani et al., 2017). Several approaches have
been proposed to extend this capacity, including
sparse attention patterns (Zaheer et al., 2020),
retrieval-augmented methods (Lewis et al., 2020),
and hierarchical architectures (Cohan et al., 2018).

The Longformer model employs a mixed atten-
tion pattern, combining local window-based atten-
tion with global tokens to efficiently model long
sequences. These architectures have proven to
be effective for long-document understanding and
summarization tasks.

2.2 Legal Document Processing

Legal NLP has seen increasing interest, with shared
tasks focusing on case outcome prediction, statute
retrieval, and summarization (Kano et al., 2018;
Chalkidis et al., 2020). Legal texts require domain-
specific handling due to their length, formal lan-
guage, and citation structure.

Previous surveys highlight the challenges of sum-
marizing lengthy legal judgments, emphasizing the
need for specialized models capable of handling
complex reasoning and domain-specific terminol-
ogy (Kanapala et al., 2019).

2.3 Indian Legal Document Summarization

Automatic summarization and structural analysis
of Indian legal judgments have attracted attention
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in recent years, as the large volume and complex-
ity of judgments pose challenges to accessibility
and comprehension. Previous work such as Bhat-
tacharya et al. (2019) studied rhetorical role classi-
fication of sentences in judgments from the Indian
Supreme Court, allowing the segmentation of le-
gal documents into semantically meaningful seg-
ments such as facts, issues, reasoning, and rulings,
which is a useful preprocessing step for summa-
rization and retrieval. Bhattacharya et al. (2021)
proposed an unsupervised summarization method
(DELSumm) for Indian case documents, showing
promising ROUGE scores without the need for
large annotated datasets. Building on dataset cre-
ation efforts, Parikh et al. (2021) released a corpus
of over 10,000 Indian judgments paired with hand-
written summaries and developed weakly super-
vised summarization baselines. Our work extends
these efforts by combining hierarchical processing
with long-context transformer architectures to han-
dle extremely long judgments, a challenge common
in the Indian legal domain.

3 System Description

Our system employs a hybrid approach that adapts
to document length. Figure 1 provides an overview
of the complete pipeline, showing both the direct
summarization path for shorter documents and the
hierarchical approach for longer ones.

3.1 Model Architecture
We employ the LED-large-16384 model1 as our
base architecture. LED extends the Longformer’s
efficient attention mechanism to seq2seq tasks,
combining:

• Local attention: Sliding window attention
with window size 512

• Global attention: Selected tokens that attend
to all positions

• Encoder-decoder structure: Enabling ab-
stractive generation

Our implementation configures global attention
on the first 64 tokens and then periodically every
384 tokens throughout the document. This pattern
was selected after examining the structure of the
legal judgments in the dataset, where important
elements such as party names, issue statements,

1https://huggingface.co/allenai/
led-large-16384

Figure 1: System pipeline showing adaptive processing
based on document length.

statutory references, and section headings recur
at regular intervals. Assigning global attention at
these periodic positions ensures that structurally
significant segments are consistently captured.

3.2 Data Preprocessing

Legal judgments contain various formatting arti-
facts that require careful preprocessing:

1. Page number removal: Patterns like [Page
No. X] are stripped

2. Whitespace normalization: Excessive new-
lines and spaces are compressed

3. Column name standardization: All meta-
data fields are lowercased for robust schema
handling

The preprocessing ensures clean input while pre-
serving the semantic content and structure of legal
arguments.
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3.3 Hierarchical Summarization

For documents exceeding 8,000 words, we employ
a two-stage hierarchical approach:

Stage 1: Chunk Summarization The document
is divided into overlapping chunks of 5,000 words
with 20% overlap (1,000 words). Each chunk is
summarized independently with the prompt: "Sum-
marize this legal judgment." This produces interme-
diate summaries capturing key information from
each document section.

Stage 2: Meta-Summarization The chunk sum-
maries are concatenated and processed with a meta-
prompt: "Combine these summaries into one coher-
ent summary." This stage synthesizes a final unified
summary that maintains coherence throughout the
document.

For documents under 8,000 words, direct single-
pass summarization is used without chunking.

Design Justification The chunk size of 5,000
words was determined through preliminary experi-
mentation to balance context preservation and com-
putational feasibility. A 20% overlap mitigates
boundary effects, ensuring continuity across legal
sections that often span multiple paragraphs.

3.4 Training Configuration

We fine-tune LED-large on the training set with the
configuration shown in Table 1.

Parameter Value
Optimizer Adafactor, learning rate

3e-5
Batch size 1 per device, 16 gradi-

ent accumulation steps
(effective 16)

Training epochs 15
Input length 9,192 tokens maximum
Output length 400–768 tokens
Warmup 15% of training steps
Weight decay 0.01
Mixed precision FP16 on GPU
Checkpointing Every 500 steps, retain

last 3

Table 1: Training configuration for fine-tuning LED-large
on the InLSum dataset.

Gradient checkpointing is enabled to reduce
memory consumption, allowing larger effective
batch sizes through gradient accumulation. The

final model, after 15 epochs of training, is used for
inference on the test set.

3.5 Generation Strategy
The beam search parameters used during inference
are summarized in Table 2.

Parameter Value
Beam size 8
Length penalty 1.2 (encourages longer

summaries)
Repetition penalty 1.5
No-repeat n-gram
size

4

Early stopping Enabled

Table 2: Beam search parameters used during
inference.

Post-processing removes only strict sentence-
level duplicates by normalizing and hashing full
sentences. This ensures that legally meaningful rep-
etitions are preserved while eliminating redundant
generated text.

4 Experimental Setup

4.1 Dataset
The InLSum dataset2 consists of Indian legal judg-
ments paired with reference summaries written by
experts. Table 3 provides detailed token-level statis-
tics for training, validation, and test splits using the
LED tokenizer.

4.2 Evaluation Metrics
Model quality was assessed using ROUGE (Lin,
2004) and BLEU (Papineni et al., 2002). ROUGE-
2 and ROUGE-L evaluate overlap and sequence
consistency, while BLEU measures n-gram preci-
sion and fluency characteristics.

The final ranking is determined by the average
of ROUGE-2, ROUGE-L, and BLEU scores. This
combined metric balances different aspects of sum-
mary quality: bigram overlap (ROUGE-2) captures
content selection, sequence matching (ROUGE-L)
evaluates structural coherence, and BLEU evalu-
ates overall n-gram precision and fluency.

4.3 Implementation Details
This system is implemented in PyTorch using the
HuggingFace Transformers library. Training was

2https://exploration-lab.github.io/JUST-NLP/
task/
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Statistic Value
Training samples 1200 pairs
Validation samples 200 judgments
Test samples 400 judgments
Judgment length range 229 – 329,814 tokens
Median judgment
length

4,360 tokens

Average judgment
length

10,926 tokens

Summary length range 39 – 2,689 tokens
Median summary
length

672 tokens

Average summary
length

708 tokens

Domain Indian legal court judg-
ments

Tokenizer used allenai/
led-large-16384

Table 3: Token-level statistics of the InLSum dataset using
the LED tokenizer.

conducted on Nvidia RTX A6000. Key implemen-
tation choices include:

• Schema-robust data loading handling column
name variations

• Safe iteration over DataFrame rows during
inference

• Runtime fallback for out-of-memory cases us-
ing truncation

• Comprehensive error handling for edge cases

5 Results and Analysis

5.1 Main Results
Table 4 presents the system’s performance on the
InLSum test set. The hierarchical LED-based ap-
proach achieves competitive results across all met-
rics, with ROUGE-2 of 29.62, ROUGE-L of 28.56,
and BLEU of 21.67, yielding an average score of
26.62. The obtained metrics indicate that the pro-
posed system extracts salient legal content and pro-
duces fluent summaries.

Our system achieved second rank on the offi-
cial L-SUMM shared task leaderboard, placing it
among the competitive submissions in the shared
task. This demonstrates that hierarchical process-
ing, combined with LED’s long-context attention,
is an effective strategy for summarizing extremely
long legal judgments.

Metric Score
ROUGE-2 29.62
ROUGE-L 28.56
BLEU 21.67
Average 26.62

Table 4: Performance of our system on the InLSum test
set. All scores are reported as percentages. The average
is computed across ROUGE-2, ROUGE-L, and BLEU.

The ROUGE-2 and ROUGE-L scores indicate
strong bigram and sequence-level overlap with ref-
erence summaries, suggesting our system captures
important factual content and legal reasoning pat-
terns. The BLEU score of 21.67 reflects reasonable
n-gram precision. The overall average of 26.62
indicates a balanced performance across various
evaluation dimensions.

5.2 Error Analysis
Common failure modes include:

• Citation handling: Complex citation chains
sometimes lose context

• Multi-party cases: Cases with numerous par-
ties occasionally conflate identities

• Procedural details: The balance between pro-
cedural and substantive content varies

6 Conclusion

We presented a hierarchical LED-based system
for legal document summarization that effectively
handles extremely long judgments through a com-
bination of chunk-level processing and meta-
summarization. Using strategic global attention pat-
terns and carefully tuned hyperparameters, our sys-
tem achieves strong performance on the L-SUMM
shared task. The approach successfully captures
the structural and semantic complexity of long legal
texts.

In future work, we plan to explore the integra-
tion of legal knowledge bases for improved citation
handling, incorporate multi-task learning with re-
lated legal NLP objectives, and investigate adaptive
chunking strategies that align with the discourse
structure of judgments. Another promising direc-
tion is the design of verdict-aware prompting mech-
anisms to improve the specificity and interpretabil-
ity of generated summaries. Overall, our results
demonstrate that combining long-context architec-
tures with hierarchical summarization pipelines is a
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practical and effective solution for legal document
summarization.

Limitations

This work has several limitations. The hierarchi-
cal design, while effective for managing extremely
long documents, introduces additional computa-
tional overhead and increases inference latency
compared to single-pass models. Despite the use
of overlapping chunks, segmentation may still split
important contextual information, occasionally af-
fecting the continuity of legal reasoning in the final
summary. Our system was trained and evaluated
exclusively on Indian legal judgments, raising ques-
tions about generalizability to other jurisdictions or
legal writing styles. Memory constraints restricted
batch sizes during training, limiting the extent of
hyperparameter exploration and ablation studies.
Finally, the meta-summarization stage can some-
times compress information too aggressively, re-
sulting in minor coherence issues in cases involving
dense reasoning or complex procedural histories.
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