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Abstract

Transformer based models, especially large lan-
guage models (LLMs) dominate the field of
NLP with their mass adoption in tasks such as
text generation, summarization and fake news
detection. These models offer ease of deploy-
ment and reliability for most applications, how-
ever, they require significant amounts of com-
putational power for training as well as infer-
ence. This poses challenges in their adoption
in resource-constrained applications, especially
in the open-source community where compute
availability is usually scarce. This work pro-
poses a graph-based approach for Environmen-
tal Claim Detection, exploring Graph Neural
Networks (GNNs) and Hyperbolic Graph Neu-
ral Networks (HGNNs) as lightweight yet effec-
tive alternatives to transformer-based models.
Re-framing the task as a graph classification
problem, we transform claim sentences into
dependency parsing graphs, utilizing a combi-
nation of word2vec & learnable part-of-speech
(POS) tag embeddings for the node features and
encoding syntactic dependencies in the edge re-
lations. Our results show that our graph-based
models, particularly HGNNs in the poincaré
space (P-HGNNs), achieve performance su-
perior to the state-of-the-art on environmental
claim detection while using up to 30x fewer pa-
rameters. We also demonstrate that HGNNs
benefit vastly from explicitly modeling data
in hierarchical (tree-like) structures, enabling
them to significantly improve over their eu-
clidean counterparts. We make our implemen-
tation publicly available 1.

1 Introduction

Claim verification and claim detection (Soleimani
et al., 2020; Levy et al., 2014) are complex NLP
tasks that involves the detection of fake claims us-
ing facts as well as contextual information within
the given claims. Often, these claims exhibit hierar-
chical and nested information such as conditional

1https://github.com/darpanaswal/ecd-hgnn

statements (Kargupta et al., 2025). Environmental
claim detection (Stammbach et al., 2022) involves
additional elements from greenwashing (de Fre-
itas Netto et al., 2020) that are often used by corpo-
rations to promote products and mislead customers.

Recent work for claim detection, similar to
many industrial NLP applications (Chkirbene et al.,
2024), has predominantly relied on transformer-
based architectures (Ni et al., 2024). However,
this reliance on these massive, black-box models
presents two issues. First, they require large-scale
computational resources which makes them eco-
nomically and environmentally expensive, leaving
behind a large carbon footprint (Faiz et al., 2023).
Second, their lack of interpretability (Lin et al.,
2023) is a significant issue in high stakes domains
like claim verification, where explaining a classifi-
cation is equally important as the classification it-
self (Atanasova, 2024; Brundage et al., 2020). The
increasing scrutiny on sustainability claims further
necessitates interpretability and computational effi-
ciency in models.

To address these challenges of cost and inter-
pretability, we propose a lightweight framework for
graph-based claim detection. We re-frame the prob-
lem of environmental claim detection as a graph
classification task, explicitly modeling the syntac-
tic and hierarchical structure of sentences using de-
pendency parsing graphs (Nivre, 2010) with word
embeddings for node features. This representation
provides a natural fit for Graph Neural Networks
(GNNs) (Wu et al., 2020) which are designed to
learn from such structured data. Compared to trans-
formers, our approach offers an interpretable ap-
proach to syntactic and semantic learning while sig-
nificantly reducing computational overhead (Feng
et al., 2025; Li et al., 2025; Peng et al., 2021). Fur-
thermore, given the tree-like nature of dependency
graphs, we investigate Hyperbolic Graph Neural
Networks (HGNNs) (Zhou et al., 2023), a geomet-
ric learning architecture particularly suited to such
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hierarchically structured data. The research ques-
tions for the study are as follows.
RQ1. Can graph-based models match SOTA perfor-
mance for environmental claim detection while us-
ing just a fraction of the compute as that of LLMs?
RQ2. Can syntactically enriched explicit hierarchi-
cal modeling of NLP tasks advantage hyperbolic
models over their euclidean counterparts?

2 Related Work

The proliferation of misinformation on social me-
dia has shown the need for automated fact-checking
and verification systems (Aïmeur et al., 2023).
Fake news detection aims to classify entire articles
or posts as credible or fake (Shu et al., 2017), of-
ten involving analyzing of multiple signals such as
textual content and writing style (Przybyla, 2020).
While early approaches relied on feature engineer-
ing and machine learning methods (Khanam et al.,
2021), recent work relies on transformer models
for fake news detection (Yi et al., 2025).

Claim detection and verification offer a more
detailed approach to fact-checking. Claim detec-
tion (Levy et al., 2014) focuses on identifying
factual statements within larger texts and separat-
ing them from non-factual ones. Claim verifica-
tion (Soleimani et al., 2020) on the other hand as-
sesses the accuracy of detected claims using evi-
dence and facts from trusted sources. While fact
checking is widely utilized for social-media con-
tent (Wasike, 2023), these methods have been ap-
plied to specific, high-stakes topics such as verifi-
cation of climate-related claims (Diggelmann et al.,
2020) and analyzing contrarian (Coan et al., 2021)
or fake claims about climate change (Al-Rawi et al.,
2021). Environmental claim detection (Stammbach
et al., 2022) is one such specialized sub-domain of
fact verification research. Specifically, it deals with
greenwashing (de Freitas Netto et al., 2020) – the
corporate form of misinformation – which involves
using vague or misleading language to create an ex-
aggeratedly positive public image of a company’s
environmental credentials.

Large Language Models (LLMs) (Naveed et al.,
2025) are transformer-based models (Lin et al.,
2022) pre-trained on vast amounts of text data
which enables them to achieve state-of-the-art
performance in downstream tasks such as senti-
ment analysis, machine translation and named en-
tity recognition (Miah et al., 2024; Zhang et al.,
2023; Yan et al., 2019). The application of these

models has evolved from fine-tuning (Wu et al.,
2025) task specific models such as BERT and
RoBERTa (Soleimani et al., 2020; Stammbach
et al., 2022), to in-context learning (Dong et al.,
2022) with modern, multi-billion parameter models.
While powerful, the high computational costs (Faiz
et al., 2023) and lack of interpretability (Lin et al.,
2023) of these models pose challenges for wide-
scale adoption.

Graph Neural Networks (GNNs) (Wu et al.,
2020) offer an alternative learning paradigm by
operating on structured-data. Prior work has uti-
lized GNNs to explicitly model hierarchical and
relational dependencies (Mi and Chen, 2020), mak-
ing graph structures such as constituency pars-
ing (Li et al., 2020b) and dependency parsing
graphs (Nivre, 2010) a natural fit for represent-
ing sentence structures in NLP tasks. These mod-
els can integrate rich semantic information from
word embeddings, knowledge graphs, and even
sentence embeddings from pre-trained language
models (Mikolov et al., 2013; Opdahl et al., 2022;
Li et al., 2020a). Geometric deep learning (Bron-
stein et al., 2017) generalizes these models to
non-euclidean spaces (Coxeter, 1998). Extend-
ing GNNs, Hyperbolic GNNs (Zhou et al., 2023),
are particularly well suited to model hierarchically
structured data such as dependency parsing graphs.

3 Methodology

We begin our experimentation by transforming a
dataset D = {c1, c2, . . . , cN} of N environmen-
tal claims into a corresponding set of dependency
parsing graphs G = {G1, G2, . . . , GN}, convert-
ing each claim ci into a unique graph structure

Gi = (Vi, Ei)

where Vi is the graph’s set of vertices (or nodes)
and Ei is its set of edges.

3.1 Dependency Graph Construction
For each claim ci in the dataset, we generate a
directed dependency graph using spaCy’s built-in
DependencyParser. Claim ci, which is a sequence
of tokens ti = {t(1)i , t

(2)
i , . . . t

(k)
i } is mapped to its

corresponding graph Gi = (Vi, Ei) where the ver-
tex set Vi = {v1, . . . vk} represents the tokens, and
the edge set Ei represents the syntactic dependen-
cies between them. A directed edge (vh, vj) ∈ Ei

exists if the token th is the syntactic head of token
tj . Each edge is labeled with its dependency type
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Figure 1: Overview of the Graph-based Claim Detection Pipeline. Step 1: Claim sentence to dependency graph
conversion. Steps 2: Dependencies are one-hot encoded as edge features. Node features are initialized with
pretrained embeddings. Step3: Node features are concatenated with POS-tag embeddings learned by embedding
layer. Step 4: Graph classification using a GNN/HGNN architecture trained with a weighted loss function.

d ∈ D, where D is the set of all 45 unique depen-
dency relations present in the dataset. We utilize
the following node and edge attributes from the
dependency graphs 2.

• Token text: Represented as the graph’s nodes;
corresponds to tokens in the claim sentences.

• Dependency relation: Specifies the type of
syntactic dependency between a token and its
head. Describes how the token relates to its
syntactic governor.

• Token head: Also represented as the graph
nodes, it identifies the governor token for a
given dependent token.

• Token Part-Of-Speech (POS) tag.

3.2 Graph Representation

To prepare the graphs for the GNN models, we
define the node and edge feature representations.

3.2.1 Node Features

Each node v ∈ Vi is associated with a feature
vector xv ∈ Rdnode . For this vector, we utilize
word2vec (Mikolov et al., 2013), a pre-trained word
embedding model. xv = We(token(v)), where We

is the word2vec embedding lookup matrix and the
token(v) is the word corresponding to node v.

3.2.2 Edge Features
The syntactic dependency type of each edge, cor-
responding to one of the 45 unique relations in the
dataset, is encoded into a feature vector. For an
edge e = (vh, vj), its feature vector ehj ∈ R|D| is
a one-hot encoding of its dependency type d(e).

3.3 Integrating POS-tags with Node Features
Next, we augment the node features with the POS-
tags. Let P be the set of all unique POS-tags in the
dataset. We introduce a learnable embedding ma-
trix Wp ∈ R|P|×dpos , where dpos is the dimension
of the POS-tag embeddings. This layer is trained
with the GNN model. The final feature vector for a
node v, denoted x′v, is the concatenation of its word
embedding and its learned POS tag embedding:

x′v =
[
We(token(v)) ∥Wp(pos(v))

]

The dimension of this augmented feature vector
becomes d′node = dnode + dpos.

3.4 Weighted Loss for Imbalanced Data
Lastly, to address the inherent imbalance present
in the dataset, we employ a weighted cross-entropy
loss function. This strategy assigns a higher penalty
to misclassifications of the minority class, thereby
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encouraging the model to pay more attention to it.
The loss for a single graph Gi with true one-hot
label yi and predicted probabilities ŷi is defined as:

L(Gi) = −
1∑

k=0

wk.yiklog(ŷik)

The weight for each class k,wk, is calculated as
the inverse of its frequency in the training set, ef-
fectively balancing the contribution of each class
to the overall loss.

3.5 Graph-based Claim Classification

The final stage of our pipeline involves classifying
the entire graph representation of a claim sentence.
The augmented node feature vectors and the edge
feature vectors are fed into either a GNN or an
HGNN model which provides the final classifica-
tion for the claim sentences, classifying them into
two possible categories – ‘Claim’ and ‘Not Claim’.

4 Experimental Setup

4.1 Dataset

We utilize the Environmental Claim Detection
(ECD) dataset (Stammbach et al., 2022), a dataset
comprised of environmental claims extracted from
various corporate communications of publicly
listed companies, including sustainability reports,
earnings calls, and annual reports. While the au-
thors initially collected 3,000 sentences, they re-
moved samples with tied annotations, reporting
results on the filtered dataset of 2,647 samples.
We use this same 2,647-sample dataset for all our
experiments to ensure a direct comparison. The
dataset is imbalanced, with 665 sentences (25.1%)
labeled as claim statements and 1,982 sentences
(74.9%) labeled as not claim statements.

4.2 Models

We conduct our analysis with Euclidean and Hy-
perbolic GNN architectures. For training our mod-
els, we utilized the HGNN toolkit from (Liu et al.,
2019). We experiment with the two standard mod-
els of hyperbolic space – the Poincaré Ball (Nickel
and Kiela, 2017), which represents the hyperbolic
space inside a unit disk and the Lorentz Hyper-
boloid Model (Nickel and Kiela, 2018) which em-
beds the space on a hyperboloid (Reynolds, 1993)
in a higher-dimensional Minkowski space (Naber,
2012). Our models are trained with a total of

4 GNN layers. The first layer’s dimensionality
din = dword2vec + dpos, where dword2vec = 300.
The other 3 GNN layers are of dimensionality 256.
For training, we utilize the AMSGrad and the Rie-
mannian AMSGrad optimizers for the GNN and
HGNN respectively 2.

4.3 Evaluation Metrics
For evaluating our models, we use five primary
metrics to assess their performance on the claim
detection task – Accuracy, Precision, Recall, F1-
score, and AUC-ROC 2. Given the high imbalance
in the dataset, we use the F1-score and AUC-ROC
as our primary metrics

5 Results & Observations

To obtain the best performance for each model
configuration, we grid-search over the dropout
rate, POS-embedding dimension and class weights.
Next, we describe our results in detail in relation
to the research questions described earlier.

5.1 HGNNs Match SOTA Performance with
upto 30x Fewer Parameters (RQ1.)

In Table 1, we first establish the baselines using
the results from (Stammbach et al., 2022) with 4
transformer models – DistilBERT, ClimateBERT,
RoBERTabase, and RoBERTalarge. While we use F1-
score and AUC-ROC as our primary metrics, we
include the standard accuracy in our tables solely
for a direct comparison with the baseline metrics.
In Table 2, we see that our graph-based models
achieve performance better than or comparable to
these state-of-the-art transformers. Firstly, our sim-
plest models – labeled GNN, L-HGNN (for HGNN
in the lorentz space) and P-HGNN (for HGNN in
the poincaré space) – achieve respectable test F1
and accuracy scores.

Augmenting the models with the POS-tag em-
beddings uniformly boosts performance across all
architectures. Specifically, we observe increments
in the test F1 and accuracy scores for all three mod-
els. Notably, P-HGNN-POS achieves both our best
overall test F1 and accuracy scores of 84% and
92.1% respectively, beating the best test accuracy
reported in Table 1 (91.7%) and coming very close
to the best test F1 score (84.9%), both achieved
by their largest model RoBERTalarge consisting of
355 million parameters. Both GNN-POS and L-
HGNN-POS also show competitive test F1 scores
of 78.5% and 79.4% respectively, while achieving
near SOTA accuracy scores of 89.1% and 89.4%.
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Model dev test
pr rc F1 acc pr rc F1 acc

DistilBERT 77.5 93.9 84.9 91.7 74.4 95.5 83.7 90.6
ClimateBERT 76.9 90.9 83.3 90.9 76.5 92.5 83.8 90.9
RoBERTabase 74.7 93.9 83.6 90.6 73.3 94.0 82.4 89.8
RoBERTalarge 80.5 93.9 86.7 92.8 78.5 92.5 84.9 91.7

Table 1: Results reported by (Stammbach et al., 2022) on their ECD-dataset.

Model grid-search parameters dev test

Dropout
Rate

POS
Embedding
Dimension

Class
Weights pr rc F1 acc auc pr rc F1 acc auc

GNN 0.1 – – 79.3 69.7 74.2 87.9 0.93 78.7 71.6 75.0 87.9 0.93
L-HGNN 0.1 – – 70.3 78.8 74.3 86.4 0.92 73.7 83.6 78.3 88.3 0.93
P-HGNN 0 – – 71.0 74.2 72.6 86.0 0.91 74.4 86.6 80.0 89.1 0.94

GNN-POS 0.3 32 – 75.4 74.2 74.8 87.5 0.92 77.9 79.1 78.5 89.1 0.94
L-HGNN-POS 0.1 64 – 70.5 65.2 67.7 84.5 0.92 78.3 80.6 79.4 89.4 0.93
P-HGNN-POS 0.3 128 – 75.4 74.2 74.8 87.5 0.93 85.9 82.1 84.0 92.1 0.95

Balanced-GNN 0.1 – [1,1.5] 78.6 66.7 72.1 87.2 0.93 81.7 73.1 77.2 89.1 0.93
Balanced-L-HGNN 0.25 – [0.8,1.6] 77.8 74.2 76.0 88.3 0.93 75.7 79.1 77.4 88.3 0.93
Balanced-P-HGNN 0.2 – [1,1.5] 73.2 78.8 75.9 87.5 0.92 73.7 83.6 78.3 88.3 0.93

Balanced-GNN-POS 0.25 32 [0.6678,1.9897] 72.9 77.3 75.0 87.2 0.93 76.7 83.6 80.0 89.4 0.93
Balanced-L-HGNN-POS 0 16 [0.6678,1.9897] 73.5 75.8 74.6 87.2 0.93 74.0 85.1 79.2 88.7 0.94
Balanced-P-HGNN-POS 0.3 32 [0.8,1.6] 73.6 80.3 76.8 87.9 0.93 80.3 85.1 82.6 90.9 0.94

Table 2: We report precision, recall, F1 score, accuracy and the auc-roc score on the dev and test sets of the ECD
dataset. The best performance per split is indicated in bold, the second best is underlined.

Next, we address the imbalance in the dataset
through the introduction of a weighted loss func-
tion. The Balanced-GNN improves the test F1-
score by over 2 points compared to the standard
GNN (from 75.0% to 77.2%), demonstrating the
effectiveness of the weighted loss for the Euclidean
model. The impact on the hyperbolic models is
more nuanced, with slight shifts in the precision-
recall trade-off resulting in minor changes to the F1-
score. In Table 3, we show the best GNN configura-
tions taken from Table 2 along with all their corre-
sponding weight-balanced versions trained with the
same dropout rates. While the early stopping cri-
terion favors the best test F1-score during training,
we can still observe the generally expected trend of
dropping precision and increasing recall for both
the dev and test sets when applying class weights.
Interestingly, the Balanced-L-HGNN model does
not always follow this pattern as strictly as its eu-
clidean or poincaré counterparts.

Finally, the models incorporating all enhance-
ments – POS embeddings and class balancing (-
POS-Balanced) – demonstrate the most overall
robust performances, effectively addressing both
feature representation and data imbalance. The
Balanced-GNN-POS model achieves a strong test

F1 and accuracy scores of 80.0% and 89.4%, a
clear improvement over its unbalanced version with
test F1 and accuracy scores of 78.5% and 89.1%.
Most significantly, while the P-HGNN-POS model
achieves our highest test F1-score of 84.0%, the
Balanced-P-HGNN-POS model achieves a compet-
itive F1-score 82.6% while substantially boosting
test recall from 82.1% to 85.1% which is our best
test recall score after P-HGNN (86.6%) and also
achieving the best test accuracy of 90.9% after
P-HGNN-POS (92.1%).

Furthermore, it is worth noting the consistently
high AUC-ROC scores across all our model con-
figurations, as detailed in Table 2. The test set
AUC-ROC values range from 0.93 to 0.95, indi-
cating a strong ability of the models to distinguish
between the ‘Claim’ and ‘Not Claim’ classes. This
high level of class separability further reinforces
the reliability of our graph-based approach for the
task of environmental claim detection.

The key advantage of our approach lies in its
computational efficiency. In Table 4, we detail
the parameter counts for all (Stammbach et al.,
2022) transformer models as well as our own
GNN models. While RoBERTalarge, the best per-
forming model for environmental claim detection

28



from (Stammbach et al., 2022) consists of 355 mil-
lion parameters, our GNN and HGNN models are
significantly more lightweight. Our models consist
of 4 GNN layers, a 256-dimensional hidden state,
and 45 unique dependency relations (edge types).
We calculate the size of our graph models to be
approximately 12M parameters, nearly 30 times
smaller than RoBERTalarge

2. Therefore, we con-
clude that our graph-based models achieve better
than or comparable to SOTA results.

5.2 HGNNs Consistently Outperform GNNs
(RQ2.)

In Table 2, we observe that hyperbolic GNN mod-
els, particularly those in the poincaré space con-
sistently outperform their euclidean counterparts
under most configurations for both the F1 and ac-
curacy scores. For example on the test set, both
the L-HGNN with an F1-score of 78.3% and ac-
curacy of 88.3% as well as the P-HGNN with an
F1-score of 80.0% and an accuracy of 89.1% sur-
pass the standard GNN with an F1 score of 75.0%
and accuracy of 87.9%. Similarly, this trend is con-
tinued in other configurations and the performance
gap widens with the inclusion of richer features, as
seen with P-HGNN-POS (84% F1 and 92.1% ac-
curacy) outperforming GNN-POS (78.5% F1 and
89.1% accuracy). This consistent advantage shows
that hyperbolic space models significantly benefit
from explicit hierarchical modeling of the data us-
ing tree-like structures such as dependency parsing
graphs. We achieve better test scores with HGNNs
than with GNNs under most configurations, indicat-
ing a low hyperbolicity (i.e., a strong hierarchical
structure) in the ECD dataset. Therefore, we con-
clude that explicit hierarchical modeling of envi-
ronmental claims allows the geometric properties
of hyperbolic models to benefit from this hierarchy
and improve over their euclidean counterparts.

6 Discussion

In this study, we investigate the efficacy of Graph
Neural Networks (GNNs) and their hyperbolic
counterparts (HGNNs) for Environmental Claim
Detection. We construct dependency parsing
graphs of claim sentences to explicitly model them
as hierarchical structures, hence benefiting from
the geometric properties of the hyperbolic space.
Leveraging simple word embeddings for node fea-
tures, we also incorporate POS-tags and a weighted

2See Appendix for more details.

loss function to enhance performance and address
data imbalance.

Our results indicate that graph-based models,
particularly those in the hyperbolic space, can
achieve performance superior to SOTA transformer-
based architectures. The P-HGNN-POS model,
our best-performing configuration, achieves a test
F1-score of 84.0% and an accuracy of 92.1%,
even surpassing the 91.7% accuracy of the much
larger RoBERTalarge model. This performance is
achieved with approximately 12 million parame-
ters, a nearly 30-fold reduction compared to the
355 million parameters of RoBERTalarge. These
findings highlight the potential of graph-based mod-
els as lightweight, efficient, and effective alterna-
tives to LLMs for specialized NLP tasks.
Takeaway for RQ.1: Graph-based models offer a
computationally efficient alternative to large trans-
formers for environmental claim detection without
compromising performance.

Furthermore, our results demonstrate the poten-
tial of hyperbolic geometry for NLP tasks like
claim detection. Across various configurations,
HGNNs consistently outperform GNNs, and this
performance gap becomes more pronounced with
the introduction of richer syntactic features, as seen
in the superior performance of P-HGNN-POS over
GNN-POS. This suggests that tree-like modeling of
sentence structure creates a hierarchical represen-
tation that is naturally well-suited to the geometric
properties of hyperbolic space.
Takeaway for RQ.2: Explicit hierarchical modeling
of claims significantly benefits hyperbolic models,
indicating their potential for NLP tasks.

Our findings underscore two critical points for
the field. First, the dominance of transformer-based
models is not absolute; for specific, well-defined
tasks like environmental claim detection, special-
ized and lightweight models like GNNs can provide
more efficient and effective solutions. Second, the
inherent, often implicit, hierarchical nature of lin-
guistic data can be powerfully exploited by choos-
ing geometric spaces – like hyperbolic space – that
align with this underlying structure. This highlights
the vast potential in exploring geometries beyond
euclidean for learning efficient representations for
NLP tasks.

7 Conclusion

In this work, we introduce an efficient graph-based
methodology for environmental claim detection,
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Model grid-search parameters dev test
Dropout

Rate
Class

Weights pr rc F1 acc auc pr rc F1 acc auc

GNN 0.1 – 79.3 69.7 74.2 87.9 0.93 78.7 71.6 75.0 87.9 0.93
Balanced-GNN 0.1 [0.6678,1.9897] 68.3 84.8 75.7 86.4 0.93 69.2 80.6 74.5 86.0 0.93
Balanced-GNN 0.1 [0.8,1.6] 72.4 83.3 77.5 87.9 0.93 70.1 80.6 75.0 86.4 0.93
Balanced-GNN 0.1 [1,1.5] 78.6 66.7 72.1 87.2 0.93 81.7 73.1 77.2 89.1 0.93

L-HGNN 0.1 – 70.3 78.8 74.3 86.4 0.92 73.7 83.6 78.3 88.3 0.93
Balanced-L-HGNN 0.1 [0.6678,1.9897] 71.6 80.3 75.7 87.2 0.93 68.8 82.1 74.8 86.0 0.93
Balanced-L-HGNN 0.1 [0.8,1.6] 75.7 80.3 77.9 88.7 0.93 73.0 80.6 76.6 87.5 0.93
Balanced-L-HGNN 0.1 [1,1.5] 79.7 71.2 75.2 88.3 0.93 75.4 73.1 74.2 87.2 0.93

P-HGNN 0 – 71.0 74.2 72.6 86.0 0.91 74.4 86.6 80.0 89.1 0.94
Balanced-P-HGNN 0 [0.6678,1.9897] 69.1 84.8 76.2 86.8 0.92 71.8 83.6 77.2 87.5 0.93
Balanced-P-HGNN 0 [0.8,1.6] 69.9 77.3 73.4 86.0 0.91 68.2 86.6 76.3 86.4 0.93
Balanced-P-HGNN 0 [1,1.5] 68.4 78.8 73.2 85.7 0.92 71.2 85.1 77.6 87.5 0.93

Table 3: Results for all weight-balanced GNNs. For the best base GNN configurations, we show all the corresponding
weight-balanced GNNs at the same dropout rate as the base model. For each model type, i.e., GNN, L-HGNN and
P-HGNN, the best performance per split is indicated block-wise in bold, while the second best in underlined.

Model Parameter-count
DistilBERT 66m

ClimateBERT 82m
RoBERTabase 125m
RoBERTalarge 355m
GNN/HGNN 12m

GNN-POS/HGNN-POS 12m

Table 4: Number of parameters for the transformer mod-
els used by (Stammbach et al., 2022) compared to our
GNN and HGNN models. Models prefixes are dropped
since they do not affect the parameter sizes. m stands for
million. Largest model size is in bold while the smallest
is underlined.

positioning GNNs and HGNNs as lightweight yet
effective alternatives to transformer-based archi-
tectures. We reformulate the task as a graph-
classification problem, transforming claim sen-
tences into dependency parsing graphs with simple
word and POS-tag embeddings as node features
and encoding syntactic dependencies as edge rela-
tions. Our results demonstrate that GNNs achieve
performance comparable or superior to SOTA mod-
els with a 30-fold reduction in parameters. Fur-
thermore, we consistently observe that HGNNs
outperform their GNNs, affirming that the geomet-
ric properties of HGNNs gain significant advantage
from the explicit hierarchical modeling of the data.
Our findings call for a shift beyond over-reliance on
transformers, demonstrating that specialized mod-
els can yield more efficient solutions for targeted
NLP tasks without a loss of capability.
Future work. First, we plan to compare static
word2vec embeddings for node features with sen-
tence embeddings from transformer models like

RoBERTa. Second, we plan to move beyond sim-
ple one-hot encoded edge features to a knowledge-
enhanced schema based on principles from univer-
sal dependencies (De Marneffe et al., 2021). Third,
we plan to experiment with alternative graph rep-
resentations beyond dependency parsing such as
constituency parsing. Fourth, we plan to conduct a
sensitivity analysis to quantify the impact of pars-
ing inaccuracies on model performance, investigat-
ing whether domain-adapted parsers could yield
better results. Lastly, to assess the generalisabil-
ity of this study, we intend to extend our work to
more NLP tasks, models such as graph attention
networks (Veličković et al., 2017), and benchmark
datasets such as FEVER (Thorne et al., 2018) and
Climate-Fever (Diggelmann et al., 2020).

8 Limitations

We highlight the limitations of our work as follows.
• Our approach deliberately utilizes word2vec

embeddings for node features to create a max-
imally lightweight and efficient model. How-
ever, they do not encode the sequential de-
pendencies between words. Similarly, our
edge features are simple one-hot encodings
of dependency types, which treat all syntactic
relations as independent and do not capture
potential similarities between them.

• Our methodology relies on the output of the
dependency parser to construct the graphs.
While modern parsers are highly accurate, any
errors in graph construction are propagated as
noise to the GNN and HGNN models. We do
not analyze the impact of such parsing errors
on final model performance in this study.

• The scope of our experiments is focused on a
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single, relatively small, English-only dataset.
While the results are strong, the generalisabil-
ity of our graph-based approach to other claim
detection domains, larger datasets, and other
languages is yet to be established.

• The transformer baselines used for compar-
ison are from the original environmental
claim detection paper (Stammbach et al.,
2022). We do not benchmark our models
against more recent, state-of-the-art LLMs
such as Llama3 (Dubey et al., 2024) and GPT-
4o (Hurst et al., 2024), limiting the assessment
of our approach against the current SOTA.
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A Appendix

A.1 Generating Dependency Parsing Graphs
of Environmental Claims

We now provide a working example of the process
of converting claim sentences into their dependency
parsing graphs. The feature vectors shown are for
illustrative purposes and do not represent actual em-
bedding values. Let the claim sentence C be “Gas
is also a cleaner fuel with resultant environmental
benefits.”

• Dependency Parsing C: The claim sentence
C is first transformed into its corresponding
dependency parsing graph using the spaCy
dependency parser. Figure 2 illustrates this
transformation.

• Node Features (x′v): Each node’s feature vec-
tor is the concatenation of its word embedding
and a randomly initialized, trainable POS tag
embedding. For the node ‘cleaner‘ (an ‘ADJ‘),
with dword = 4 and dpos = 2,

x′cleaner = [We(‘cleaner’)︸ ︷︷ ︸
word2vec

∥Wp(‘ADJ’)︸ ︷︷ ︸
POS emb.

]

=







0.21
−0.45
0.67
0.09




∥∥∥∥∥∥∥∥

(
0.62
0.15

)

 =




0.21
−0.45
0.67
0.09
0.62
0.15




• Edge Features (ehj): Each dependency re-
lation is one-hot encoded. The amod rela-
tion from ‘fuel‘ to ‘cleaner‘, being the 5th
unique relation out of 45, is represented as:
efuel, cleaner =

(
0 0 0 0 1 · · · 0

)T ∈
R45

A.2 Training Configuration
Table 5 shows the (fixed) hyperparameters used for
training our GNN and HGNN models. Dropout
rate, POS-embedding dimension and class-weights
were optimized through grid-search.

A.3 Evaluation Metrics
Let TP, FP, TN, and FN be the number of True Pos-
itives, False Positives, True Negatives, and False
Negatives, respectively. The metrics are defined as
follows.

• Accuracy: The proportion of correctly classi-
fied instances among the total instances.

Accuracy =
TP + TN

TP + TN + FP + FN

Hyperparameter Value

Number of GNN Layers 4
Learning Rate 0.001
Hyperbolic Learning Rate 0.001
Patience (Early Stopping) 8
Activation Function Leaky ReLU
Leaky ReLU Slope 0.5
Optimizer AMSGrad
Hyperbolic Optimizer Riemannian AMSGrad
Embedding Dimension 256
Number of Centroids 30
Maximum Epochs 30
Edge Types 45
Number of Classes 2
Initialization Method Xavier
Gradient Clipping 1.0

Table 5: GNN and HGNN Training Configuration

• Precision: The ratio of correctly predicted
positive observations to the total predicted
positive observations.

Precision =
TP

TP + FP

• Recall: The ratio of correctly predicted pos-
itive observations to all observations in the
actual class.

Recall =
TP

TP + FN

• F1-Score: The harmonic mean of Precision
and Recall.

F1-Score = 2 · Precision · Recall
Precision + Recall

• AUC-ROC: The Area Under the Receiver Op-
erating Characteristic Curve. It measures the
model’s ability to distinguish between positive
and negative classes across all classification
thresholds.

A.4 Parameter Size Calculation for Graph
Models

Here, we detail the number of trainable parameters
for our graph models. We first calculate the number
of trainable parameters for the base model (with
only word embeddings) and then for the model
augmented with POS-tag embeddings (-POS).
Base GNN/HGNN Model (without POS). The
base model’s parameters are distributed across an
input projection layer, three hidden GNN layers,
and a final classifier.

• Layer 1 (Input Projection): Maps the 300-
dimensional word embeddings to the 256-
dimensional hidden space for each of the 45
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Figure 2: The transformation of the example claim into a dependency graph. The graph shows tokens and their POS
tags as nodes, with syntactic dependencies as labeled, directed edges.

relations. 45 relations × 300 input_dim ×
256 output_dim) + 256 bias = 3,456,256.

• Layers 2, 3, & 4: These three layers map the
256-dimensional hidden state to another 256-
dimensional hidden state for each relation. 3
layers × [(45 relations × 256 input_dim ×
256 output_dim) + 256 bias] = 8,848,128.

• Final Classifier: (256 × 2 output classes) + 2
bias = 514.

• Total number of parameters = 3,456,256 +
8,848,128 + 514 = 12,304,898.

GNN-POS/HGNN-POS Model (with POS). Adds
learnable POS embeddings. Using an example POS
dimension (dpos) be 16:

• POS Tag Embeddings: 18 vocab_size × 16
pos_dim = 288

• Layer 1 (Input Projection): The input dimen-
sion is now 300 + 16 = 316. (45 × 316 × 256)
+ 256 = 3,640,576.

• Layers 2, 3, & 4: Unchanged from the base
model. Parameters: 8,848,128

• Final Classifier: Unchanged from the base
model. Parameters: 514

• Total number of parameters (POS) = 288 +
3,640,576 + 8,848,128 + 514 = 12,489,506.
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