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Abstract

Using a sample of 25, 000 Bing Copilot con-
versations, we study how the agent responds to
users of varying levels of domain expertise and
the resulting impact on user experience along
multiple dimensions. Our findings show that
across a variety of topical domains, the agent
largely responds at proficient or expert levels
of expertise (77% of conversations) which cor-
relates with positive user experience regardless
of the user’s level of expertise. Misalignment,
such that the agent responds at a level of exper-
tise below that of the user, has a negative im-
pact on overall user experience, with the impact
more profound for more complex tasks. We
also show that users engage more, as measured
by the number of words in the conversation,
when the agent responds at a level of expertise
commensurate with that of the user. Our find-
ings underscore the importance of alignment
between users and AI when designing human-
centered AI systems, to ensure satisfactory and
productive interactions.

1 Introduction

We have seen significant advancements in LLM de-
velopment, which has enhanced the capabilities of
model-based agents like ChatGPT that allow them
to excel on tasks ranging from quick information
retrieval to more creative or technical pursuits such
as drafting essays, writing code, and designing art-
works. These capabilities are not only attested to
by their performance on standardized benchmarks
but are also reflected in their use across a diverse
set of real-world domains (Suri et al., 2024). Re-
cently developed LLMS are able to assist humans
across a variety of fields like teaching (Wang et al.,
2024; Alsafari et al., 2024) and the clinical domain
(Han et al., 2024), and have led to an increase in
user productivity (Peng et al., 2023; Cambon et al.,
2023).

*Work done during an internship at Microsoft Research.
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Figure 1: An overview of our expertise classifier
pipeline.

However, while millions of users utilize these
models for a variety of tasks, their expectations,
backgrounds, and interactions with these tools can
differ significantly. One key aspect where users
might differ is their domain expertise in the con-
versation topic with the agent LLM.1 Not all end
users share the same level of domain knowledge
and thus may have different preferences and abili-
ties to process the information that the model would
return to them. A “beginner” user might want sim-
ple, general purpose information on a topic and
could possibly be overwhelmed if presented with
too “high-level” information. On the other hand,
a domain “expert” might have an unsatisfactory
experience with the LLM if not given a deeper and
detailed response.

Thus, we ask: What is the ideal expertise level
of the LLM, and what are the consequences of any
misalignment between the user and the LLM on
domain expertise?

To answer this, we develop an ordinal 5-point
scale-based expertise classifier (shown in Figure 1)
that we apply to a corpus of over 25, 000 Bing
Copilot conversations sampled across a variety of
domains. We generate three measures of exper-
tise for each conversation. First and second, we
classify the level of expertise of the user and the
LLM respectively in the topic of the conversation.

1Here on called LLM.
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Domain Count

Creative Writing and Editing 6761
Programming and Scripting 6078

Business and Finance 4090
Professional Writing and Editing 2269

Entertainment 1406
Mathematics and Logic 1306

Data Analysis and Visualization 1245
Biology 994

Sports and Fitness 484
Machine Learning and AI 400

Total 25033

Table 1: Domain-wise distribution of Copilot conversa-
tions used in our study.

Third, we classify the gauged expertise of the user,
defined as the judged level of expertise of the user
based on the responses made by the LLM. We show
similarities and differences in these three types of
expertise labels within the same Copilot conversa-
tion to identify cases where the LLM is aligned or
misaligned with the user. We then assess the im-
pact of (mis)alignment on three measures of user
interaction experience: user satisfaction, level of
engagement, and complexity of task.

2 Methodology

Consider a conversation Ci from a corpus of con-
versations C consisting of t interaction turns of
user-agent utterances Ci = [U1, A1, ..., Ut, At].2

We take a random sample of such conversations
from Bing Copilot from the month of June 2024
with at least t ≥ 2 interaction turns for both the
user and the agent, yielding a set of 677, 801 con-
versations. Using the preprocessing steps discussed
in Appendix A.1, we get a final set of 25, 033 con-
versations. We present the distribution of the con-
versations across different domains in Table 1.

2.1 Expertise Labels

We expect that users of varying expertise levels
interact with Bing Copilot, and thus in order to de-
termine the (mis)alignment between the user and
the LLM expertise, we compute three different
types of expertise labels as follows:
User Expertise: Expertise of the user in the con-
versation domain based on the User (Ut) only side
of a conversation Ci.
Gauged User Expertise: Predicted expertise of
the user in the conversation domain, based on the

2Here Ut refers to a user utterance and At refers to an AI
Agent utterance.

Domain Mean SAT Score

Creative Writing and Editing 3.03
Programming and Scripting 14.42

Business and Finance 17.22
Professional Writing and Editing 19.55

Entertainment 11.93
Mathematics and Logic −11.03

Data Analysis and Visualization 13.35
Biology 18.42

Sports and Fitness 16.24
Machine Learning and AI 16.59

Table 2: Mean SAT Scores for conversations across
different domains.

LLM (At) only side of a conversation Ci.
Agent Expertise: Expertise of the agent in the
conversation domain, based on the LLM (At) only
side of a conversation Ci.

We prompt GPT-4-Turbo (Achiam et al., 2023)
to compute these three types of expertise labels
for each conversation using a 5-point ordinal scale
as “Novice”, “Beginner”, “Intermediate”, “Pro-
ficient”, and “Expert”.3 We present the defini-
tions of each of these labels along with the human-
validated system prompts in Figure 9, Figure 10
and Figure 11. Details on the human validation
of the predicted expertise labels can be found in
Appendix A.5.

2.2 Metrics for User Experience

We use the following three metrics to understand
the impact of expertise (mis)alignment on the user
interaction experience:

• SAT Score: Lin et al. (2024) introduced
SPUR (Supervised Prompting for User satis-
faction Rubrics), an iterative prompting frame-
work using supervision from labeled examples
to estimate the user satisfaction score from a
multi-turn conversation with an LLM agent.
SPUR enables the computation of both satis-
faction and dissatisfaction scores. We adopt
this framework and define the overall satisfac-
tion score, denoted as SAT, as the difference
between the satisfaction and dissatisfaction
scores. The SAT score ranges from −100 to
100. The SAT score rubric is human-validated,
the details of which are mentioned in Lin et al.
(2024). We present the mean SAT scores for
the different domains in our conversation cor-
pus in Table 2.

3We refer the readers to § 6 for more insights into why a
single model was chosen for computing the labels.
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Figure 2: Barplots showing the distribution of User Expertise (left) and Agent Expertise (right) on different domains
of Copilot conversations.

• Task Complexity: Suri et al. (2024) intro-
duced a task complexity classification method
based on Anderson and Krathwohl’s Taxon-
omy of learning domains (Armstrong, 2010)
which categorizes the task complexity into
six levels from lowest complexity to highest:
Remember, Understand, Apply, Analyze, Eval-
uate, and Create. For simplicity, we group Re-
member and Understand as Low Complexity
and Apply, Analyze, Evaluate and Create as
High Complexity tasks. The Task Complex-
ity metric is human-validated, the details of
which are mentioned in Suri et al. (2024).

• Conversation Length: As all our conversations
are multi-turn, we look at the number of words
across all user turns as a proxy for the user
engagement level.

3 User and LLM Expertise

Using the labels described in § 2.1, we compute the
user expertise, the agent expertise, and the gauged
user expertise on our set of 25, 033 conversations
and present the distributions of these expertise la-
bels across different domains in Figure 2a, Fig-
ure 2b and Figure 5 respectively.4

Overall, we observe that a majority of the users
(63.9%) are labeled as “Novice” on our ordinal
scale, with a small number of users being clas-
sified as “Proficient” (5.2%) or “Expert”(1.6%).
These small numbers of “Proficient” and “Expert”
users occur in the more technical domains (like Pro-
gramming and scripting) as compared to the non-

4We refer the readers to Table 3 for more details.

technical domains (like Entertainment). We also
see that, in a majority of the cases, the LLM gets la-
beled as “Proficient”(34.9%) or “Expert”(42.4%).
Once again, we observe the number of “Proficient”
and “Expert” labels to be fewer for non-technical
domains as compared to the technical domains.
Overall, Figure 6 shows that the user has a lower
expertise than the LLM in a majority (80.1%) of
the conversations. This makes sense in that most
users are likely to be non-experts, while the model
should have higher expertise in order to provide
value to the user.

Finally, for the gauged user expertise (Figure 5),
we observe that a majority of the users are labeled
as “Intermediate”(37.2%) or above. Comparing
this finding with the User Expertise label distribu-
tion (Figure 6) indicates that there are cases of user
overestimation, in which user expertise as gauged
by the response from the LLM is higher than when
directly assessing user expertise (57.4% of con-
versations), and user underestimation, in which
gauged expertise is lower than the user expertise
(4.23% of conversations). We also test our ex-
pertise classifier on a sample of WildChat (Zhao
et al., 2024) conversations in Appendix A.4, where
we observe a similar distribution of labels, hence
demonstrating the generalisability of our expertise
classifier.

4 Impact on User Experience

To understand how expertise (mis)alignment im-
pacts the user experience, we do the following:

First, we fit a piecewise regression of the dif-
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Figure 3: Piecewise regression plots showing the correlation between Expertise Difference and SAT scores.

ference between user and LLM expertise on user
satisfaction. Figure 3a shows that when the user
expertise exceeds the LLM expertise, there is a
negative impact (R2 = 0.11, p = 1.36E−141) on
the SAT score, with the overall SAT score be-
coming negative in absolute terms once the user is
one level more expert than the LLM. Increasing
gaps in user expertise over LLM expertise are as-
sociated with continually lower user satisfaction
scores. Figure 7 also highlights that it is preferable
for the LLM to be quite expert regardless of the
user’s level of expertise, with lower than “Profi-
cient” responses from the LLM generally leading
to decreased user SAT scores. Further, underes-
timating the user’s expertise level (Figure 3b), as
measured by gauged user expertise, has a clear neg-
ative impact (R2 = 0.03, p = 1.06E−26) on the
SAT score, also highlighted in Figure 7.

The nature of the user’s task may impact the
effect of expertise (mis)alignment, and we opera-
tionalize one aspect of this with the task complexity
measure. We fit linear regressions of the gap in user
to LLM expertise on user satisfaction separately
for conversations with low versus high complexity
tasks, with high and low task complexity defined
as in § 2.2. As seen in Figure 4a, for low complex-
ity tasks, the user-LLM expertise gap had essen-
tially no effect on user satisfaction (r = −0.04),
while for high complexity tasks, this effect was
of medium effect size (r = −0.29). The effect
of user expertise underestimation as reflected in
the gap between actual and gauged user expertise
(Figure 4b) shows a similar if somewhat moder-
ated trend with no effect (r = 0.02) for tasks of
low complexity and a small effect for tasks of high

complexity (r = −0.15) .
Finally, turning to the impact of user-LLM

(mis)alignment on user engagement, Figure 8
shows that the amount of engagement, as defined in
§ 2.2, increases along with the level of user exper-
tise. That is, more expert users tend to have longer
conversations. This effect appears to depend on
the level of expertise of the LLM, however, such
that users at each level of expertise tend to engage
more when the LLM responds at a similar level of
expertise. “Proficient” and “Expert” users tend to
engage relatively more with a Proficient or Expert
LLM, while “Novice” and “Beginner” users tend
to engage more with a Novice or Beginner LLM.
Thus, while the user satisfaction measure suggests
that users prefer a more expert LLM, they engage
more with LLMS of commensurate expertise.

5 Related Works

The term “expertise” has been defined along mul-
tiple dimensions (Bourne Jr et al., 2014; Garrett
et al., 2009), such as the “extent and organization
of knowledge and special reasoning processes to
development and intelligence” (Feltovich and Hoff-
man, 1997). Traditionally, expertise has always
been correlated with knowledge, skill and other
cognitive concepts (Bourne Jr et al., 2014). Build-
ing upon this idea, Desmarais et al. (1995) intro-
duced a probabilistic approach to model user exper-
tise, and Ferrod et al. (2021) did so in a dialogue
based setting. Different methods like heuristic rules
(Vaubel and Gettys, 1990) have also shown promise
in inferring expertise for word processing tasks.
Notably, we model the user, agent and the gauged
user expertise from conversational data to show
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the impacts of expertise mis-alignment on the user
interaction experience.

Additionally, many works have explored how
LLMS are mis-aligned with humans across an
axis of different dimensions like moral judgements
(Hendrycks et al., 2023; Jiang et al., 2022), cul-
tural and societal norms (Palta and Rudinger, 2023;
Acquaye et al., 2024; Naous et al., 2024; Bhatia
and Shwartz, 2023; Huang and Yang, 2023), health-
care (Levy et al., 2024) and notions of plausibility
(Palta et al., 2024, 2025). Similarly, we show that
LLMS are misaligned with humans along notions
of expertise, which can lead to unsatisfactory user
experiences.

6 Conclusion

We examine the alignment between LLMS and
users along a dimension relevant to the user experi-
ence: expertise. We show that the LLM’s expertise
is largely proficient or expert, which correlates with
positive user satisfaction and exceeds user expertise
in a majority of the cases. Further, underestimating
the user’s level of expertise correlates with lower
and even negative user satisfaction, with the effect
stronger for more complex tasks. Users tend to
engage more, however, when the LLM responded
at a level of expertise similar to their own, sug-
gesting that the system strike a balance between
generally high expertise which is liked by all users
and matched expertise to best engage users. Fu-
ture work may explore intervention strategies to
strike this balance and mitigate obvious cases of
user underestimation in real time.

Limitations

Our analysis of user and LLM expertise misalign-
ment and its downstream impacts is based on pre-
dicted expertise labels and predicted user satisfac-
tion scores (SAT). While we human validated the
classification labels, there is still a possibility of
some errors which could impact the results. We
study conversations only in English, which may
limit the generalizability our findings, given that a
lot of conversations with Copilot take place in non-
English languages. Our analysis is limited to En-
glish conversations to facilitate human-validation
of predicted expertise labels. Future work may con-
sider extending our findings in the multi-lingual
domain. We use the same prompts to predict user
and agent expertise on all the topical domains of
our conversations. While more personalized tem-

plates might be able to capture the notions of exper-
tise more accurately for different domains, we use
the same template throughout to be able to make
a fair comparison across all our experimental set-
tings. Additionally, we only use GPT-4 to predict
the expertise labels. While it is possible that other
LLMS might be able to judge the expertise better,
we restrict ourselves to the same model as the SAT
rubric and the task complexity classifier to main-
tian model consistency. Future work may consider
extending our expertise classifier to evaluate the
alignment between humans and multiple different
LLMS. Finally, all our results are correlational, but
do indicate that a mismatch in expertise between
the user and LLMS could be one of the causes of
user dissatisfaction. We hope our findings motivate
future works to involve experiments where agent
expertise can be manipulated to determine whether
it has a causal impact on user satisfaction or not.
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A Appendix

A.1 Data Preprocessing

The requirement of two or more turns helped en-
sure we had sufficient signal to assess the level
of expertise of both user and LLM. Additionally,
the SAT score classifier (Lin et al., 2024) is also
based on multi-turn conversations. We then use
the langdetect5 library (Nakatani, 2010) to de-
termine the text language at each interaction turn

5https://pypi.org/project/langdetect/

to further filter to conversations where the major-
ity language detected overall was either English,
or in case of a tie, English was one of the tied
languages. The selection of English only conver-
sations was done to ensure human judges could
read a random sub-sample of conversations in or-
der to human-validate our classifications of user
and LLM expertise.

Using the domain classification methodology in-
troduced in Suri et al. (2024), we further sampled
the conversations at random from a set of topi-
cal domains to generate a final set of 25033 fully
anonymized conversations. All personal, private,
or sensitive information was scrubbed and masked
before the conversations were used for this research.
The access to the dataset is strictly limited to the
authors who conducted hands-on analysis. This
domain filtering step was performed to remove con-
versations in domains minimally or not at all rele-
vant to the concept of expertise (e.g., travel).

Ethics: As part of the production process,6 the
Bing Copilot data is anonymized, and each con-
versation is formed by aggregating turns based on
a unique conversation ID. Thus, none of the re-
searchers who analyzed the data are able to recover
and identify the conversations from any individual
user. In addition, this research study was reviewed
and approved by representatives from our institu-
tional review board (IRB), as well as our ethics and
security teams. No formal IRB certificate was re-
quired since we did not conduct any human studies
for this work.

A.2 Details on Computational Experiments

GPT-4 was run on a CPU machine and was allo-
cated three hours to run all experiments with tem-
perature 0. We did not perform a hyper-parameter
search. All results are obtained from a single run.
For detecting the conversation language, a V100
GPU was used for a total of 1 hour.

A.3 Usage of AI Assistants

Our expertise classifier is based on GPT-4. We
only use AI Assistants to assist our writing to iden-
tify grammar errors, typos and rephrase terms for
readability.

6Our use of Copilot conversations falls within the Terms of
Use outlined at https://www.bing.com/new/termsofuse
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Label Expertise
User Gauged User Agent

Novice 63.9% 25.7% 17.3%
Beginner 12.6% 14.7% 3.7%

Intermediate 16.7% 37.2% 1.7%
Proficient 5.2% 21.3% 34.9%

Expert 1.6% 1.1% 42.4%

Total 100% 100% 100%

Table 3: Percentage distribution of labels for User,
Gauged User and LLM expertise on our set of 25033
Copilot conversations.

Figure 5: Barplot showing the distribution of Gauged
User Expertise on different domains of Copilot conver-
sations.

A.4 Reproducibility

Owing to privacy concerns, the Copilot conver-
sations used in our study cannot be made public.
However, to ensure the generalisability of our ex-
pertise classifier, we rerun our expertise classifier
on a randomly sampled set of 6400 conversations
from the WildChat dataset (Zhao et al., 2024). We
observe a similar distribution of user, gauged user
and LLM expertise labels on this sampled set of
conversations. However, it is important to note
that, conversations in the WildChat dataset reflect a
technological bias, since the service was hosted on
Hugging Face Spaces, predominantly attracting de-
velopers or individuals connected to the IT domain.
As such, it may not fully represent the diversity of
conversations that naturally occur with chat-based
models. In contrast, Copilot conversations span
25 topically diverse domains and includes a more
representative sample of conversations from the
general population.

A.5 Prompts
We release the prompts used for expertise classi-
fication. All the prompts were human validated
before being used for classification. For human
validation of the measured expertise labels, three
of the authors independently labeled both the user
and LLM portions of 50 Bing Copilot conversa-
tions each (total of 300 assessments: the user and
the LLM side of 150 conversations) as "Beginner",
"Intermediate", or "Expert". We then compared
these labels to a corresponding 3-class version of
the final classifier, noting 70% or greater agreement
in all cases. The 3-class classifier was used for hu-
man validation, as discriminating among the five
classes in the full classifier was very challenging
for the human labelers.
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Figure 6: Heatmaps between User and AI expertise (left) and User and Gauged User expertise (right).

Figure 7: Heatmaps between User and AI expertise (left) and User and Gauged User expertise (right) with density
as median SAT scores.

Figure 8: Heatmaps between User and AI expertise (left) and User and Gauged User expertise (right) with density
as median number of words in user turns from a conversation.
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Expertise Classification Prompt for User Expertise

'''
<|instruction|>
You will be given some sentences (taken from a conversation) from a user. Your task is to determine the user's
expertise based on the provided sentences.

User expertise of the topic of the conversation falls into one of the following 5 categories, which are ordered from
lowest to highest level of expertise: Novice is the lowest level of expertise, followed by Beginner, Intermediate,
Proficient, and then Expert is the highest level of expertise.

Novice: A subject novice is a person who has little or no familiarity with the topic or domain of the conversation. A
subject novice may ask questions that are vague, general, irrelevant, or based on incorrect assumptions. A subject
novice may also have difficulty understanding the terminology, concepts, or arguments of experts or more
knowledgeable people in the subject.

Beginner: A subject beginner is someone who has little prior knowledge or experience in the topic or domain of the
conversation. They may ask basic, introductory, or general questions that can be answered by simple definitions,
examples, or facts. They may not be aware of the sources, methods, concepts, or terminology that are relevant to the
subject. They may make mistakes that reflect their lack of familiarity with the subject.

Intermediate: A subject intermediate is someone who has some basic knowledge or familiarity with the topic of the
conversation, but not enough to be considered an expert or even proficient. A subject intermediate can ask general
questions that reflect their curiosity or interest in the topic, but not very specific or complex ones that require deeper
understanding or analysis. A subject intermediate might have learned some terms or concepts related to the topic,
but not how to apply them in different contexts or situations.

Proficient: A subject proficient is someone who can apply relevant concepts and terminology from the conversation to
different scenarios and problems. They can analyze and interpret data, compare and contrast different methods or
approaches, and justify their reasoning with evidence. The user also demonstrates curiosity and interest in the
subject by asking questions that go beyond the surface level and explore the deeper implications and connections of
the topic.

Expert: A subject expert is someone who has a deep and comprehensive understanding of the topic or field of the
conversation and can use specialized terms and references to communicate their knowledge. A subject expert can
state accurate facts, provide relevant examples, and cite authoritative sources related to their topic or field.

# TASK:
Q1. Classify the user expertise level based on the sentences into one of the 5 categories: Novice, Beginner,
Intermediate, Proficient or Expert. Your answer should be a single expertise level from the provided list of expertise
categories.

# ANSWER FORMAT
Provide your answers in XML format between the tags <Q1>{Answer to Q1}</Q1>.

# TIPS
- Provide all answers in **English**.
<|end of instruction|>
'''

Figure 9: Prompt for classifying the User Expertise based on the user only turns of Copilot conversations.
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Expertise Classification Prompt for AI Expertise

'''
<|instruction|>
You will be given some sentences from an agent. Your task is to determine the agent's expertise based on the
provided sentences.

Agent expertise of the topic of the conversation falls into one of the following 5 categories, which are ordered from
lowest to highest level of expertise: Novice is the lowest level of expertise, followed by Beginner, Intermediate,
Proficient, and then Expert is the highest level of expertise.

Novice: A subject novice is a person who has little or no familiarity with the topic or domain of the conversation. A
subject novice may ask questions that are vague, general, irrelevant, or based on incorrect assumptions. A subject
novice may also have difficulty understanding the terminology, concepts, or arguments of experts or more
knowledgeable people in the subject.

Beginner: A subject beginner is someone who has little prior knowledge or experience in the topic or domain of the
conversation. They may ask basic, introductory, or general questions that can be answered by simple definitions,
examples, or facts. They may not be aware of the sources, methods, concepts, or terminology that are relevant to the
subject. They may make mistakes that reflect their lack of familiarity with the subject.

Intermediate: A subject intermediate is someone who has some basic knowledge or familiarity with the topic of the
conversation, but not enough to be considered an expert or even proficient. A subject intermediate can ask general
questions that reflect their curiosity or interest in the topic, but not very specific or complex ones that require deeper
understanding or analysis. A subject intermediate might have learned some terms or concepts related to the topic,
but not how to apply them in different contexts or situations.

Proficient: A subject proficient is someone who can apply relevant concepts and terminology from the conversation to
different scenarios and problems. They can analyze and interpret data, compare and contrast different methods or
approaches, and justify their reasoning with evidence. The agent also demonstrates curiosity and interest in the
subject by asking questions that go beyond the surface level and explore the deeper implications and connections of
the topic.

Expert: A subject expert is someone who has a deep and comprehensive understanding of the topic or field of the
conversation and can use specialized terms and references to communicate their knowledge. A subject expert can
state accurate facts, provide relevant examples, and cite authoritative sources related to their topic or field.

# TASK:
Q1. Classify the agent expertise level based on the sentences into one of the 5 categories: Novice, Beginner,
Intermediate, Proficient or Expert. Your answer should be a single expertise level from the provided list of expertise
categories.

# ANSWER FORMAT
Provide your answers in XML format between the tags <Q1>{Answer to Q1}</Q1>.

# TIPS
- Provide all answers in **English**.
<|end of instruction|>
'''

Figure 10: Prompt for classifying the AI Expertise based on the AI only turns of Copilot conversations.

68



Expertise Classification Prompt for Gauged User Expertise

'''
<|instruction|>
You will be given some sentences from an agent. These sentences are in response to a user's questions. Your task is
to determine the user's expertise based on the agent responses.

User expertise of the topic of the conversation falls into one of the following 5 categories, which are ordered from
lowest to highest level of expertise: Novice is the lowest level of expertise, followed by Beginner, Intermediate,
Proficient, and then Expert is the highest level of expertise.

Novice: A subject novice is a person who has little or no familiarity with the topic or domain of the conversation. A
subject novice may ask questions that are vague, general, irrelevant, or based on incorrect assumptions. A subject
novice may also have difficulty understanding the terminology, concepts, or arguments of experts or more
knowledgeable people in the subject.

Beginner: A subject beginner is someone who has little prior knowledge or experience in the topic or domain of the
conversation. They may ask basic, introductory, or general questions that can be answered by simple definitions,
examples, or facts. They may not be aware of the sources, methods, concepts, or terminology that are relevant to the
subject. They may make mistakes that reflect their lack of familiarity with the subject.

Intermediate: A subject intermediate is someone who has some basic knowledge or familiarity with the topic of the
conversation, but not enough to be considered an expert or even proficient. A subject intermediate can ask general
questions that reflect their curiosity or interest in the topic, but not very specific or complex ones that require deeper
understanding or analysis. A subject intermediate might have learned some terms or concepts related to the topic,
but not how to apply them in different contexts or situations.

Proficient: A subject proficient is someone who can apply relevant concepts and terminology from the conversation to
different scenarios and problems. They can analyze and interpret data, compare and contrast different methods or
approaches, and justify their reasoning with evidence. The user also demonstrates curiosity and interest in the
subject by asking questions that go beyond the surface level and explore the deeper implications and connections of
the topic.

Expert: A subject expert is someone who has a deep and comprehensive understanding of the topic or field of the
conversation and can use specialized terms and references to communicate their knowledge. A subject expert can
state accurate facts, provide relevant examples, and cite authoritative sources related to their topic or field.

# TASK:
Q1. Predict the user expertise level based on the agent responses from one of the 5 categories: Novice, Beginner,
Intermediate, Proficient or Expert. Your answer should be a single expertise level from the provided list of expertise
categories.

# ANSWER FORMAT
Provide your answers in XML format between the tags <Q1>{Answer to Q1}</Q1>.

# TIPS
- Provide all answers in **English**.
<|end of instruction|>
'''

Figure 11: Prompt for predicting the Gauged User Expertise based on the AI only turns of Copilot conversations.
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