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Abstract

Recent progress in NLP research has demon-
strated remarkable capabilities of large lan-
guage models (LLMs) across a wide range of
tasks. While recent multilingual benchmarks
have advanced cultural evaluation for LLMs,
critical gaps remain in capturing the nuances
of low-resource cultures. Our work addresses
these limitations through a Bengali Language
Cultural Knowledge (BLanCK) dataset in-
cluding folk traditions, culinary arts, and re-
gional dialects. Our investigation of several
multilingual language models shows that while
these models perform well in non-cultural cate-
gories, they struggle significantly with cultural
knowledge and performance improves substan-
tially across all models when context is pro-
vided, emphasizing context-aware architectures
and culturally curated training data.1

1 Introduction and Related Works

Despite the proliferation of Natural Language
Processing (NLP) systems as impactful technolo-
gies in diverse domains such as education and
medicine, systematic inequalities remain in lan-
guage technology performance across the world’s
languages (Blasi et al., 2022). While the advance-
ment of NLP technology can often be correlated
with popularity, the Bengali language is an oddity -
it’s the seventh most spoken language globally, with
over 250 million speakers (Kawser, 2020), yet re-
mains underrepresented in computational resources
and linguistic tools (Tashik et al., 2024). Such re-
source deficiency poses significant challenges for
Bengali Natural Language Processing, as existing
toolkits often demonstrate suboptimal performance,

1The dataset and codes are available at https://github.
com/Moinulhaque86/BLanCK

বাংলাদেশের  চট্টগ্রাম অঞ্চলের ঐতিহ্যবাহী ভোজের নাম কি?
(What is the name of the traditional feast of the

Chittagong region of Bangladesh?)

বাংলাদেশের বৃহত্তর চট্টগ্রাম অঞ্চলের ঐতিহ্যবাহী
ভোজের নাম মেজবান।

(Mejban is the name of a traditional feast in
the  Chittagong region of Bangladesh.)✅

বাংলাদেশের চট্টগ্রাম অঞ্চলের ঐতিহ্যবাহী ভোজের নাম
পাটিসাপটা।

(Patisapta is the name of a traditional feast in
the  Chittagong region of Bangladesh.)❌
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Figure 1: Example of Question Answering from Gem-
ini and Llama in answering Bengali questions (English
translations included).

even for fundamental tasks such as Parts of Speech
(PoS) tagging (Pan and Saha, 2022) and Named
Entity Recognition (NER) (Shahgir et al., 2023).
The emergence of LLMs has introduced a promis-
ing alternative, as these models achieve remark-
able performance across a wide range of NLP tasks
through zero-shot and few-shot learning (Chowd-
hery et al., 2023), often outperforming traditional
NLP approaches (Ali et al., 2024). Two popular
choices to assess the large language model’s capa-
bilities are: Question Answering (QA) (Farea et al.,
2022) and masked token prediction (Mosbach et al.,
2020). For example, figure 1 illustrates a widely
used LLM (Gemini), inaccurately responding to
a Bengali cultural question. This highlights the
model’s limited understanding of Bengali culture
and aligns with the observations of Hasan et al.
(2024), who noted that the effectiveness and reli-
ability of LLMs in Bengali language processing
remain uncertain.

Within the context of studying LLMs’ profi-
ciency in capturing real-world information, recent
studies highlight a knowledge gap on retrieval tasks
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in English, depending on the prominence of enti-
ties (Mallen et al., 2022; Maekawa et al., 2024).
Moreover, LLMs tend to favor Western or En-
glish cultural perspectives, even when operating
in other linguistic or cultural contexts (Naous et al.,
2024; Wang et al., 2023). However, such consid-
erations remain unexplored for widely used, yet
low-resource languages such as Bengali.

This study investigates the effectiveness of LLMs
in Bengali NLP tasks (Question Answering and
Masked Prediction), as these tasks require cultural
and linguistic context. We introduce a dataset to as-
sess LLMs’ knowledge and examine whether their
characteristics differ from widely used languages.
In particular, we explore the following research
questions:

• RQ1. To what extent do factors such as the
popularity of entities impact LLM’s know-
ledge in Bengali?

• RQ2. How effectively do LLMs capture Ben-
gali cultural knowledge?

• RQ3. How do open and closed LLMs differ in
their understanding of Bengali cultural know-
ledge?

2 The BLanCK Dataset Curation

2.1 Question Answering Task

Past findings show that there is a scarcity of domain-
specific QA datasets for the Bengali language
(Shahriar et al., 2023). The existing datasets are
primarily machine-generated and are prone to bias-
es partly due to ineffective tokenization and inher-
ent limitations that generate surface-level transla-
tions (Mahfuz et al., 2024). This work introduces
BLanCK, a comprehensive evaluation framework
combining 5,265 terms from Wikipedia, licensed
under CC BY-SA 4.0. We identified 16 diverse
semantic categories, grouped into three domains:
44.39% are cultural (event, religion, food, enter-
tainment, historical and people), 42.6% are non-
cultural (politics, locations, language, material, or-
ganization, health, temporal, economics and sports),
and 13.01% are miscellaneous. Each term has two
metadata:

• Context Information: Contextual des-
criptions were extracted from Wikipedia for
each term, leveraging its structured and veri-
fied content to evaluate in-context understand-
ing of LLMs as RAG is underdeveloped for
Bengali (Ipa et al., 2025).

• Monthly Page Views: A popularity metric

was generated by averaging and normalizing
each page’s monthly views throughout 2024.
This helps examine whether LLMs favor com-
monly accessed information over culturally
significant but less frequently visited content.

To enable systematic evaluation, we used the
Qwen-2.5-32B (Qwen, 2024) model to generate
questions from the context where each term serves
as the correct answer. Unlike prior template-based
or translated approaches, our method emphasizes
contextual understanding of Bengali culture over
pattern matching.

2.2 Masked Prediction Task
The dataset was also used for masked token predic-
tion by replacing the target term with a [MASK]
token in its context. If a term appeared multiple
times, only the first occurrence was masked. All
models used in this experiment are auto-regressive,
meaning they rely solely on the left context for
masked prediction. Therefore, masking the first oc-
currence of a term effectively prevents context leak-
age. For multi-word terms, each word was masked
separately, generating multiple variants of queries
per term. This expanded the dataset from 5,265 to
9,114 entries.

2.3 Comparison with Similar Corpora
In a prior work by Zhao et al. (2023), a dataset
was generated to investigate the factuality of
LLMs, whereas our dataset is designed to facili-
tate comparison-based research across cultural and
non-cultural dimensions. Similarly, Shahriar et al.
(2023) introduced a dataset comprising 107,785
QA pairs and 23,215 contexts, meaning that many
QA pairs were not grounded in context. In con-
trast, our dataset provides both contextual infor-
mation and the popularity of each term for every
QA pair. Additionally, Abdallah et al. (2024) con-
structed a QA dataset through crowdsourcing to
support Arabic NLP. Our approach instead utilizes
Wikipedia-derived contexts to ensure consistency
and relevance.

3 Experiment Setup

Question Answering In QA, initially, only the
question was passed for a brief answer. Secondly,
the question was provided with context for the same
motive. The answers were considered accurate only
if the term (actual answer) is present as a substring
of the generated answer. The metric used to eval-
uate the performance of large language models in
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Model Performance: With vs Without Context with respect to Popularity

Figure 2: The performance of 6 models with respect to the popularity of terms with and without context. The result
for each model was divided into 5 equal chunks (A, B, C, D, and E) by increasing popularity, this buckets terms into
popularity groups, and each bar represents the accuracy in that chunk.

Model Metric Misc Cultural Non-Cultural

Misc Food Ppl Rel Ent Hist Event Pol Loc Lang Mat Org Hlth Temp Econ Sprt

LLaMA Acc (%) 36.99 28.46 22.49 39.03 15.23 28.17 28.81 25.26 31.95 31.82 33.33 30.74 35.83 35.24 36.84 40.70
MRR 0.312 0.265 0.166 0.281 0.130 0.241 0.287 0.322 0.354 0.413 0.246 0.306 0.356 0.335 0.339 0.439

Gemini Acc (%) 48.32 47.10 30.99 44.27 22.69 35.21 36.44 38.34 34.97 37.91 41.79 39.81 48.33 44.76 35.09 37.65
MRR 0.576 0.468 0.530 0.493 0.458 0.485 0.516 0.629 0.511 0.514 0.546 0.637 0.516 0.566 0.691 0.670

DeepSeek Acc (%) 43.65 38.61 26.79 42.30 16.96 35.21 33.05 31.96 33.24 30.52 37.04 36.89 45.00 39.05 28.07 43.02
MRR 0.487 0.493 0.424 0.449 0.275 0.433 0.506 0.562 0.512 0.582 0.479 0.509 0.499 0.511 0.562 0.571

Mistral Small Acc (%) 31.04 24.71 18.59 34.59 11.88 26.06 20.69 31.38 29.54 27.92 22.22 32.57 30.83 37.14 21.43 29.07
MRR – – – – – – – – – – – – – – – –

GPT Acc (%) 46.81 51.54 29.31 41.57 24.00 27.46 34.75 35.38 37.71 32.47 45.93 42.53 47.50 53.33 36.84 41.86
MRR 0.452 0.460 0.363 0.374 0.303 0.342 0.407 0.519 0.457 0.518 0.415 0.475 0.490 0.469 0.582 0.560

Mistral Saba Acc (%) 35.62 35.38 23.78 35.35 16.92 23.94 27.97 28.87 28.44 24.03 32.59 31.07 41.67 36.19 31.58 33.72
MRR 0.083 0.023 0.057 0.016 0.029 0.053 0.024 0.054 0.073 0.073 0.014 0.053 0.071 0.048 0.047 0.093

Table 1: The accuracy and MRR per category for every model. The highest and lowest scores of each model are
highlighted in bold. From left to right, the categories are Miscellaneous, Food, People, Religion, Entertainment,
Historical, Event, Politics, Location, Language, Material, Organization, Health, Temporal, Economics, and Sports.
For the Mistral Small model, the masked prediction task was not considered as it failed to respond consistently when
processing large portions of the dataset.

QA is accuracy percentages.

Masked Prediction The models were prompted
with the masked contexts for Masked Prediction,
and the top five predictions were collected. Mean
Reciprocal Rank (MRR) was used to assess large
language models in this task.

Models The models that we used are Gemini 2.0
flash (Google-AI, 2025), Llama3 70B 8192 (AI,
2024), Deepseek V3 0324 (DeepSeek-AI, 2024),
GPT4o (OpenAI, 2024), Mistral Small 3.1 (Mistral-
AI, 2025b), and Mistral Saba (Mistral-AI, 2025a)
for QA. In masked prediction, the same models
were used except for Mistral Small 3.1, as it failed to
respond consistently to a large number of prompts.

These models were accessed through API on their
default setup by setting the temperature to 0, to limit
creativity and assess the model’s Bengali knowl-
edge. Table 2 represents performance across both
tasks.

4 Result Analysis

4.1 Impact of Popularity

Figure 2 shows that accuracy increases with term
popularity, both with and without context, indicat-
ing LLMs have better knowledge of more popular
terms. Chunks, grouped into buckets by ascend-
ing term popularity, are shown in Figure 2. How-
ever, for the most popular chunk with context, accu-
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Figure 3: Performance of models for cultural and non-cultural terms for Masked Prediction and QA.

racy is slightly lower than the second-most popular
chunk across all models. Prior work by Mallen et al.
(2022) reported lower accuracy with context for the
most popular English chunks. However, providing
context for Bengali improves accuracy even for the
most popular chunks, making ‘Adaptive Retrieval’
unsuitable for the language. Therefore, Bengali
requires context regardless of the term’s popularity.

4.2 Cultural Knowledge Gap in LLM
Cultural context is essential to language compre-
hension and tasks like Named Entity Recognition
(NER) (Lassen et al., 2023), and language learning
benefits from cultural exposure (Genc and Bada,
2005). Model knowledge can be assessed through
performance on context-free QA prompts. In both
QA and masked prediction, all models performed
better on non-cultural terms, as shown in Figure
3, despite dataset having slightly higher number
of cultural terms. Domain-specific results show
that most models struggled with the ‘Entertain-
ment’ category, while their best results were in non-
cultural domains-except Mistral Saba, which un-
derperformed in a non-cultural category in masked
prediction as highlighted in Table 1. This indicates
a gap in Bengali cultural knowledge. Moreover,
it was crucial to identify particular fields where
LLMs underperformed. In QA, models underper-
formed in most cultural categories except ‘Food’
and ‘Religion’, and excelled in all non-cultural cate-
gories except ‘Economics’. Masked prediction also
showed better performance for non-cultural cate-
gories, reinforcing this performance gap.

4.3 Open and Closed-Source LLM
Masked Prediction: As shown in Table 2,
Deepseek (an open-source model) outperformed
GPT-4o (a closed-source model), but both were

surpassed by Gemini, which is the top-performing
closed-source model. Except for Mistral Saba, all
other closed-source models generally perform bet-
ter than open-source models for Bengali cultural
knowledge.

Model

Question
Answering

Masked
Prediction

No
Context

With
Context

MRR

Llama3 70B 30.52% 78.15% 0.278
Deepseek V3 34.46% 65.96% 0.468

Mistral Small 3.1 26.97% 85.61% —

Gemini 2.0 Flash 38.13% 73.62% 0.534
GPT-4o 38.27% 78.4% 0.424

Mistral Saba 29.56% 78.85% 0.053

Table 2: Performance of models in Question Answering
and Masked Prediction tasks. For the Mistral Small
model, the masked prediction task was not considered as
it failed to respond consistently when processing large
portions of the dataset. Llama3 70B, Deepseek V3 and
Mistral Small 3.1 are open-source models. On the other
hand, Gemini 2.0 Flash, GPT-4o and Mistral Saba are
closed-source models.

Question Answering: Closed models perform
better than their open counterparts (Arnardóttir
et al., 2025), as seen in the Table 2, where Mis-
tral Saba (closed-source) slightly outperforms Mis-
tral Small 3.1 (open-source) for prompts without
context, despite having equal parameters (24B).
Though Mistral Saba is trained on Middle East-
ern and South Asian data, its performance is still
lower than other models. When prompted with-
out context, closed-source LLMs (GPT4o, Gem-
ini) significantly outperformed open-source LLMs
(Llama, Deepseek), showing better Bengali under-
standing. The poor performance of open-source
models points to issues with semantic alignment
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and deep reasoning (Al Nazi et al., 2025). The
results show that open-source LLMs lag behind
closed-source LLMs in understanding Bengali cul-
ture.

5 Conclusion

This work introduces BLanCK, a framework for
evaluating LLMs on Bengali question answering
and masked prediction. Results show that the LLM
performance improves with topic popularity and is
significantly enhanced by context retrieval, even for
well-known terms. Models consistently performed
better on non-cultural topics, revealing a gap in un-
derstanding Bengali culture and tradition, as LLMs
performed better regarding non-cultural categories
of information, such as ‘sports’, ‘health’, and ‘or-
ganization’. However, the same models showed
poor results when asked for information related
to Bengali culture, like ‘events’, ‘entertainment’,
and ‘people’. Closed-source models outperformed
open-source ones by a large margin, underscoring
the latter’s limited Bengali knowledge. Future work
should focus on developing culturally rich Bengali
datasets that capture diverse aspects such as peo-
ple, entertainment, and historical events, to enhance
contextual understanding and cultural comprehen-
sion.

Limitations

The corpus used in this study is exclusively de-
rived from Wikipedia, a source characterized by
formal language and factual content. Alternative
data sources, such as social media platforms like
Facebook and Twitter (X), were not considered. No-
tably, X remains relatively unpopular in Bangladesh
compared to other regions (The Business Standard,
2024), limiting its utility for constructing a rep-
resentative Bengali-language dataset. While prior
studies (Mallen et al., 2022) have utilized Retrieval-
Augmented Generation (RAG) for context extrac-
tion, the low-resource nature of Bengali necessi-
tated the use of alternative context-extraction strate-
gies in this work.

Furthermore, the evaluation of language mod-
els in this work was limited to question-answering
(QA) and masked token prediction. Expanding this
scope to encompass additional NLP tasks—such as
summarization and next sentence prediction offers
a promising direction for future research. Lastly,
while this study focused on multilingual models,
future investigations could benefit from a deeper

exploration of monolingual Bengali models to more
precisely evaluate their language-specific capabili-
ties.

Ethical Consideration

The dataset used in this study comprises exclusively
Bengali Wikipedia content, which is publicly avail-
able and licensed under Creative Commons (CC
BY-SA 4.0). As such, it contains no personal or
sensitive information, and no human subjects were
involved or harmed. The majority of the content
consists of definitions and factual entries. All mod-
els evaluated in this research, Gemini 2.0 Flash,
LLaMA3 70B, DeepSeek V3, GPT-4o, Mistral
Small 3.1, and Mistral Saba were accessed through
their official APIs without any fine-tuning. The pri-
mary aim of this work is to analyze and highlight the
performance gaps of multilingual language models
when applied to low-resource languages such as
Bengali. All results presented are based solely on
model outputs, without any personal interpretations
or biases introduced by the authors. AI assistance
was only used to enhance the writing.
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Appendix

A Dataset Generation

A sample of our dataset can be viewed in Table
3. All models were evaluated on three tasks: ques-
tion answering without context, question answer-
ing with context, and masked prediction. Identical
prompts were used across all models for each task,
as summarized in the Table 5. Moreover, how our
dataset was modified for masked prediction can be
seen in Table 4. A flowchart depicting the dataset
generation workflow is shown in Figure 4.

Collecting Terms from

Generating Questions
using Context and Term

Masking the Term from
its Context

Classifying the
Terms into 16

Categories

Collecting Context from

Calculating Average
Monthly Page Views

Figure 4: Data Generation Workflow Diagram.

A.1 Term Extraction

Web scraping was done on Wikipedia to collect
the terms of our dataset. As this work focuses on
the Bengali Language, the Wikipedia page "বাংলা-
দেশ" (“Bangladesh”) was considered to be a source
of other important Bengali terms. The Wikipedia
page which includes a list information related to
"বাংলাদেশ" (“Bangladesh”) was scraped to extract
the titles and links of other Wikipedia pages that
are linked to it. This process was done recursively.
The titles of the pages collected were considered
as the terms of this dataset. Through this method,
5,265 terms were gathered. Additionally, the av-
erage monthly page-view per term for the year of
2024 was normalized to be used as a popularity
metric.
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Term Question Context Popularity Category Culture
Type

মরূ্তি

(Statue)

হিন্দু ধর্মে দেবতাদের

প্রতিনিধিত্ব করা চিহ্ন বা

প্রতিমাকে কি বলা হয়?

(What are the symbols or
images representing gods in

Hinduism called?)

মরূ্তি হিন্দু ঐতিহ্যে দেবতা বা

মর্ত্যে র প্রতিমা বা বিগ্রহের জন্য

সাধারণ শব্দ। (Statue is a general
term for an idol or statue of a

deity or mortal in Hindu
tradition.)

0.00014 Religion Cultural

চা ঁদ

(Moon)

পৃথিবীর একমাত্র প্রাকৃতিক

উপগ্রহ এবং সৌরজগতে

পঞ্চম বৃহত্তম উপগ্রহ

কোনটি? (Which is the only
natural satellite of Earth and
the fifth largest satellite in

the solar system?)

চা ঁদ পৃথিবীর একমাত্র প্রাকৃতিক

উপগ্রহ এবং সৌর জগতের পঞ্চম

বৃহত্তম উপগ্রহ। (The Moon is
Earth’s only natural satellite and
the fifth largest satellite in the

Solar System.)

0.09147 Miscellan-
eous

Miscellan-
eous

Table 3: Sample dataset for Question answering with Bengali terms and their English translations in parentheses

Term Context Masked Context Category Culture Type

মরূ্তি (Statue)

মরূ্তি হিন্দু ঐতিহ্যে দেবতা বা

মর্ত্যে র প্রতিমা বা বিগ্রহের জন্য

সাধারণ শব্দ। (Statue is a
general term for an idol or

statue of a deity or mortal in
Hindu tradition.)

[MASK] হিন্দু ঐতিহ্যে দেবতা বা
মর্ত্যে র প্রতিমা বা বিগ্রহের জন্য

সাধারণ শব্দ। ([MASK] is a
general term for an idol or

statue of a deity or mortal in
Hindu tradition.)

Religion Cultural

চা ঁদ (Moon)

চা ঁদ পৃথিবীর একমাত্র প্রাকৃতিক

উপগ্রহ এবং সৌর জগতের

পঞ্চম বৃহত্তম উপগ্রহ। (The
Moon is Earth’s only natural
satellite and the fifth largest
satellite in the Solar System)

[MASK] পৃথিবীর একমাত্র
প্রাকৃতিক উপগ্রহ এবং সৌর

জগতের পঞ্চম বৃহত্তম উপগ্রহ।

(The [MASK] is Earth’s only
natural satellite and the fifth
largest satellite in the Solar

System)

Miscellaneous Miscellaneous

Table 4: Sample dataset for masked prediction with Bengali terms and their English translations in parentheses

A.2 Description of Categories

After the terms were collected, clusters were de-
tected using the Community Detection Algorithm.
The clusters were manually inspected, categorized,
and merged based on the terms that were present
within them. The categories assigned, such as “lo-
cation” or “sports,” were based on identifying com-
mon themes or entities that emerged from the terms
present in each cluster. The cluster that was diverse
and could not be generalized was labeled ”mis-
cellaneous”. This process resulted in 16 distinct
categories: “location”, “miscellaneous”, “peo-
ple”, “religion”, “entertainment”, “organiza-
tion”, “food”, “politics”, “language”, “tempo-
ral”, “historical”, “event”, “material”, “health”,
“sports”, and “economics”. Among the categories,
“people”, “religion”, “entertainment”, “food”, “his-
torical”, and “events” categories represent cultural
data since the terms of these categories are asso-
ciated and exclusive only to Bengali culture and
tradition. The rest of the categories, except “miscel-
laneous,” are labeled as non-cultural data as the
terms present in these categories represent knowl-

edge or entities that are available in almost every
culture. A brief description of the categories with
examples of terms present in them is given in Table
6.

A.3 Context Collection and Question
Generation

The context was collected for each term from
Wikipedia which mostly focused on definition. A
set of terms and their corresponding contexts were
prompted to both C4AI (Cohere For AI, 2024)
and Qwen-2.5-32B (Qwen, 2024) models to gen-
erate questions where the target answers would be
the terms themselves. There were noticeable dif-
ferences in the quality of questions generated by
each model for specific terms. So, for 50 terms, a
lower-scale evaluation was performed to determine
the better model for question generation. Three re-
viewers rated the questions from each model out
of 5 based on Relevance (shows how well the ques-
tion matches the given context or topic), Factual
Accuracy (checks if the question is based on cor-
rect, error-free information), Question Clarity (mea-
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Task Prompt
Question Answering
(without context)

{question} শুধুমাত্র বাংলা ভাষায় এবং সর্বোচ্চ পাঁচ শব্দে উত্তর দিন।

({question} answer only in Bengali and maximum five words.)
Question Answering
(with context)

{question} শুধুমাত্র বাংলা ভাষায় এবং সর্বোচ্চ পাঁচ শব্দে উত্তর দিন, প্রশ্নটির

প্রেক্ষাপট হলো {context}।
({question} Answer only in Bengali and with a maximum of five words, and
the context of the question is {context}.)

Mask Prediction {masked_context} এই বাক্যটিতে [MASK] শব্দটি যেখানেই আছে, তার স্থানে

বসানো যায় এমন সবচেয়ে উপযুক্ত এবং সম্ভাব্য ৫টি বাংলা শব্দ একটি Python
listআকারে দাও। শব্দগুলো এমন হবে যেন সেগুলো ওইজায়গায় বসালে বাক্যটি

প্রাকৃতিক ও অর্থপূর্ণ হয়। শুধু একটি valid Python list দাও যেমন: ['শব্দ১',

'শব্দ২', 'শব্দ৩', 'শব্দ৪', 'শব্দ৫']। ইংরেজি শব্দ একদমই থাকা যাবে না।

(In the sentence {masked_context}, provide 5 most appropriate and probable
Bengali words that can replace the [MASK] token wherever it appears. The
words should make the sentence natural and meaningful when placed there.
Give only a valid Python list like: [‘Word1’, ‘Word2’, ‘Word3’, ‘Word4’,
‘Word5’]. No English words are allowed.)

Table 5: Prompts for Question-Answering and Masked Prediction for every model, and their English translations in
parentheses

sures how unambiguous the question is), Creativity
(evaluates originality and depth beyond simple un-
derstanding), Coherence (assesses grammar and
natural flow of the question), and Task-specific Ap-
propriateness (determines if the question fits the
task and context). In all dimensions, Qwen-2.5 out-
performed C4AI, for that reason, the rest of the
questions were generated by using Qwen-2.5.
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Category Description Examples
Location This category consists of names of

places and countries. ত্রিপুরা, সুন্দরবন, গ্রীস, বোস্টন, ফ্রান্স, ইতালি, তুরস্ক, সিক্কিম,

শ্রীলংকা (Tripura, Sundarban, Greece, Boston, France, Italy,
Turkey, Sikkim, Sri Lanka)

Miscellaneous The terms that do not fall in any of the
other categories. পেশা, ফিডব্যাক, যন্ত্র, আলিঙ্গন, সত্য, বিজ্ঞান, ভ্রমণ, ব্যবসা,

শান্তি, সুফি (Profession, Feedback, Machine, Hug, Truth, Sci-
ence, Travel, Business, Peace, Sufi)

People It consists of the names of famous people,
mostly politicians, writers, singers, and
many more, most of whom are from our
subcontinent.

সম্রাট জাহাঙ্গীর, জলধর সেন, গগনেন্দ্রনাথ ঠাকুর, শক্তি চট্টো-

পাধ্যায়, সুকান্ত ভট্টাচার্য (Emperor Jahangir, Jaladhar Sen,
Gaganendranath Tagore, Shakti Chattopadhyay, Sukanta
Bhattacharya)

Religion This category consists of the names of
things related to religion and religious
terms.

শিরক, দেবী, হিন্দধুর্ম, সওয়াব, মন্দির, কুরবানী, সালাত, পু-

রোহিত (Shirk, Goddess, Hinduism, Reward, Temple, Sacri-
fice, Prayer, Priest)

Entertainment The names of movies, music composer
duos, etc. সাজিদ-ওয়াজিদ, ঘুড্ডি, ভারতীয় চলচ্চিত্র,আলাউদ্দিনআলী,

বালাম, জেমস, আলম খান, কাওয়ালি (Sajid-Wajid, Ghuddi
(Movie), Indian Cinema, Alauddin Ali, Balam, James, Alam
Khan, Qawwali)

Organization It consists of the names of many different
types of organizations. নাসা, গুগল, টুইটার, ইউটিউব, চ্যানেল আই, রেডিও অস্ট্রেলি-

য়া, দ্য গার্ডি য়ান, ব্র্যাক বিশ্ববিদ্যালয়, (NASA, Google, Twitter,
YouTube, Channel I, Radio Australia, The Guardian, Brac
University)

Food The names of many different types of
food and edible ingredients make up this
category.

ল্যাংচা, বাসমতী, পাকোড়া, ফুচকা, জাফরান, আচার

(Lyangcha (Sweet), Basmati, Fritters, Fuchka, Saffron,
Pickle)

Politics Names of politicians, political parties,
and monuments of the Indian subconti-
nent are included in this category.

মুহাম্মদআলী জিন্নাহ, গান্ধী,আইয়ুব খান, মুসলিমলীগ, নরেন্দ্র

মোদী, শহীদ মিনার (Muhammad Ali Jinnah, Gandhi, Ayub
Khan, Muslim League, Narendra Modi, Shaheed Minar)

Language This category includes names of lan-
guages. মারাঠি, ফারসি, উর্দু , তামিল, লাতিন, চীনা (Marathi, Persian,

Urdu, Tamil, Latin, Chinese)
Temporal Names of months, seasons, and calen-

dars are present in this category. হেমন্ত, সেপ্টেম্বর, আষাঢ়, বসন্ত, , জানুয়ারি, নববর্ষ, ঋতু, খ্রি-

স্টাব্দ (Autumn, September, Ashadha, Spring, January, New
Year, Season, AD.)

Historical Terms related to the history of the Indian
subcontinent make up this category. বিজয় সেন, পল্লব রাজবংশ, বঙ্গ রাজ্য, দ্বিতীয় বিগ্রহপাল,

সত্রপ, কদম্ব রাজবংশ, কলিঙ্গ, দেবপাল (Vijaya Sena, Pallava
dynasty, State of Bengal, Vigrahapala II, Satrap, Kadamba
Dynasty, Kalinga, Devapala)

Event This category consists of names of dif-
ferent types of events that happened in
our region including military operations,
wars, etc.

চীন-ভারত যুদ্ধ, অপারেশন জ্যাকপট, ভারত ভাগ, বাংলাদেশে

সামরিক অভ্যু ত্থান, কার্গিল যুদ্ধ, (Indo-China war, Operation
Jackpot, Partition of India, Millitary Coup in Bangladesh,
Kargil War)

Material Names of things we use in our day-to-
day lives make up this category. কাগজ, চেয়ার, স্কার্ট, খেলনা, হেলমেট, নৌকা, চাকা, ভাস্ক-

র্য, পিরামিড, জতুা (Paper, Chair, Skirt, Toy, Helmet, Boat,
Wheel, Statue, Pyramid, Shoe)

Health It includes names of diseases, organs, vi-
tamins, etc. ডেঙ্গ,ু চোখ, ত্বক, কাশি, মাথাব্যথা, অ্যালার্জি, মৃত্যু , স্তন্যপায়ী,

অনিদ্রা, রোগ (Dengue, Eye, Skin, Cough, Headache, Allergy,
Death, Mammal, Insomnia, Disease)

Sports Names of players, games, and tourna-
ments make up this category. ফিফা, ব্যাডমিন্টন, ভলিবল, হকি, দাবা, হ্যান্ডবল (FIFA, Bad-

minton, Volleyball, Hockey, Chess, Handball)
Economics This category includes terms that are re-

lated to business, economics or terms
that directly influence the economy.

রপ্তানি, আমদানী, টাকা, দরু্নীতি, জিডিপি, মাথাপিছু আয়, মা-

র্কি ন ডলার, (Export, Import, Taka, Corruption, GDP, Income
per Capita, US Dollar)

Table 6: Description of 16 Categories with Examples
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