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Abstract

Instruction-tuning plays a vital role in en-
hancing the task-solving abilities of large lan-
guage models (LLMs), improving their usabil-
ity in generating helpful responses on various
tasks. However, previous work has demon-
strated that they are sensitive to minor vari-
ations in instruction phrasing. In this paper,
we explore whether introducing perturbations
in instruction-tuning data can enhance LLMs’
resistance against noisy instructions. We fo-
cus on how instruction-tuning with perturba-
tions, such as removing stop words or shuf-
fling words, affects LLMs’ performance on
the original and perturbed versions of widely-
used benchmarks (MMLU, BBH, GSM8K).
We further assess learning dynamics and po-
tential shifts in model behavior. Surprisingly,
our results suggest that instruction-tuning on
perturbed instructions can, in some cases, im-
prove downstream performance. These find-
ings highlight the importance of including per-
turbed instructions in instruction-tuning, which
can make LLMs more resilient to noisy user
inputs.!

1 Introduction

Instruction-tuning is widely adopted to enable
LLMs to follow complex instructions and respond
properly (Sanh et al., 2022; Zhao et al., 2023;
Chang et al., 2023; Minaee et al., 2024; Zhang
et al., 2024). During instruction-tuning, LLMs are
fine-tuned on datasets comprising various task in-
structions and their corresponding responses.
LLMs have been shown to be sensitive to prompt
variability, producing inconsistent responses when
given semantically equivalent prompts (Sun et al.,
2024; Zhao et al., 2024; Yan et al., 2024). To rem-
edy this, recent instruction datasets are often gen-
erated with extensive paraphrasing using LLMs to

!Code is available here: https://github.com/aajrami/
finetuning-on-noisy-instructions/

xingwei.tan,

n.aletras}@sheffield.ac.uk

_———Delete Stop words

-Add Misspeltn
T Delete Word: \
eplace Words_

Perturbed Benchmarks.

" GPT4- Alpaca \
I

datal
bol(y (25%,50%,75%,100%)

Aaa»\ /

Delete Words.

Delete Stop Words.

Figure 1: Instruction-tuning on perturbed instructions
can enhance LLM’s resilience to noisy inputs.

increase data diversity (Peng et al., 2023). How-
ever, this paraphrased data is of high quality with
minimal noise in the instructions. A different line
of work has explored the robustness of instruction-
tuned models to instruction variations during infer-
ence by introducing different types of noise, such
as deleting words (Gu et al., 2023). However, how
noisy data may affect LLMs during training has
yet to be explored.

In this paper, we focus on answering the fol-
lowing research question: Can fine-tuning of base
models on perturbed instructions improve their
resilience to noisy user inputs? Our question is
theoretically motivated by previous work that has
shown that introducing noise during training acts as
a form of regularization (Bishop, 1995), which can
prevent overfitting and improve generalization.?

To evaluate the impact of instruction perturba-
tion and simulate noisy user inputs, we employ
five strategies inspired by Gu et al. (2023): (1)
delete stop words, (2) shuffle words, (3) delete
words, (4) replace words, and (5) insert words. We
further introduce a sixth perturbation strategy by
adding misspellings. These strategies allow us to

“We may interchangeably use terms such as ‘resilience’
or ‘robustness’ to refer to the model’s capacity to withstand
and adapt to noisy user inputs without a substantial drop in
performance. The term ‘generalization’ refers to the model’s
capacity to perform a given task when presented with novel,
previously unseen phrasings or formats.
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simulate and analyze various forms of perturbed
instructions, including both structural and semantic
changes. We construct four perturbed instruction-
tuning datasets where GPT4-Alpaca (Peng et al.,
2023), Super-Natural (Wang et al., 2022), and
Dolly (Conover et al., 2023) are combined and then
perturbed. We include versions of the data where
25%, 50%, 75%, and 100% of the instructions are
perturbed respectively, which allows us to compare
how LLMs are affected by different proportions of
noisy instructions presented in instruction-tuning.
We evaluate performance across three widely-used
language understanding benchmarks: Massive Mul-
titask Language Understanding (Hendrycks et al.,
2021), Big-Bench Hard (Suzgun et al., 2022), and
Grade School Math (Cobbe et al., 2021). Figure 1
shows the process of generating noisy instruction-
tuning data and LLM fine-tuning.

Contributions. We make two key contributions.
First, we conduct a systematic study of how noisy
instructions, by fundamentally altering their syntac-
tic and semantic structure during training, impact
LLM performance on downstream tasks. Second,
our empirical analysis suggests that fine-tuning on
noisy instructions may offer a simple approach
to enhance robustness. The results of our study
appear to offer insights into the nature of LLM
learning during instruction-tuning. They prompt
a re-examination of the widely held assumption
that complete instruction comprehension is always
necessary for effective task learning. Specifically,
our findings suggest that LLMs can derive benefit
from instruction modifications that do not strictly
preserve meaning, indicating a more nuanced rela-
tionship between instruction and task performance
than previously assumed.

2 Related Work

2.1 Analyzing Instruction-tuning

Instruction fine-tuning enables LLMs to follow user
instructions and reduces the need for few-shot in-
context examples (Ouyang et al., 2022; Wei et al.,
2022a; Touvron et al., 2023a; Chung et al., 2024).
The instruction-tuning datasets contain instructions
of various tasks and their corresponding responses
which can be human-annotated (Mishra et al., 2022)
or synthetically generated (Taori et al., 2023; Peng
et al., 2023).

AutoPrompt (Shin et al., 2020), which applied
a gradient-based search to optimize the prompt
for various tasks, usually finds prompts that are

hardly comprehensible by humans, indicating that
language models have a vastly different way to
understand instructions. Recent studies have in-
vestigated the internal mechanisms of instruction
fine-tuning and their influence on LLMs. By ob-
serving the output token distribution shift of models
before and after instruction-tuning, Lin et al. (2024)
found that most shifts occur with stylistic tokens
(e.g. discourse markers and transitional words), and
knowledge content originates from untuned LLMs.
By introducing knowledge interventions, Ren et al.
(2024) also showed that instruction-tuning is a pro-
cess of self-aligning the instructions with existing
parametric knowledge rather than introducing new
knowledge into the model.

2.2 Robustness of Instruction-tuned Models

Gu et al. (2023) investigated how instruction-tuned
models handle instruction perturbations and para-
phrasing. After fine-tuning a model on the orig-
inal instructions training set and evaluating it on
the perturbed instructions test set, they found the
model was relatively robust in few-shot settings
but notably sensitive in zero-shot scenarios. Sim-
ilarly, Sun et al. (2024) showed that paraphrased
instructions can disrupt model consistency and pro-
posed a mitigation strategy using soft prompt em-
beddings to align semantically similar instructions.
Wang et al. (2024) examined errors from speech
recognition and OCR, finding such noise signif-
icantly degrades LLMs performance. They also
explored using LLMs for zero-shot correction of
noisy instructions. In addition, Abedin et al. (2025)
demonstrated that LLMs are sensitive to noise in
reasoning tasks by introducing random punctuation
perturbations into math problem prompts.

Yan et al. (2024) proposed contrastive
instruction-tuning which align the hidden repre-
sentations of instruction-instance pairs that are
semantically equivalent but textually different
while distinguishing those that are semantically
different. Zhao et al. (2024) proposed a consis-
tency alignment framework that incorporates
instruction augmentation through paraphrasing
and automatic self-reward mechanisms. Lou et al.
(2024) introduced a dataset curation scheme that
diversifies task inputs across multiple facets to
enhance instruction diversity. Kim et al. (2024)
presented instructive decoding, a method that
strengthens instruction-following abilities in
instruction-tuned LLMs by contrasting decoding
paths without additional fine-tuning.
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Perturbation

User’s Content

No (Original)

<instruction> Rewrite the given paragraph in a shorter, easier to understand form. <\instruction>
Input: Although it is generally accepted that the internet has allowed us to connect with people all ...

<instruction>Rewrite the given paragraph im-a shorter, easier to understand form. <\instruction>

Delete Stop Words Input: Although it is generally accepted that the internet has allowed us to connect with people all ...
X <instruction>Rewrite shorter given paragraph ina easier, the to understand form.<\instruction>
Shuffle Words o . .
Input: Although it is generally accepted that the internet has allowed us to connect with people all ...
Delete Words <instruction>Rewrite the given paragraph im a shorter, easier to understand form. <\instruction>
Input: Although it is generally accepted that the internet has allowed us to connect with people all ...
Replace Words <instruction> Rewrite the previous paragraph in a new , easier to understand it. <\instruction>
Input: Although it is generally accepted that the internet has allowed us to connect with people all ...
<instruction> Rewrite the given paragraph in a shorter form, easier than to understand form better .
Insert Words <\instruction>

Input: Although it is generally accepted that the internet has allowed us to connect with people all ...

Add Misspelling

<instruction> Rewrite the givdn paragraphu in a shorter, easier to understand frm . <\instruction>
Input: Although it is generally accepted that the internet has allowed us to connect with people all ...

Table 1: Example of a task instruction from the GPT4-Alpaca dataset and the corresponding perturbed instruction

generated by each perturbation strategy.

Luo et al. (2024) introduced a denoising frame-
work that detects and filters out low-quality sam-
ples, enabling more robust fine-tuning of models
on noisy downstream datasets. Similarly, Agrawal
et al. (2025) performed an empirical analysis fo-
cused on enhancing model robustness to character-
and word-level perturbations in classification tasks,
revealing that iterative self-denoising surpasses ap-
proaches like ensembling and representation align-
ment.

Unlike previous studies, we investigate how
training on noisy instructions affects their ability
to adapt to instruction perturbations.

3 Instruction Perturbation Strategies

We investigate the impact of instruction fine-tuning
on the performance of LLMs when subjected to
noisy input conditions. Following Gu et al. (2023),
we employ five instruction perturbation strategies:
delete stop words, shuffle words, delete words, re-
place words, and insert words. Furthermore, we in-
troduce misspelling as an additional noise injection
approach. Table 1 shows an example instruction
from the GPT4-Alpaca dataset (Peng et al., 2023).
The model input consists of an instruction and as-
sociated context. The perturbation strategies are
applied exclusively to the instruction component.

Delete Stop Words. Stop words, such as “the”,
“is”, and “of” are functional words that mainly con-
tribute to grammatical structure but have limited
effects on semantic content. Removing stop words
leads to syntactically incomplete instructions, al-
lowing us to evaluate the model’s reliance on syn-
tactic cues and its ability to infer meaning from
partial input. For instance, the instruction Trans-

late the sentence into French becomes Translate
sentence French.

Shuffle Words. The second perturbation strategy
is to randomly shuffle the words. By changing
the original word order, we aim to introduce both
syntactic and semantic alterations. We employ a
25% word shuffling of words within the instruction,
while the other words maintain their relative order.
We cap shuffling at 25%, enough to mimic the par-
tial mix-up would be seen from hurried typing, and
realistic enough to test robustness without turning
the prompt into total gibberish. For instance, given
the instruction Summarize the following paragraph,
this might result in following the Summarize para-
graph. This perturbation provides an assessment
of how sensitive models are to changes in word
order and to what extent they rely on the original
structure to comprehend the instruction.

Delete Words. In this perturbation strategy, 25%
of the words within each instruction are randomly
deleted. In contrast to the targeted removal of stop
words, this approach introduces more significant
distortions by potentially eliminating both func-
tional and semantic words, thereby disrupting the
semantic coherence of the instructions to a greater
extent. This strategy assesses the model’s capacity
to infer task intent when presented with incomplete
syntactic and semantic structures.

Replace Words. We randomly select 25% of the
words from an instruction and replace them using
predictions from a pretrained BERT model (De-
vlin et al., 2019). Following Gu et al. (2023), we
use BERT’s masked language modeling head to
generate a contextually plausible substitute for all
selected words. The selected words are replaced by

730



[MASK] tokens, then BERT predicts replacement
words in a forward pass. This strategy introduces
minimal semantic shifts to the instructions with-
out relying on a lexicon, which typically requires
manual effort. This perturbation may or may not
alter the core meaning of the instruction, depend-
ing on the replaced words and their context. The
strategy allows us to investigate the model’s sensi-
tivity to nuanced lexical variations and its ability to
generalize under slightly altered task phrasing.

Insert Words. We introduce additional words
into the instruction by leveraging a pretrained
BERT model (Devlin et al., 2019). Specifically, we
randomly select positions between existing words,
covering approximately 25% of the total word
count, and insert a [MASK] token at each selected
position. We then replace each [MASK] with words
predicted by BERT, resulting in an augmented in-
struction containing additional, contextually plausi-
ble tokens. This perturbation may introduce noise,
redundancy, or shifts in meaning, challenging the
model’s ability to extract the core task intention
from a more verbose or distorted input.

Add Misspelling. Finally, to simulate noisy in-
put that may more closely resemble user-generated
errors, we introduce typographical errors. We ran-
domly select 25% of the words within each in-
struction and introduce a typo into each of these
words. We apply simple character-level edits, such
as deleting a random letter, transposing adjacent
letters, inserting a random vowel, or substituting a
character with a randomly selected one. This strat-
egy enables us to evaluate the model’s sensitivity
to spelling errors in the instructions and its ability
to discern the intended meaning from noisy input.

4 Experimental Setup
4.1 Models

We experiment with two open-weight base LLMs
in two sizes: Qwen-2.5 (7B and 72B) (Yang et al.,
2024); and Llama-3.1 (8B and 70B) (Dubey et al.,
2024).

4.2 Instruction Datasets

We fine-tune all the base models using a combi-
nation of three standard instruction datasets with
distinct characteristics.

GPT4-Alpaca (Peng et al., 2023) is derived
from Alpaca (Taori et al., 2023), where the orig-
inal examples are replaced with responses gener-

Instruction Dataset # Samples
GPT4-Alpaca 52,002
Super-Natural Instruction 55,793
Dolly 15,011
Total 122,806

Table 2: Number of samples in each dataset.

ated by GPT-4. Super-Natural Instruction (Wang
et al., 2022) contains diverse tasks, including text
classification and translation, with corresponding
instructions. It is designed to evaluate the LLM
abilities across a wide range of linguistic and func-
tional contexts. Dolly (Conover et al., 2023) con-
sists of instruction-following examples that reflect
practical, real-world tasks like brainstorming and
creative writing. The prompt-response pairs are
high-quality and human-generated. Table 2 sum-
marizes the number of samples in these datasets.

Perturbation Settings. To simulate real-world
settings where the perturbations could appear alto-
gether, we construct five different dataset mixtures,
each containing a different proportion of perturbed
instructions: (1) the original, unmodified instruc-
tion samples from all three datasets considered as
a baseline (0% Perturbation), (2) 25% of the in-
struction samples are perturbed, while the remain-
ing 75% are left unaltered (25% Perturbation),
(3) half of the instruction samples are perturbed
(50% Perturbation), (4) 75% of the samples are
perturbed (75% Perturbation), and (5) all instruc-
tion samples across the three datasets are perturbed
(100% Perturbation).

In all mixtures involving perturbations, the al-
tered samples are evenly distributed across the six
different perturbation strategies (Section 3).

4.3 Implementation Details

We apply parameter-efficient fine-tuning methods
for all experiments. Specifically, we use LoRA (Hu
et al., 2022) to fine-tune the 7B and 8B models,
and QLoRA (Dettmers et al., 2023) for the larger
70B and 72B models. Each model is fine-tuned for
one epoch on each dataset mixture to ensure con-
sistency across experiments. All fine-tuning runs
were performed on a single NVIDIA H100 GPU.
Full details on the fine-tuning hyperparameters are
provided in Appendix A.
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MMLU (5-shot) BBH (CoT) GSMSK (CoT)
IT 0% 25%  50%  75%  100% | 0% 25%  50% 5%  100% | 0% 25%  50%  75%  100%
VAN 74300 73001 71501 70004 68.606 | 66701 63904 60804 57705 54905 | 79902 12503 22906 33014 42712
g 0% 74300 73001 71701 70204 68907 [166800 62702 58702 54305 50.60s 12605 24.50s
§ 25% 73001 71801 70305 69.106 | 66700 63303 59702 55905 52406 12,6 04 442 14
O 50% 69.1 0.7 12.6 0.5 24.6 0.5 34.3 0.7 4‘4.5 1.1
75% 74300 69.1 07 24406 34000 44409
100% 743 00 34311 45005
VAN 65800 64501 63101 6210z 60805 | 64501 62503 60204 57.510 55009 | 56305 9007 16306 23506 30512
8 0% 16607  23.8 1, [I2SHNEN
g 25% 16808 23907 27709
=S 50% 62.7 00 16905 124005 27819
75% 62904 641035 618035 59.105 56305 9102 16907 23808 27.612
100% 920> [M7AGEY 23712 27815
VAN 85700 84502 83.003 81803 80304 | 82701 79202 75402 71704 68.1os | 88802 14905 28.107 40819 53.01s
m
0% 84.602 83105 82002 80505 73.8 05 90002 15304 29004 42711 55047
S 25% 85700 84603 8310z 82003 80.506 89.902 15305 55.5 16
& 50% 85700 84703 83.10s 83301 80202 77202 73.706 29305 42814 55519
75% 80302 77203 42917 55523
100% 80.6 06 73.8 04
VAN 75800 T4lor 72202 70204 68504 | 78301 75702 73302 70304 68.10s | 80201 13.003 24los 34715 43909
m
2 0% 76703 74903 73.004 Tl4os 75902 727 04 13.7 07 37.010 47510
g 25% 77900 76.502 T1.2 04 78701 76003 72.803
L:] 50% 76.6 03 T71.6 04 78502 75903
75%
100%

Table 3: Results of evaluating the vanilla non-instruction-tuned baselines (VAN) and the fine-tuned models under
various instruction perturbations using the MMLU, BBH and GSM8K evaluation benchmarks. Results are reported
on both the original evaluation instructions (0%) and the various perturbed evaluation instructions with standard

deviations over three runs. Bold values denote the best

4.4 Evaluation

General Benchmarks. We assess downstream

performance using:

Massive Multitask Language Understanding
(MMLU; Hendrycks et al. 2021): MMLU eval-
uates a model’s factual knowledge and reasoning
across 57 subjects, ranging from elementary to
professional-level difficulty, using multiple-choice
questions. We follow the original MMLU setup,
evaluating in 0-shot and 5-shot settings, and report
average test accuracy.

Big-Bench Hard (BBH; Suzgun et al. 2022): A
challenging subset of 23 tasks from the original
BIG-Bench (Srivastava et al., 2023), aimed at eval-
uating advanced reasoning in language models. We
assess both direct prompting and chain-of-thought
(CoT) (Wei et al., 2022b), using official prompts
with three in-context examples, and report average
exact match across sub-tasks.

Grade School Math (GSMS8K; Cobbe et al.
2021): A benchmark of 8.5K grade school-level
word problems for testing multi-step mathematical
reasoning in language models. We evaluate with
direct prompting and CoT using eight in-context
few-shot examples, and we report the exact match.

performance across each model.

We follow the same approach as in fine-tuning
and create five evaluation instruction sets with dif-
ferent perturbation settings: original instructions
(0%), 25% of the instructions are perturbed, 50%
are perturbed, 75% are perturbed, and all instruc-
tions are perturbed (100%). The perturbed instruc-
tions are evenly distributed across the six different
approaches (see Section 3).

Safety and Bias. Additionally, to analyze poten-
tial side effects of instruction-tuning on noisy in-
structions, such as changes in toxicity or misinfor-
mation generation, we evaluate the models on: (1)
ToxiGen (Hartvigsen et al., 2022) which measures
the extent to which models generate toxic language
and hate speech when explicitly prompted to do
so across various demographic groups. We report
the percentage of toxic outputs identified using a
RoBERTa model (Liu et al., 2020) fine-tuned for
toxicity detection, as described by Hartvigsen et al.
(2022); and (2) TruthfulQA proposed by Lin et al.
(2022) which assesses how effectively models can
refrain from generating known falsehoods caused
by misconceptions or false beliefs, while still gen-
erating informative and useful content. We use two
off-the-shelf task-specific judge models developed
by AllenAl based on Llama-2 (7B) (Touvron et al.,
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2023b) for measuring truthfulness® and informa-
tiveness, following the setup of Groeneveld et al.
(2024). In both datasets, we evaluate using only
the original, unaltered prompts to measure model
toxicity and truthfulness.

5 Results

Table 3 presents the performance across three
benchmarks: MMLU (5-shot), BBH (CoT) and
GSMSK (CoT) for each of our models. Full suite
of results including 0-shot and direct prompting are
presented in Appendix B.

Fine-tuning on perturbed instructions may en-
hance robustness under noisy prompts. We
first observe that incorporating instruction pertur-
bation during fine-tuning often appears to enhance
model robustness across the three evaluation bench-
marks and the various evaluation settings. For in-
stance, the Qwen-7B model fine-tuned with 50%
perturbed instructions achieves 0.5% higher accu-
racy on MMLU compared to its vanilla (VAN)
counterpart when evaluated using 75% perturbed
instructions. In the BBH (CoT) benchmark, it is
notable that the Llama-70B model fine-tuned with
100% perturbed instructions achieves the highest
scores when evaluated using 25%, 50%, 75% and
100% perturbed instructions. However, there are ex-
ceptions where the model fine-tuned with the origi-
nal unaltered instructions still achieves slightly bet-
ter performance. For example, in the BBH (CoT),
the Qwen-72B model fine-tuned on the original
unaltered instructions achieves the best overall per-
formance when evaluated using 25% perturbed in-
structions.

Higher proportions of perturbed instructions
appear to be beneficial in some contexts. The
results also surprisingly suggest that using a larger
number of perturbed instructions in the training mix
can lead to improved performance. For example, in
both MMLU (5-shot) and BBH (CoT), Qwen-7B,
Llama-8B and Llama-70B models achieve their
peak performance when fine-tuned with 50% or
more noisy instructions. However, for GSM8K
(CoT), smaller models such as Qwen-7B and
Llama-8B appear to respond more favorably to less
perturbed instructions. One possible explanation
for this is that the GSM8K benchmark evaluates
multi-step mathematical reasoning, where incom-

3https://huggingface.co/allenai/
truthfulga-truth-judge-1lama2-7B

plete or ambiguous instructions can be particularly
challenging and harmful for smaller models.

Observed gains on standard unperturbed bench-
marks from noisy fine-tuning. Moreover, the
results across all the three benchmarks suggest that
fine-tuning on perturbed instructions not only can
improve a model’s performance under perturbed
test conditions but also sometimes yields gains
when evaluated on the original, unaltered instruc-
tions. For example, in the MMLU (5-shot), when
evaluating using the original unaltered instructions,
both Llama-8B and Llama-70B models fine-tuned
with 100% perturbed instructions achieve their
best performance of 66.0% and 78.6% respectively.
Similarly, the Qwen-7B model fine-tuned with 75%
perturbed instructions achieves a 0.6% higher per-
formance than the model variant fine-tuned on the
original unaltered instructions when evaluated on
the BBH (CoT) benchmark.

CoT remains more effective than direct prompt-
ing. Prior work has shown that CoT prompting
outperforms direct prompting on benchmarks like
BBH and GSMS8K (Kojima et al., 2022; Wei et al.,
2022b), and our results confirm this, especially
under instruction perturbation. On BBH (CoT),
models like Llama-70B fine-tuned with fully per-
turbed instructions achieve the highest scores of
79.0% and 76.4% when evaluated with 25% and
50% perturbed instructions, respectively, indicating
that CoT prompting benefits from increased robust-
ness introduced during training. While Qwen-72B
performs best when fine-tuned with less perturbed
instructions, its relatively weaker performance un-
der direct prompting suggests that incorporating
perturbation during fine-tuning still contributes to
improved generalization and reasoning robustness.

Instruction-tuning yields uneven gains across
tasks. We observe that the impact of instruction-
tuning seems to vary by task. For example,
MMLU shows relatively modest improvement
from instruction-tuning, regardless of whether or
not perturbations are applied. In contrast, BBH
appears to consistently benefit from instruction-
tuning, especially for Llama models. This obser-
vation aligns with findings from Sun and Dredze
(2025), who suggest that certain tasks are already
well-represented in a model’s pre-training data,
leaving limited room for further gains through
instruction-tuning. On the other hand, tasks that
are underrepresented or poorly learned during pre-
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Figure 2: Vanilla non-instruction-tuned baselines (VAN)
and the fine-tuned models under various instruction per-
turbations on ToxiGen benchmark (a) and Truthful QA
(b). Lower is better for toxicity, while higher is better
for informative and truthful.

training can potentially see more substantial im-
provements as the model acquires new task-specific
capabilities during instruction-tuning.

6 Analysis

6.1 Safety and Bias

Figures 2a and 2b show model toxicity and truthful-
ness on the ToxiGen and Truthful QA benchmarks
respectively, under various instruction perturba-
tions. Fine-tuning with perturbed instructions ap-
pears to be associated with enhanced safety and
truthfulness across most models. On ToxiGen, mod-
els like Qwen-7B and Llama-8B exhibit lower aver-
age toxicity when fine-tuned with 100% perturbed
instructions, while Llama-70B sees improved re-
sults with 75% perturbation. However, Qwen-72B
performs better with original instructions, which
may indicate higher sensitivity to perturbations.

Similarly, on TruthfulQA, three out of four mod-
els, including Llama-70B, achieve higher truthful-
ness and informativeness when fine-tuned on fully
perturbed data. A possible interpretation is that
noisy instructions encourage LLMs to rely less on
surface-level patterns and more on robust reason-
ing. An exception is Qwen-7B, where the vanilla
model outperforms all fine-tuned variants, suggest-
ing model-specific sensitivity to instruction noise.

MMLU BBH GSMSK Truthful QA ToxiGen

IT 5-shot CoT CoT % Info+True (1) | % Toxic ({)

VAN 65800 | 65815 | 55825 | 33500 | 8540,
> ORIG 64.200 | 62.508 50.0 16 32.8 00 87.4 0.1
Eo STOP 64.6 00 | 63.1,, 50.5 2, 35.0 00 85203

SHFL 64300 | 60.609 50.5 8 36.2 00 84.0 0.
§ ORIG 64.400 | 609 13 56.0 20 60.2 0.0 91.1 0.1
£ SHFL 25% 64500 | 61.009 | 59523 59.5 00 90.6 03
f'r SHFL 50% 64800 | 60.5:3 60.5 19 58.5 00 90.1 0.1
E SHFL 75% 64.800 | 62.4 5 56.5 2.1 58.9 00 90.0 o1
O SHFL 100% 64.800 | 6231, | 58.020 61.3 0 90.2 0.2

Table 4: Liama-8B trained on Dolly using a single per-
turbation strategy, removing stop words (STOP) or shuf-
fling 25% of the words (SHFL) (top). The same model
trained on GPT4-Alpaca under varying levels of word
shuffling in the instructions (bottom). All instructions
were perturbed in each case.

6.2 Individual Perturbation Strategies

To better understand the impact of specific perturba-
tion strategies on model performance, we conduct
an ablation study using two methods: removing
stop words (STOP) and shuffling 25% of the words
in each instruction (SHFL). We fine-tune Llama-
8B on Dolly, applying each perturbation strategy
to all instructions in the dataset. As a baseline, we
also fine-tune the model on the original, unmodified
instructions. We evaluate the fine-tuned models on
the original, unaltered evaluation benchmarks.

The results in Table 4 are broadly consistent
with the patterns observed in our main findings
(Section 5). Notably, the model trained on STOP-
perturbed instructions showed improved perfor-
mance over the one trained on the original dataset
across several benchmarks, including MMLU (5-
shot), BBH (CoT), and GSM8K (CoT). Interest-
ingly, the SHFL strategy also yields encouraging
results. Despite the disruption introduced by shuf-
fling 25% of the words, the model achieves the
highest scores on both the Truthful QA and ToxiGen
benchmarks. These findings suggest that the model
may be able to infer the intended task largely from
the input data itself, even when the instructions are
perturbed. While we initially hypothesized that
introducing noise, through stop-word removal or
partial word shuffling, would hinder performance,
the results indicate a surprising degree of robust-
ness. In some cases, performance even appears
to improve under perturbation, suggesting that the
model may not rely as heavily on surface-level in-
struction cues.

734



Perturbation Input True Pred
<instruction> sentence correct adjective order: <\instruction>

(1) Del. Stop. Options: (A) fiberglass old surfboard (B) old fiberglass surfboard (B) ®B)v
<instruction> Which sentence has the following adjective order:

(2) Repl. Wor. <\instruction> (B) (A) X
Options: (A) driving blue car (B) blue driving car
<instruction> Which sntnc has the correct adjectivee order: <\instruction>

(3) Add Missp.  Options: (A) lovely midsize green Filipino sock (B) Filipino midsize lovely green  (A)  (A) v/
sock
<instruction> Which has the correct adjective: <\instruction>

(4) Del. Wor. Options: (A) plastic grey old-fashioned small sock (B) small old-fashioned grey  (B) (A) X

plastic sock

Table 5: Generated answers by Llama-70B fine-tuned with 100% perturbed instructions for the "Which sentence has
the correct adjective order" perturbed question from the BBH benchmark.

6.3 Perturbation Intensity Ablation

To investigate how the degree of instruction degra-
dation affects model performance, we perform an
ablation study that systematically varies the inten-
sity of a word-shuffling perturbation. Specifically,
we fine-tune Llama-8B on GPT4-Alpaca with in-
structions in which 25%, 50%, 75%, and 100% of
the words are randomly shuffled. As a control, we
also fine-tune the model on the original, unmodi-
fied instructions. All models are then evaluated on
the same set of original, unperturbed benchmarks.

The results in Table 4 suggest a counterintuitive
yet noteworthy trend: as the intensity of perturba-
tion increases, we sometimes observe an improve-
ment in the model’s performance. Fine-tuning on
instructions with 50% or more of the words shuf-
fled often yields strong results across all bench-
marks. In some cases, the model trained on fully
shuffled instructions, where no coherent phrasing
remains, performs better than the model trained on
the original unperturbed instructions. These results
are broadly consistent with the broader pattern we
observed in our main experiments and in the ear-
lier ablation of individual perturbation strategies:
performance can improve as superficial instruction
cues are degraded. It is possible that heavy in-
struction noise nudges the model toward the core
semantics of the task, which may reduce its depen-
dence on any particular wording and discourage
overfitting to fixed prompt templates.

6.4 Qualitative Analysis

Table 5 presents example responses from the
Llama-70B model, fine-tuned with fully perturbed
instructions, for a sample question from the BBH
benchmark. We observe that the model can often
produce correct answers even when instructions
are altered by removing stop words or introducing

misspellings as in examples (1) and (3). However,
its performance appears to deteriorate when key
words in the instruction are replaced or deleted.
For instance, substituting the word “correct” with
“following” as in example (2), or deleting the words
“sentence” and “order” as in example (4), seems to
hinder the model’s ability to respond correctly.

7 Theoretical Grounding of Fine-Tuning
on Noisy Instructions

Our findings suggest that incorporating perturba-
tions during instruction-tuning may not only en-
hance model robustness to noisy or perturbed in-
puts but may also yield improvements on stan-
dard, unperturbed instructions. A plausible expla-
nation for this effect is that noisy instruction-tuning
serves as an implicit form of regularization (Bishop,
1995), potentially encouraging models to move be-
yond reliance on superficial linguistic patterns. Ex-
posure to a wide spectrum of instruction formula-
tions, including those containing syntactic or se-
mantic anomalies, may discourage overfitting to
narrow or canonical phrasing. These perturbations
effectively broaden the training distribution, func-
tioning as a form of data augmentation (Dao et al.,
2019; Herndndez-Garcia and Konig, 2018; Vaibhav
et al., 2019), and may thereby help LLMs to learn
more robust and generalizable task representations.
A particularly noteworthy observation is that mod-
els fine-tuned with 100% perturbed instructions
often achieve high accuracy, even when evaluated
on standard instructions. This may suggest that
the perturbations could act not merely as noise, but
as a potential source of useful inductive bias that
enhances generalization across prompt formats.
However, the effectiveness of instruction pertur-
bation appears not to be uniform across all models.
While larger models like Llama (70B) and Qwen
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(72B) exhibit substantial benefits, smaller models,
such as Llama (8B) and Qwen (7B), show inconsis-
tent gains. These variations underscore the impor-
tance of model-specific calibration of perturbation
levels. There may be an upper limit beyond which
perturbations become detrimental, particularly for
models with limited capacity or for tasks requiring
precise instruction-following behavior.

8 Conclusion

We explored the impact of instruction perturba-
tion on the robustness and generalization capabili-
ties of instruction-tuned LLMs. By systematically
evaluating models of varying sizes across diverse
benchmarks, our findings suggest that fine-tuning
on structurally perturbed instructions can enhance
model performance, particularly under noisy evalu-
ation conditions. Our results indicate that models
trained on highly perturbed instructions tend to per-
form better not only under noisy test conditions
but also with standard prompts, suggesting that
instruction perturbation encourages more flexible
task representations.

These findings point to instruction perturbation
as a simple yet potentially effective strategy for
enhancing model resilience, particularly in real-
world scenarios where user instructions may be
inconsistent or ambiguous. By questioning the
assumption that clean instructions are always op-
timal for tuning, this work offers a practical step
toward improving instruction-following reliability
in large language models. Future research could
explore adaptive or semantically-aware perturba-
tion techniques. Such direction may help refine
instruction-tuning practices.

Limitations

Our experiments were conducted solely with En-
glish instructions and downstream tasks due to
wide availability of diverse and publicly available
instruction-tuning data. We acknowledge that lan-
guages differ in their sensitivity to word order and
stop words, a factor not explored in the current
work. Chinese, for example, has fewer stop words
and a less rigid syntactic structure than English, al-
lowing for greater flexibility in word order. There-
fore, the effects of perturbation should be investi-
gated with respect to the specific linguistic charac-
teristics of each language under consideration in
future work.
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Appendix
A Instruction-tuning Hyperparameters

For instruction-tuning and evaluation, we adopt the
implementation from Open Instruct (Wang et al.,
2023; Ivison et al., 2023, 2024; Lambert et al.,
2024). Table 6 shows the hyperparameters used
in our instruction fine-tuning experiments.

Hyperparameter  Value

learning rate le-5
Ir scheduler type linear
warmup ratio 0.03
weight decay 0

# train epochs 1

gradient acc. steps 128
max. seq. length 4,096

temperature 0.01
LoRA rank 64
LoRA alpha 16
LoRA dropout 0.1

Table 6: The instruction fine-tuning hyperparameters.

B Full Results

In addition to the results on MMLU (5-shot), BBH
(CoT) and GSMSK (CoT) presented in Table 3, we
present the full results on MMLU (Table 7), BBH
(Table 8) and GSM8K (Table 9).
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MMLU (0-shot) MMLU (5-shot)
IT 0% 25% 50% 75% 100% ‘ 0% 25% 50% 75% 100%

VAN. 72000 70.600 69203 67.806 66304 ‘ 74300 73.00.1 71501 70.0 04 68.6 06

E 0% T1.000 69891 68406 66.9 4 73001 71701 70204 68907
5 25% 68305 67.104 73.001 71801 70305 69.106
& 50% 72200 7100; 69802 68405 67.10s 69.1 7

75% 69.1 7

100%

VAN. 64.2 00 62.6 0.1 60.9 2 59.4 00 57.502 65.8 00 64.5 o1 63.1 0.1 62.1 03 60.8 5
2 0% SHGENGISEN 61954 60301 .50 63301 62202 6070s
g 25% 6440 63002 61504 60003 58404 63402 62302 60907
S 50% 64300 62902 61.604

75%

100% = 64.700 63.402

VAN. 83.1 00 81.7 02 80.5 92 78.9 3 77.3 03 ‘ 85.7 00 84.5 02 83.003 81.8 03 80.3 04
m
Q0%  [ISBRONNS2ENIN 81102 79503 77903 84602 83103 82002 80505
5 25% 83.700 82301
& 50% 83.600 8230,

75% 83.7 00

100% 80.6 0.6

VAN. 74400 72802 Tllo; 69.002 67303 ‘ 75800 74101 72202 70204 68504
m
l? 0% _ 74.003 72.602 70.80.1 69.5 03 76.7 03 74.9 03 73.004 Tl4os
% 25% 75500 73803
5 50% 75400 73903

75% 75.6 00

100%

Table 7: Results of evaluating the fine-tuned models under various instruction perturbations using the MMLU
evaluation benchmark. Accuracy is reported on both the original evaluation instructions (0%) and the various
perturbed evaluation instructions. Bold values denote the best performance across each model.

BBH (CoT) BBH (direct)
IT 0% 25% 50% 75% 100% ‘ 0% 25% 50% 75% 100%

VAN. 66.7 0.1 63.9 04 60.8 04 577 o5 5495 ‘ 31.001 27.001 22.9 04 18.6 2 14504

g o% 66800 62702 58702 54305 50.606
§ 25% 66.700 63303 59702 55905 52406
& 50%

75%

100% 66.600 63402 60303 56804 53.807

VAN. 64.5 0.1 62.5 03 60.2 94 57510 55.0 09 ‘ 45.7 0.1 44.4 3 43.0 02 41.4 03 40.1 07
2 0% 63.004 63401 6l.103 58707 56.506
g 25% 60504 60019 590104 56506
= 50% 62700

75% 62904 64103 61803 59.1¢5 56305 44304 4240,

100% 45803 44502 42601 41205

VAN. 82.7 0.1 79202 75402 71704 68103 ‘ 26.4 0.1 23.804 21204 18.4 04 15.8 02
m
‘[3 0% 73.8 05 62202 59704 57.608
s 25% 62202 59706 57.508
5 50% 83301 80202 77202 62205 59906

75% 80302 77203 62.2 05

100%

VAN. 78.3 0.1 75.7 02 73302 70.3 04 68.1 04 ‘ 58.1 0.1 56.5 03 54.9 o5 53.0038 51308
m
g 0% |[ISESET7ROGI 75.9 02 56.307  53.7 04
g 25% 81401 78701 76.003
.‘:“ 50% 81201 78502 75903

75% 81.5 0.1

100%

Table 8: Results of evaluating the fine-tuned models under various instruction perturbations using the BBH evaluation
benchmark. The average exact match (EM) is reported on both the original evaluation instructions (0%) and the
various perturbed evaluation instructions. Bold values denote the best performance across each model.
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GSMSK (CoT) GSMSK (direct)

IT 0% 25% 50% 75% 100% ‘ 0% 25% 50% 75% 100%

VAN. 79902 12503 22906 33.014 42712 ‘ 22600 5203 8.1 06 10610 1396
g 0% 24.5 o5 8.3 06
5 5% 16111
& 50% 1704 16.1 00

75% 24406 34.009 44409 | 24900 4803

100%

VAN. 56.3 03 9.0 0.7 16.3 0.6 23.5 0.6 30.5 12 ‘ 14.3 0.1 3.9 03 5.6 07 7.3 0.6 8.1 0.5
£ 0% 238 10 5003
E 25% 5.0 04 6.6 04 7310
5 50% 5004 6604

75% 23808 27.612 6.6 04

100% 23.7 12

VAN. 88.8 02 149 o5 28.1 07 40.8 10 53.015 ‘ 43.2 00 7.9 03 14.0 97 19.7 10 25510
m
Q0% 42711 55017
5 25% 15105 21.1¢7
5 50% 29305 42814 8305 15.104

75%

100%

VAN. 80.2 .1 13.0 03 24.1 o5 34.7 15 43.9 9 ‘ 34402 6.6 06 10.9 o6 14.7 10 19.1 >
m
2 0% 37010 47510 6.8 05 16.2 o6
g 25% 37.013
ﬁ 50% 37.014 47619

75%

100%

Table 9: Results of evaluating the fine-tuned models under various instruction perturbations using the GSM8K
evaluation benchmark. The exact match (EM) is reported on both the original evaluation instructions (0%) and the

various perturbed evaluation instructions. Bold values denote the best performance across each model.
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