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Abstract

We present an automated pipeline for estimat-
ing Verb Frame Frequencies (VFFs), the fre-
quency with which a verb appears in particular
syntactic frames. VFFs provide a powerful win-
dow into syntax in both human and machine
language systems, but existing tools for calcu-
lating them are limited in scale, accuracy, or
accessibility. We use large language models
(LLMs) to generate a corpus of sentences con-
taining 476 English verbs. Next, by instructing
an LLM to behave like an expert linguist, we
had it analyze the syntactic structure of the sen-
tences in this corpus. This pipeline outperforms
two widely used syntactic parsers across multi-
ple evaluation datasets. Furthermore, it requires
far fewer resources than manual parsing (the
gold-standard), thereby enabling rapid, scalable
VFF estimation. Using the LLM parser, we
produce a new VFF database with broader verb
coverage, finer-grained syntactic distinctions,
and explicit estimates of the relative frequen-
cies of structural alternates commonly studied
in psycholinguistics. The pipeline is easily cus-
tomizable and extensible to new verbs, syn-
tactic frames, and even other languages. We
present this work as a proof of concept for auto-
mated frame frequency estimation, and release
all code and data to support future research.

1 Introduction

Word (or lexical) frequency is one of the most
widely-used constructs in natural language re-
search. In NLP, explicit use of word frequency
estimates has driven major improvements in lan-
guage models, increasing model speed by orders
of magnitude (Mikolov et al., 2011, 2013) and
bringing models closer to human-like performance
benchmarks (Pennington et al., 2014; Gong et al.,
2018). In research on human cognition, it is one of
the strongest predictors of behavior (e.g., response
times (Balota and Chumbley, 1984; Brysbaert et al.,
2018), event-related potentials (Van Petten and Ku-
tas, 1990)). Its use led to discoveries of phenomena
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like the frequency-by-regularity interaction (Sei-
denberg and McClelland, 1989), which paved the
way to the development of the connectionist ar-
chitecture underlying nearly all modern models of
human cognition (Smolensky, 1988).

Where lexical frequency has proved invaluable
for understanding word-level information, Verb
Frame Frequencies (VFFs) — the frequency with
which a verb takes particular sets of arguments like
a direct or indirect object! — offer a powerful win-
dow into syntax, which remains far less understood
than words. For instance, in behavioral research
(e.g., Trueswell and Kim, 1998; Berkovitch and De-
haene, 2019), VFFs have been used to demonstrate
that verb representations are inextricably linked to
the structures they co-occur with, supporting “lexi-
calist” theories of syntax (MacDonald et al., 1994;
Levin and Hovav, 1994; Pickering and Branigan,
1998; Ryskin et al., 2017), and in neuroscientific re-
search (e.g., Meltzer-Asscher et al., 2015; Shetreet
et al., 2007) they have been leveraged to map syn-
tactic and semantic information in the brain.

However, relatively few studies have leveraged
VFFs, and syntax remains far less understood than
words. The main limiting factor is the limited
availability of high-quality VFF estimates. That
18, while there exists a vast number of tools and
databases for calculating words’ frequencies (e.g.,
Brysbaert and New, 2009; Baayen et al., 1996;
Davies, 2008; Michel et al., 2011; Balota et al.,
2007; Coltheart, 1981), there are very few re-
sources for obtaining good estimates of VFFs.
Some resources provide detailed inventories of
verb-frame types and fine-grained semantic distinc-
tions (e.g., FrameNet (Ruppenhofer et al., 2016),
VerbNet (Schuler, 2005), VerbAtlas (Di Fabio et al.,
2019)), but they do not quantify how frequently

'We define verb frames (also referred to as argument struc-
tures, subcategorization frames, or complement structures) as
the selected arguments of the verb —i.e., excluding optional
modifiers like adjuncts and non-selected adverbs/adjectives.
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individual verbs appear in each frame, a critical
distinction in settings where frequency modulates
cognitive processing (e.g., syntactic priming, dis-
ambiguation, language acquisition). Previous stud-
ies using VFFs have largely run their own norming
tasks to obtain estimates (e.g., Trueswell and Kim,
1998; Garnsey et al., 1997; Ryskin et al., 2017),
requiring significant time and effort. And while
many such studies have made the raw data publicly
available, these datasets are often small, involving
just the subset of verbs and frames relevant to the
particular study. Despite major advances in large-
scale lexical and semantic resources, no existing
tool provides scalable, empirically-grounded esti-
mates of verb frame frequencies.

The primary obstacle to obtaining high-quality
VFF estimates is the difficulty of parsing, or identi-
fying the underlying syntactic structure in a string
of words. Manual parsing, where trained linguists
analyze and annotate a corpus (creating a “tree-
bank”) is the gold standard, but it is prohibitively
time- and resource- intensive. A number of au-
tomated approaches exist (e.g., Petrov and Klein,
2007; Qi et al., 2020; Kitaev and Klein, 2018),
but these “parsers” still require manual checking
(Taylor et al., 2003) and suffer from systematic bi-
ases, including high error rates for certain complex
structures (Rimell et al., 2009; Choi et al., 2015)
and in different language registers (e.g., informal
speech; Yang et al. 2015). Consequently, while au-
tomated parsing provides valuable scalability and
efficiency, the gold standard for estimating VFFs
remains manual annotation.

In the most comprehensive set of manual VFFs
to date, Gahl et al. (2004) had four trained linguists
parse 200 sentences for each of 281 American En-
glish verbs. They focused in particular on verbs
implicated in a widely-studied source of process-
ing difficulty: the Noun Phrase (NP)/Sentential
Complement (SC) ambiguity, where a verb like ac-
cept, which can take a NP or SC complement, is
immediately followed by a NP like “the money,
which is temporarily ambiguous between an NP
complement or the subject of an SC:

’

(1) The NP/SC Ambiguity:
a. accept [the money]np NP
b. accept [the money is gone]sc N&
They then compared their results to those of 10

earlier studies, demonstrating overall high agree-
ment. These frequencies have proven of immense

value, having been used in dozens of subsequent
behavioral and neuroscientific investigations of lan-
guage processing (e.g., Staub et al., 2006; Linzen
and Jaeger, 2016; Vuong and Martin, 2015).

However, there are some notable gaps in the
Gahl et al. (2004) dataset. For one, Gahl et al. col-
lapsed across intransitive and Prepositional Phrase
(PP) frames (e.g., “look at me” or “look for the
remote”), reducing the accuracy of their dataset
for two of the most common verb frames. Perhaps
even more importantly, they did not include verbs
or frames implicated in one of the most commonly-
studied phenomena in psycholinguistics: structural
alternations, where the production system can ex-
press the same meaning with different verb frames.
For instance, dative verbs like loan can take a “Di-
rect Object” (DO; Ex. 2a) or “Prepositional Ob-
ject” (PO; Ex. 2b) frame, and locative verbs like
load can appear with an “On” (Ex. 3a) or “With”
frame (Ex. 3b). Consequently, their dataset lacks
many common verbs (e.g., give, put, and show)
and frames that are among the most important in
psycholinguistic research.

(2) The Dative Alternation:

a. loan [the kid]np [a book]np DO

b. loan [a book]yp [to the kid]pp PO
(3) The Locative Alternation:

a. load [hay]np [onto the truck]pp “on”

b. load [the truck]yp [with hay]lpp “with”

Critical to understanding how producers choose
between competing structures is knowing the rela-
tive frequency of the competing alternates. How-
ever, few resources exist for these alternating
frames. Some studies have attempted to circumvent
the difficulty of parsing large datasets. For instance,
Hawkins et al. (2020) used LLM surprisal values
to assess the relative preference of English dative
verbs for the Direct Object (DO) and Prepositional
Object (PO) frames (2). To evaluate performance,
rather than running a production study or parsing
a corpus, Hawkins et al. (2020) asked human par-
ticipants to use a slider to indicate their relative
preference for a DO sentence vs. its correspond-
ing PO formulation. In not requiring transcription
and parsing, this approach enables the rapid collec-
tion and analysis of a huge amount of data. Their
results showed strong correlations between the hu-
man preference ratings and relative surprisals for
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a number of the language models, explaining 73%
of the variance with GPT2-large. However, ques-
tions remain about the interpretation of relative
preference ratings, including their degree of psy-
chometric validity and how exactly they relate to
frequency (cf. Myers, 2017; White and Rawlins,
2020).

In sum, there are three main limitations in extant
tools for estimating VFFs. First is the trade-off
between high quality parses and scalability: man-
ually annotated datasets are the gold-standard for
calculating VFFs, but being extremely time- and
labor-intensive, these cannot readily be adapted or
extended to, e.g., additional verbs, frames, or other
languages. Second, existing datasets have impor-
tant gaps, either in the granularity of their syntactic
distinctions (as in Gahl et al.’s (2004) collapsing
of intransitive and PP frames) or in the breadth of
their coverage (e.g., the absence of dative and loca-
tive verbs and frames). Third, existing studies have
used vastly different methodological approaches
(e.g., manual annotation, relative acceptability rat-
ing, LLM surprisals), making it difficult to evaluate
findings across studies or combine results to build
more comprehensive datasets.

Here we aim to overcome these limitations by
leveraging recent advances in artificial intelligence
to create an automated pipeline for calculating
VFFs that is fast, accurate, customizable, and scal-
able. We began by compiling a more comprehen-
sive list of verbs, including all 281 verbs in Gahl
et al. as well as 195 additional verbs implicated in
the dative and locative alternations. We then auto-
mated the creation of a mini-corpus, using an LLM
to repeatedly generate sentences given the entire
set of 476 verbs. By instructing the LLM to behave
like an expert linguist, we obtained parses for each
sentence, converting our corpus into a treebank. To
evaluate how well this pipeline performed relative
to existing tools, we parsed the same sentences
with two commonly-used constituency parsers: the
Berkeley Neural Parser (benepar; Kitaev and Klein
2018; Kitaev et al. 2019) and Stanford CoreNLP
(Manning et al., 2014). We then compare the re-
sults from the LLM and the two existing parsers
to previously published datasets and show that in
nearly every case, the LLM significantly outper-
forms the Berkeley and Stanford Parsers. Along-
side this manuscript, we make available all scripts
used in this pipeline, as well as the raw, prepro-
cessed, and categorized parses. By making VFF
estimation fast and scalable, our approach enables

future researchers to choose their own level of gran-
ularity among syntactic distinctions, and to readily
scale up to other verbs, frames, and even other
languages.

2 Methods

2.1 Data Sources

Verb selection. We selected 476 English verbs
from established lexical databases frequently used
in linguistic and psycholinguistic research. This
included all 281 verbs used in Gahl et al.’s (2004)
gold-standard dataset of American English verb
frame frequencies, as well as verbs included in pre-
vious studies of the dative alternation (Hawkins
et al., 2020; Theijssen et al., 2009), locative al-
ternation, and NP-X ambiguity (Trueswell et al.,
1993; Garnsey et al., 1997), as well as those associ-
ated with these alternations in Levin, 1993. These
sources were chosen for their broad acceptance and
foundational role in verb argument structure and
syntactic processing research.

Context Generation. We used Open Al's GPT-
ol to generate 1,000 brief task contexts (see Ap-
pendix A for the complete prompt). The output
included contexts describing various locations, sit-
uations, and times, including, e.g., “on the tennis
court” and “down to the wire.”

Sentence Generation via LLM. Sentences us-
ing each verb were created using Open Al's GPT-
4o0-mini (OpenAl, 2024a). The system message
instructed the model: “You are a random sentence
generator, tasked with generating natural-sounding
sentences like those you might find in a conversa-
tion, movie, or newspaper. The random sentence
generator should provide sentences with varied
meanings, tenses, and syntactic structures, sim-
ulating random draws from sentences anywhere
on the internet — including in movies, newspapers,
conversations, forums, etc. to produce naturalistic,
plausible sentences using a specific verb and con-
text.” It further specified, “Responses do not have
to include words from the context, but please en-
sure they are thematically related,” and listed four
example input-output pairs (see Appendix B for the
full system message). A total of 100 batch prompts
were sent via the API, each of which included the
full list of 476 verbs along with a single context,
generating 100 sentences for each verb.

Risk statement. This project poses minimal risk.
However, because it generates and parses sen-
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tences, biases in the LLM’s training data likely
leads to over- or underrepresentation of dialect-
specific verb biases. By releasing all code and
data, we aim to promote transparency. Future work
should assess and mitigate such biases.

2.2 Parsing

Sentence Preprocessing. Prior to parsing, sen-
tence strings were split by commas, which typically
indicated root-level clause boundaries. The result-
ing substrings that did not include the main verb
were discarded.

The Berkeley Neural Parser. The clause con-
taining the target verb was parsed using the Berke-
ley Neural Parser (benepar; Kitaev and Klein,
2018), implemented via the spaCy interface with
the benepar_en3 model (see Script 3b in the reposi-
tory). Benepar assigns Penn Treebank—style con-
stituency structures to text using a neural chart
parser trained on annotated corpora. It maps words
to hierarchical phrase structures annotated with
clause- and phrase-level labels from the Penn Tree-
bank tagset (Taylor et al., 2003).

The Stanford CoreNLP Constituency Parser.
The clause with the target verb was also passed
to the Stanford CoreNLP constituency parser (ver-
sion 4.5.7) using the NLTK interface (version 4.2.0;
Bird, 2006) (see Script 1 in the repository). Like
benepar, the Stanford Parser maps words to hier-
archical structures, with nodes labeled using the
Penn Treebank tags.

The LLM (GPT-40) Parser. Argument struc-
tures were also annotated using GPT-40 (specif-
ically: gpt-40-2024-05-13; OpenAl, 2024a). Initial
attempts at feeding all sentences for each of the 100
sentence generation batches to the model in a single
batch resulted in the model omitting a large pro-
portion of the input sentences in its response. Trial
and error revealed that the model was more likely
to return a parse for each input sentence when the
number of sentences was 100 or fewer, so we split
the prompts into sets of 100 or fewer sentences.
The system message (which appears verbatim in
Appendix C) instructed GPT-40 that it was an ex-
pert linguist who would be given multiple sentence-
verb pairs. For each entry, its task was to isolate
the clause containing the given verb, remove every-
thing outside of the Verb Phrase (VP) as well as any
optional modifiers like “time, manner, or location
expressions that are not required or licensed by the

verb,” and to return just the arguments that the verb
subcategorizes for. We provided several examples,
which included a diversity of argument structures
as well as situations where optional arguments (e.g.,
adjectives) should be ignored. The model was in-
structed to tag each argument using the standard
Penn Treebank tags to facilitate comparison to the
output of the Stanford and Berkeley Parsers. We
explicitly instructed the model not to infer missing
arguments to prevent the model from annotating a
sentence like “I ate” as transitive (i.e., having an
object like “dinner”), given that, even though there
is an implicit semantic object, syntactically this is
an intransitive use of the verb eat. The full system
message is provided in Appendix C.

2.3 Data Cleaning

Prior to categorizing argument structures, we
cleaned the responses from both the Stanford,
Berkeley, and GPT-40 parsers (Script 4). To avoid
potential hallucination of arguments in the LLM
parses, we explicitly verified that every argument
the LLM identified was present in the original sen-
tence. We excluded sentences where the target
verb was incorrectly used as a noun (e.g., party;
“I never thought a party could turn so somber.”).
Prepositional phrases were labeled by their partic-
ular preposition to distinguish between ordinary
prepositional arguments (e.g., “cook [carrots]xp
[on the stove]pp”) and those that are implicated
in the alternations of interest (e.g., for-phrases in
benefactive constructions like “cook [carrots]yp
[for the children]pp” — which could alternatively
appear in the Double Object construction: “cook
[the children]yp [carrots]yp). In all, these steps re-
moved 3,087 sentences from the dataset (4.779%
of the original 64,589).

Finally, we excluded 75 sentences where the tar-
get verb appeared in a passive construction. This
decision was motivated by two concerns. First,
both parsers showed inconsistent behavior in an-
notating passives, leading to unreliability in frame
assignment. Second, there is no clear consensus on
how passives should be categorized: while syntacti-
cally intransitive, many linguistic theories (e.g.,
Chomsky, 2014a,b) argue that they are derived
from underlying transitive structures. Given these
inconsistencies and theoretical ambiguities, and be-
cause passives represented a small proportion of the
data, we excluded them to improve comparability
and reliability of frame estimates.

For verbs implicated in the Dative or Locative
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alternations, we separately estimated their rates of
each alternating structure. This involved certain ad-
ditional criteria. As the PO dative alternation (Ex
2b) only involves PPs headed by to or for, we ex-
cluded PPs headed by other prepositions. Similarly,
the locative alternation only involves a subset of
prepositions for each verb (e.g., with, on(to), in(to),
over, etc.). We excluded NP-PP frames where the
PP was headed by a preposition that the specific
verb does not take in locative constructions.

2.4 Argument Structure Extraction and
Frame Categorization

To calculate VFFs, we counted the occurrences
of each of the unique argument structures across
the cleaned dataset. To simplify matters, we es-
tablished a minimum threshold for the number of
times each argument structure had to appear in the
dataset to be counted as a unique frame (specifi-
cally, the 75" percentile of the frame counts, or 65
instances). We binned all frames that did not meet
this threshold into an “other” category.

2.5 Evaluation and Comparison to Existing
Norms

Our automated pipeline’s output was validated
against the gold-standard Verb Frame Frequencies
reported in Gahl et al. (2004). Gahl et al.’s dataset
consisted of manually parsed sentences (200 sen-
tences for each of 281 verbs), providing a reliable
benchmark for assessing our method’s accuracy.
Comparative analyses included quantitative evalua-
tions of frame frequency distributions and qualita-
tive examinations of discrepancies attributable to
methodological differences.

Our method diverged from Gahl et al.’s (2004) in
two important ways. First, due to the importance of
structural alternations in the psycholinguistic litera-
ture, we added a number of verbs to our dataset im-
plicated in either the locative alternation (verbs like
stuff and spray) or the dative alternation (including
“transfer” verbs like give and hand and “benefac-
tive” verbs like bake and buy). Second, whereas
Gahl et al. treated verbs which select for Preposi-
tional Phrases (PPs; e.g., “look [for my keys]pp”
as intransitive, here we treat these as their own
subcategorization frame, distinct from intransitive
and NP frames. For the purposes of evaluating
our pipeline’s output, we relabeled all PP frames
as intransitive prior to comparison to Gahl et al.’s
data.

3 Results

All data, scripts, and results are available
online at https://www.doi.org/10.17605/0SF.
I0/FRQBE.

3.1 Unique Subcategorization Frames

After cleaning the data (Section 2.3) and binning
low-frequency frames into an “other” category
(Section 2.4), we were left with 81 unique frames.
Figure 1 shows the number of instances of the 5
most common frames. Sample sentences for each
of these appear in Appendix D. Notably, two of
these frames involve PP arguments, which Gahl
et al. (2004) excluded from their frame counts. By
contrast, our approach treats selected PPs as syn-
tactically licensed arguments, resulting in a more
fine-grained and psycholinguistically relevant set
of verb frame categories (see Section 3.5).

Intransitive h B GPT-40
B Berkeley
SBAR - B Stanford
N -
NP L
[ I 1
0 10000 20000
Count

Figure 1: Counts of the five most frequent verb frames
(out of 61,427 sentences), by parser.

3.2 Evaluating the Parsers

Despite being applied to the same set of sentences,
GPT-40 produced the same parse as the the Berke-
ley Parser for only 45% of sentences, and only
37% for the Stanford Parser. To evaluate accuracy,
we compared results from all three parsers to the
manually parsed (i.e., gold-standard) Gahl et al.
(2004) dataset. (The Berkeley Neural Parser be-
ing state-of-the-art, we report these comparisons
in the main text and provide Stanford results in
the supplement for comparison.) Figure 2 shows
the relationship between the proportion of NP (i.e.,
transitive) tags between each verb in Gahl et al.
and the GPT-40 (left) and Berkeley (right) parsers.
We found significant relationships for both GPT-
40 (linear regression, ¢(245) = 13.225, p < .001)
and Berkeley (linear regression, ¢(245) = 7.502,
p < .001), although the GPT-40 VFFs accounted
for over twice as much variance (2 = .417) as the
Berkeley VFFs (r? = .187).
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Figure 2: Evaluating the GPT-40 and Berkeley Parsers’
VFF estimates. We compared estimates to Gahl et al.’s
(2004) gold-standard dataset. Here we show these com-
parisons for the NP frame (see Appendix E for others).
Results showed significant correlations for both parsers,
but GPT-4o (left) produced a better fit (r?> = .406) than
the Berkeley Neural Parser (right; r? = .187).

We repeated this analysis for each of the seven
modal frames in Gahl et al.’s dataset (see Ap-
pendix E). This resulted in a total of 14 “univariate”
models: seven structures x two parsers. Our re-
sults showed that both parsers performed above
chance: the GPT-40 VFFs significantly predicted
Gahl et al.’s (2004) for all seven frames, and the
Berkeley VFFs were significant for six frames (see
Table 2 in Appendix E). However, relative to the
Berkeley estimates, GPT-40 estimates accounted
for more variance in the Gahl et al. (2004) data
for every structure we tested — on average, 1.454
times more, and 2.010 times more than the Stanford
estimates.

To statistically compare how well the GPT-
40 and Berkeley Parsers fit Gahl et al.’s (2004)
data, we performed a series of model comparisons.
We started by re-fitting the linear models using
Bayesian regression (Biirkner, 2017) and, for each
verb frame, calculated the Bayes Factor (BF), or
how many times more evidence there was for the
GPT-40 VFFs than the Berkeley VFFs. For all verb
frames, there was “strong” or “decisive” evidence
(log10(BF) > 1 and > 2, respectively; Jeffreys
1998) in favor of the GPT-40 VFFs over the Berke-
ley VFFs. Taken together, these results suggest that
GPT-40, when prompted appropriately, can outper-
form the most widely used automated parsers.

3.3 Human Validation

To evaluate parser accuracy against human anno-
tations, a PhD-trained linguist, blind to parser out-
puts/identities, manually annotated 300 sentences —
100 for each of three representative verbs: realize,
believe, and loan. (These manual annotations are
publicly available alongside our data and code.)

Winning Degree of
Structure Parser log,(BF) Evidence
Transitive GPT-40 17.490 Decisive
Intransitive ~ GPT-40 29.521 Decisive
Sentence GPT-4o0 1.328 Strong
Particle GPT-40 3.301 Decisive
NP-Sentence GPT-40 7.351 Decisive
Non-finite GPT-4o0 3.454 Decisive
Particle-NP  GPT-4o 5.716 Decisive

Table 1: Model comparisons. For seven structures, we
compared models predicting Gahl et al.’s (2004) gold-
standard VFFs using the GPT-40 or Berkeley VFFs.
The resulting Bayes Factors (BFs) indicate how much
more evidence there was for the GPT-40 VFFs than the
Berkeley VFFs (positive values in log-space) or vice
versa (negative). BFs were interpreted according to the
Jeffreys (1998) scale. For six of the seven structures, we
found “decisive” evidence that the GPT-40 estimates fit
Gahl et al.’s VFFs better than the Berkeley estimates.
For the sentence frame, evidence was merely “strong.”

We then compared these manual annotations to the
frame predictions made by each of the three auto-
mated parsers. GPT-4o achieved the highest match
rate with manual annotations for all three verbs
(Fig. 3), agreeing on 79% of sentences overall,
compared to 69% for Berkeley and 59% for Stan-
ford. Critically, GPT-40 agreed with the human
annotations on 74% of sentences for the verb loan,
which is not present in Gahl et al.’s dataset, demon-
strating generalizability to a dative verb (Ex. 2)
commonly used in psycholinguistic experiments.

(]

% “ B GPT-40
[} M Berkeley
5

Qo

© o

o

realize believe loan

Figure 3: Human validation: The proportion of sen-
tences for which each parser agreed with human annota-
tions for three representative verbs (100 sentences per
verb). GPT-40 consistently outperformed the other two.

3.4 The NP/SC Ambiguity

Given the importance of the NP/SC ambiguity in
psycholinguistic research, we sought to validate our
estimates of verb biases for these two frames. We
started by excluding all responses that were not cat-
egorized as either an NP or SC completion for each
parser, and then calculating the log-odds of NP
over SC completions for each of ~ 45 verbs used
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in two prior studies that published norming data.
Figure 4 shows that both the GPT-40- and Berkeley-
based estimates significantly predicted the results
from Trueswell et al. (1993) (GPT-4o: r? = .468,
p < .001; Berkeley: 72 = .321, p < .001) and Gar-
nsey et al. (1997) (GPT-4o0: r? = .390, p < .001;
Berkeley: r2 = .375, p < .001). Bayesian model
comparison revealed “decisive” evidence in favor
of the GPT-40 estimates when modeling Trueswell
et al.’s data (log1o(BF)= 2.386; Jeffreys 1998), but
no noteworthy evidence in favor of either parser for
modeling Garnsey et al.’s data (log19(BF)= .290).
Overall, while both parsers capture verbs’ NP/SC
biases to some extent, GPT-40’s estimates more
closely align with those obtained from these hu-
man norming studies, reinforcing its potential as a
tool for accurately estimating verb frame frequen-
cies.

NP Preference
?=.321, (43) = 4507, p <.001 ***

NP Preference
r?=.468, t(45) = 6.294, p <.001 ***

oo teach7 . s * teach—
warn | boast warn |
advise  write advise write
4 - 4 .
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!
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suppose * believe
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.

e
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r romi
speculate Argue promisg

4 0 4
Trueswell et al. (1993)

NP Preference
r?=.39, t(45) = 5.364, p<.001 **

4 0 4
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Figure 4: Evaluating GPT-40 (left column) and Berkeley
Neural Parser (right) estimates of NP bias for NP/SC
verbs. We compared our estimates to those from two
prior studies: Trueswell et al. (1993; top row) and
Garnsey et al. (1997; bottom). Both parsers significantly
predicted the previous results, though the GPT-40 model
accounted for more of the variance in both datasets.

3.5 Improving Estimates of Intransitivity

One shortcoming of Gahl et al.’s (2004) estimates
is that they collapsed intransitive and PP frames.
Beyond reducing syntactic granularity, this may
have led to systematic errors in their estimates of
intransitivity. To assess the impact on their results,
we compared our intransitivity estimates to theirs in
two ways: first, counting PP frames as intransitive
(Fig. 5, top row), and next counting only verbs with

no arguments as intransitive (bottom). As expected,
excluding PPs from intransitivity counts produced
worse fits for both parsers, reducing 2 from .611 to
.517 for the GPT-40 parser (left column) and from
.339 to .151 for the Berkeley Neural Parser (right).
These results suggest that separating PP frames
improves the accuracy of intransitivity estimates,
and that our method may provide more faithful
estimates of intransitivity rates.

Proportion Intransitive or PP
r?= 611, t(245) = 19.632, p <.001 ***
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r?=.339, t(245) = 11.215, p <.001 ***
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Figure 5: Evaluating the effect of including PP frames
in intransitivity counts. For both the GPT-40 (left) and
Berkeley (right) parsers, including PPs (as Gahl et al.
(2004) did) produced a better fit (top) to Gahl et al.’s
estimates than excluding them (bottom), meaning that
Gahl et al. lost meaningful information by collapsing
these categories.

3.6 The Dative Alternation

Another primary goal of this work was to provide
high-quality VFF estimates for commonly studied
verb frames that were not included in Gahl et al.
(2004) — in particular, datives and locatives, which
feature prominently in psycholinguistic research.
We therefore added a number of verbs not present
in the Gahl et al. dataset. We focused on two
ditransitive frames that were not tracked in Gahl
et al.: NP-NP (as in the Dative Direct Object frame;
Ex. 2a) and NP-PP (as in the Prepositional Object
frame; Ex. 2b).

To estimate verb-specific preferences for the two
dative frames, we calculated the log-odds of DO
over PO rates for the GPT-40 and Berkeley parses.
Our results showed a wide range of preferences,
with some verbs strongly preferring the DO frame
(e.g., teach as in “teach the dog a trick”) and others
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preferring PO completions (ship as in “ship the
crate to its owner”).

To evaluate the accuracy of these estimates, we
compared them to the relative preference ratings
reported in Hawkins et al. (2020) for the 150 verbs
our studies shared in common. Many verbs had
no DO completions at all (the row of dots at the
bottom of both panels in Fig. 6), consistent with
Hawkins et al.’s inclusion of non-alternating PO
verbs. As before, we performed a Bayesian model
comparison, which revealed “decisive” evidence
(log10(BF)= 8.700; Jeffreys 1998) in favor of GPT-
40 over Berkeley.

Double Object Preference
r?=.195, t(148) =5.996, p <.001 ***

Double Object Preference
r?=.067, t(133) = 3.092, p =.002 **

.
state declare
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.
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Figure 6: Evaluating the GPT-40 (left) and Berkeley
(right) Parsers’ estimates of DO/PD bias for dative verbs.
We compared estimates to Hawkins et al.’s (2020) rela-
tive preference ratings. Many of the verbs they included
are non-alternating (e.g., whisper), and for the majority
of these neither GPT-40 nor the Berkeley parser iden-
tified any DO completions. To avoid infinities, we set
proportions of 0 (no instances) or 1 to .001 and .999,
respectively, capping log-odds values at £6.907 (the
row of black dots at the bottom of each plot). Both
parsers significantly predicted preference ratings, but
GPT-40 accounted for more variance (72 = .215) than
the Berkeley Neural Parser (2 = .067).

4 Discussion

Verb Frame Frequencies (VFFs) have proven cen-
tral to understanding the cognitive and neural un-
derpinnings of syntax, yet they remain underuti-
lized—especially when compared to lexical fre-
quencies. In machine language models, where they
are nearly entirely unexplored, their explicit model-
ing stands to drastically improve model efficiency
and performance as has been demonstrated for lexi-
cal frequency (Mikolov et al., 2011, 2013; Penning-
ton et al., 2014; Gong et al., 2018). The primary ob-
stacle to such research is the difficulty of deriving
high-quality estimates of VFFs. Manual annota-
tion remains the gold standard, but is prohibitively
time- and labor-intensive. Automated parsers offer
a scalable alternative, but often exhibit systematic

biases, particularly for rare or structurally com-
plex constructions (Rimell et al., 2009; Choi et al.,
2015; Yang et al., 2015). What such datasets exist
are limited in various ways: syntactic granularity
(Gahl et al., 2004), interpretability of the metrics
(Hawkins et al., 2020), or tailored to particular the-
oretical questions (Trueswell et al., 1993; Garnsey
et al., 1997), curbing the degree to which they can
be extended for more general use.

In this work, we introduced a fully automated
pipeline for estimating VFFs, leveraging recent ad-
vances in artificial intelligence for both sentence
generation and syntactic parsing. By prompting an
LLM to generate diverse, contextually grounded
sentences using a target verb, and then instructing
it to parse those sentences using linguistic con-
ventions, we created a syntactically annotated cor-
pus of over 45,000 sentences spanning 476 En-
glish verbs. This dual-use of the LLM represents a
novel contribution, enabling scalable VFF estima-
tion without any manual intervention.

We benchmarked this approach against three ma-
jor sources of VFF norms: Gahl et al. (2004) for
broad coverage of argument types; Trueswell et al.
(1993) and Garnsey et al. (1997) for NP/SC am-
biguities; and Hawkins et al. (2020) for datives.
The LLM parser significantly predicted human data
in all three cases, and in nearly every compari-
son outperformed the Berkeley Neural Parser (and
the Stanford Parser; see Supplementary Section F).
These results validate both steps of the pipeline:
the use of LLMs to simulate naturalistic syntax
in generation, and their ability to produce linguis-
tically coherent parses. The pipeline’s ability to
recover known alternation patterns across diverse
verbs highlights its utility for psycho- and neuro-
linguistic research, where fine-grained verb frame
frequencies are critical but difficult to obtain at
scale.

More broadly, this work lays the foundation for
future research using VFFs in both cognitive sci-
ence and NLP. The resulting database includes
more verbs, finer-grained distinctions, and broader
coverage of structural alternations than any existing
dataset. It can be readily extended to new verbs,
languages, or syntactic phenomena. As tools like
LLMs continue to improve, this pipeline could
enable rapid, domain-specific estimation of syn-
tactic preferences—supporting applications from
psycholinguistic modeling to improved syntactic
generalization in neural architectures.
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Limitations

This study constitutes a first attempt at building
a verb-frame frequency database using large lan-
guage models (LLMs) for both corpus generation
and syntactic parsing. By automating both steps,
the pipeline offers a scalable alternative to the previ-
ously labor-intensive processes of dataset creation,
curation, and manual parsing. However, because
the same model is used for generation and parsing,
it is difficult to disentangle whether any observed
limitations in accuracy stem from one stage or the
other. Future work might separate these steps —e.g.,
by parsing human-written corpora or applying dif-
ferent models at each stage—to better isolate their
contributions.

Our approach also involves a number of assump-
tions that merit further evaluation. To automate cor-
pus creation for a targeted set of verbs, we used an
LLM to generate sentences given those verbs. This
assumes that the syntactic distributions produced
by the model approximate those found in natural
language environments. While this assumption is
plausible given the size and breadth of LLM train-
ing corpora, the degree of variability in LLM out-
puts is modulated by hyperparameters that we did
not manipulate (e.g., temperature, top_p, top_k).
Our results showed strong correlations with exist-
ing corpora, but future work could improve perfor-
mance by tuning these parameters to better match
naturalistic distributions.

A related limitation is that the pipeline includes
many degrees of freedom, any of which could im-
pact the results. This leaves open many avenues
for future research, for instance, evaluating the im-
pacts of model parameters like temperature, nu-
cleus sampling, token sampling, max tokens, and
the frequency penalty; different model architec-
tures (e.g., decoder-only transformers like GPT-3
or LLaMa vs. encoder-decoder models like TS or
BART); and input-level decisions (e.g., verb form,
context inclusion, prompt phrasing, or the num-
ber of examples per request). Here we focused
on introducing the method and demonstrating its
potential for achieving high quality results with
minimal manual effort.

An anonymous reviewer points out that, since
both sentence generation and frame extraction are
performed using models from the GPT family, it is
possible that syntactic patterns in the generated data
may align closely with the model’s own parsing ex-
pectations, potentially inflating parsing success. To

reduce potential circularity, we used different mod-
els for each stage: GPT-40-mini for generation and
GPT-4o for parsing. While both belong to the same
family, they differ in architecture, capacity, and
likely training exposure, reducing the chance that
parsing simply reflects generation structure. Still,
it is likely there is some degree of representational
overlap. This concern is somewhat mitigated by our
validation against independent, human-annotated
benchmarks and legacy parsers. If circularity dom-
inated, alignment to external gold standards would
not systematically improve over baselines; we in-
stead observe consistent gain. Nonetheless, fu-
ture work should address this more directly by us-
ing models from entirely different families (e.g.,
LLaMA 3) for parsing.

One further limitation with respect to Gahl et al.
(2004) is that we did not include passives. It re-
mains unclear exactly how to determine which syn-
tactic frame a passive verb belongs to: for instance,
is “the melon was eaten” transitive, since the canon-
ical object of “eat” is “melon”? Or is “eat” intran-
sitive since “melon” is the syntactic subject here?
And what is the relationship between each of these
possibilities and the neural and model implemen-
tation of VFFs? In response to these unknowns,
previous work like Gahl et al. has separately esti-
mated VFFs for each possibility. In our case, both
parsers showed inconsistent treatment of passives,
further complicating analysis. For simplicity and
clarity, we excluded them from the present study.

Finally, our parser comparison focused on just
two parsers: the Stanford CoreNLP constituency
parser and Berkeley’s neural parser. However,
many other widely used parsers exist (e.g., spaCy
(Honnibal et al., 2020), Stanza (Qi et al., 2020),
AllenNLP, etc.). Each offers distinct strengths
and may outperform the Stanford/Berkeley parsers
on certain constructions. Future research should
benchmark LL.M-based parsing against these alter-
natives, as even higher accuracy may be achieved
from hybrid pipelines: for instance, using an LLM
to generate a corpus given verbs/criteria of inter-
est, and then using an existing automated parser to
parse the output. Notably, our released code and
data enable such evaluations without the need to
rerun the APIs to generate the sentence corpus.
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A Context generation

For context generation, we used Open AI’s Chat-
GPT interface to the GPT-ol model (OpenAl,
2024b) on January 25th, 2025 with the following
prompt:

I’'m working on a norming task where I ask
participants to produce words in sentences. I want
to provide participants with a short context — just a
simple phrase like “on the tennis court,” “debating
vaccine mandates,” or “about to give birth.” I will
instruct them to say the first sentence that comes to
mind using given a word and one of these contexts.
Please help me come up with contexts by generating
a CSV with two columns: “number” and “context”.
The “number” column should number the contexts
from 1 to 1000, and the “context” column should
contain 1000 different contexts, all roughly 3-4
words long. After generating this CSV, please go
back and ensure that there are no duplicates.

B Sentence generation

B.1 System message

You are a random sentence generator,
tasked with generating natural-
sounding sentences like those you
might find in a conversation, movie,

or newspaper.

The random sentence generator should
provide sentences with varied
meanings, tenses, and syntactic
structures, simulating random draws
from sentences anywhere on the

internet -- including in movies,
newspapers, conversations, forums,
etc.

I will provide you with a short context
and a numbered list of exactly " +
str(n_verbs_expected) + " verbs.

You must return exactly " + str(n_verbs_
expected) + " lines, one line per
verb in the same order, each of
which uses the verb of the
corresponding number in a sentence
that might be uttered in the given
context.

Responses do not have to include words
from the context, but please ensure
they are thematically related.

Please return responses in tab-delimited
format, with the verb in the first
column (labeled 'verb') and the
corresponding sentence in the second
(labeled 'sentence').

Number the sentences according to the
numbers for each verb using the
format '1. [sentence herel]', '2. [
some other sentence]', etc.

For instance, if I gave you the context
'at the beach' and the verb list '1.

give\n2. stop\n3. trip\n4. hold',

you might respond: 'give\t1l. I gave the
children a shovel and pail to make a

sand castle.\nstop\t2. Stop!\ntrip\
t3. While running in the surf, she
tripped over driftwood.\nhold\t4.
Hold onto the fishing rod for me
while I run to the hotel!'"” +
f"\n\nContext: {context_str}\n\n

C LLM Parser

C.1 System message

You are an expert linguist.

You will be given a structured JSON
object containing multiple verb-
sentence pairs. Each entry includes:

- id: A unique numeric identifier.

- verb: The target verb.
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- sentence: The full sentence containing
the verb.

Your task is to, for each entry:

1. Identify the clause containing the
given verb.

2. Remove everything except the clause
that contains the verb.

3. Within this clause, remove:

- The subject of the clause.

- The verb itself.

- All optional modifiers and adjuncts
(e.g., time, manner, or location
expressions that are not

required or licensed by the verb).

4. Return only the verb's selected/
subcategorized arguments, meaning
the arguments that the verb requires

or licenses.

Formatting Rules:

- Each argument must be enclosed in
square brackets: [].

- Once you have done this, label each
bracketed argument by what kind of
phrase/clause it is, using the
following labels (Penn Treebank
clause- and phrase-level tags)
exactly: S, SBAR, ADJP, ADVP, NP, PP
, PRT, QP, VP, WHADJP, WHAVP, WHNP,
WHPP.

- If the verb is intransitive (has no
arguments), return:

- If the verb is not present or not used
as a verb, return: 'NA'.

**Expected JSON Output Format:=**

For each input entry, return a JSON
object with:

- id (must match the input ID exactly)

- verb (must match the input verb
exactly)

- arguments (a list of extracted
arguments in brackets and tagged).

Example verb-sentence pairs (input) and
the target formatted arguments (
ouptut):

- Verb: gave, Sentence: 'She gave me a
cake on my birthday.' -> '[me]l_NP [a

'[intransitive]’.

cake]_NP'
- Verb: sent, Sentence: 'We sent the
package to the wrong address.' -> '[

the package]_NP [to the wrong
address]_PP'
- Verb: left, Sentence: 'He left home
yesterday.' -> '[home]_NP'
- Verb: believe, Sentence: 'I want to
believe that he'll be okay, but it's
not a given.' -> '[that he'll be
okay]_SBAR'
- Verb: paint, Sentence: 'As soon as
they moved in they painted the house
yellow, horrifying the neighbors.'
-> '[the house]_NP [yellow]_ADJP'
- Verb: told, Sentence: 'They told me to
piss off.' -> '"[me]_NP [to piss off

1_VP'

- Verb: know, Sentence: 'I know the
answer for sure.' -> '[the answer]_
NP'

- Verb: complain, Sentence: 'She
complained about the noise.' -> '[

about the noise]_PP'

Particles should be included separately
if they belong to the verb (e.g., '
gave up' -> '[up]_PRT'), whereas
prepositions should be included only

if they are the head of a phrase
required by the verb (e.g., '
apologize to someone' -> '[to
someone]_PP'). \

- Verb: threw, Sentence: 'She was so
nervous she threw up as soon as she
arrived.' -> '[up]_PRT'

- Verb: own, Sentence: 'And worst of all
, he never owned up to having lied
to us all.' -> '[up]_PRT [to having
lied to us all]_PP'

Treat coordinated structures as a single

structure, as in:

- Verb: give, Sentence: 'She gave me and

my sister candy.' -> '[me and my
sister]_NP [candy]_NP'

If the verb has no arguments (is
intransitive), return '[intransitive

1', as in:
- Verb: slept, Sentence: 'I slept
soundly.' -> '[intransitive]'

If the verb is not present in the
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sentence, or if it is not used as a
verb, return 'NA', as in:

- Verb: chuckle, Sentence: 'Susan gave a
quick chuckle before she turned and
walked away.' -> 'NA' (since

chuckle is used as a noun rather
than a verb).

Do NOT infer missing arguments. Only
extract what is explicitly present
in the sentence.

Return only the extracted arguments. Do
NOT include explanations or
additional commentary.

Return the extracted arguments in the
same order as they appear in input.

Example JSON input and output:

json
{
"input”: [
{ "id": 1, "verb": "gave", "sentence
": "She gave me a cake on my
birthday." 3},
{ "id": 2, "verb”: "sent"”, "sentence
": "We sent the package to the
wrong address.” 3},
{ "id": 3, "verb"”: "left"”, "sentence
": "He left home yesterday.” }
]
}

Example JSON output, corresponding to
the above example JSON input: \

“json
{
"output”: [
{ "id": 1, "verb": "gave", "
arguments”: ["[me]_NP", "[a cake
1_NP"] 3,
{ "id": 2, "verb": "sent", "
arguments”: ["[the package]_NP",
"[to the wrong address]_PP"] 3},
{ "id": 3, "verb": "left", "
arguments”: ["[home]_NP"] }
]
3

Each entry in the output **must include
the original ID*x. \

Do not change the order or skip any
entries. \

Before returning the output, double-
check that: \

1. Every input verb has a corresponding
output.\n \

2. The number of entries in the output
matches the number of inputs.\n \

3. Each response contains only extracted

arguments in brackets with phrase/

clause labels in the format [
argument]_label.

Return only a well-formed JSON object.
Do not include any additional text,
explanations, or formatting outside
the JSON structure.

D Frequent Subcategorization Frames
and Examples

The 10 most common frames (summing across verb
frame categories assigned by GPT-40, the Berkeley
Neural Parser, and the Stanford Parser) are listed
below, with examples from our dataset. Figure 1
shows their counts per parser in our dataset (out of
a total of 61,427 sentences, after exclusions).

1. NP (i.e., transitive), like threaten in “The on-
going crisis threatens the stability of the re-
gion.”

2. NP-PP, like reserve in “We need to reserve

resources for those who need them most.”

3. PP, like insist in “We must insist on trans-
parency in the recovery process.”

4. SBAR (i.e., sentential complement), like note
in “Please note that the situation is evolving
rapidly.”

5. Intransitive, like arrive in “Help finally began
to arrive after days of waiting.”

6. NP-SBAR, like ask in “I will ask my neigh-
bors if they need help after the storm.”

7. S, like pretend in “Don’t pretend you know
how to tie that knot if you really don’t.”

8. PP-PP, like boast in “I will boast about this
trip to everyone I know.”

9. VP, like regret in “We may regret not acting
sooner if we don’t step up now.”

10. NP-ADVP, like throw in “I want to throw my
worries aside and just ask for help.”
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E Comparing the GPT-40 and Berkeley
Parsers to Gahl et al.

We compared the results from the GPT-40 and
Berkeley parsers to Gahl et al.’s manually anno-
tated data for the seven modal frames in Gahl et al.’s
dataset: intransitives (including PPs, as in Gahl et
al.; Fig. 7), transitives (i.e., NPs; Fig. 2) sentential
complements (SCs; Fig. 8), particles (e.g., clean
up; Fig. 9), particles and NPs (e.g., pick up your
clothes; Fig. 10), nouns and sentences (e.g., tell
your mother|[yp [(that) she’s always welcomeJsc;
Fig. 11), and non-finite clauses (e.g., he refused
to try; Fig. 12). Results of the linear models are
summarized in Table 2.
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Figure 7: Evaluating the GPT-40 and Berkeley Parser’s
estimates of intransitivity rates by comparing them to
Gahl et al.’s (2004) gold-standard dataset. To facili-
tate comparison, we followed Gahl et al. and counted
prepositional phrase (PP) complements as intransitive
for this analysis. Both automatic parsers’ results were
significantly correlated with the Gahl et al. frequencies,
but GPT-4o (left) produced a better fit (r> = .611) than
the Berkeley Parser (right; 72 = .339).
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Figure 8: Comparing our estimates of sentential com-
plement (SC; e.g., believe [that you can do it]y) fre-
quencies per verb to Gahl et al. (2004). GPT-4o0 (left)
accounted for slightly more variance than the Berkeley
Parser (right).
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Figure 9: Comparing our estimates of particle (e.g.,
clean up) frequencies per verb to Gahl et al. (2004).
GPT-40 (left) accounted for more variance than the
Berkeley Neural Parser (right).
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Figure 10: Comparing our estimates of particle-NP (e.g.,
pick [up Jpar. [your clothes [yp) frequencies per verb to
Gahl et al. (2004). GPT-40 (left) accounted for more
variance than the Berkeley Neural Parser (right).
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Figure 11: Comparing our estimates of NP-Sentence
(e.g., tell [your mother]yp [(that) she’s always
welcome]sc) frequencies per verb to Gahl et al. (2004).
GPT-40 (left) accounted for more variance than the
Berkeley Neural Parser (right).
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Figure 12: Comparing our estimates of nonfinite clausal
complements (e.g., he refused to try) frequencies per
verb to Gahl et al. (2004). GPT-4o0 (left) accounted for
more variance than the Berkeley Neural Parser (right).
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GPT-40 Berkeley Winning Degree of
Structure 2 p-value | r?  p-value Structure Parser log,(BF) Evidence
Transitive 417 <001 **|.187 <.001 *** Transitive GPT-40 15.064 Decisive
Intransitive  .517 <.001 ***|.151 <.001 *** Intransitive ~ GPT-4o 36.518 Decisive
Intrans./PP 611 <.001 ***|.339 <.001 *** Sentence GPT-40 8.889 Decisive
Sentence 520 <.001 ***|.509 <.001 *** Particle Stanford -0.350 None
Particle 109 <.001 ***[.040 .002 ** NP-Sentence GPT-40 7.213 Decisive
NP-Sentence .124 <.001 ***|.003 .365 n.s. Non-finite GPT-40 5.404 Decisive
Non-finite  .544 <.001 ***|.513 <.001 *** Particle-NP  GPT-40 9.445 Decisive

Particle-NP .267 <.001 ***].192 <.001 ***

Table 2: Model results. For the seven modal structures
in Gahl et al. (2004), we modeled their gold-standard
VFF estimates as a function of our estimates from the
GPT-40 and Berkeley parses. Significance codes: n.s.:
not significant; * < .05; ** < .01; *** < .001.

F Comparisons between GPT-40 and the
Stanford Parser

In the main text and preceding supplementary
sections, we compared GPT-40’s performance to
that of the Berkeley Neural Parser. Here, we re-
peat those comparisons using the Stanford Parser,
which, while still widely used, reflects an earlier
generation of constituency parsing models. Table
3 summarizes the results of a series of Bayesian
model comparisons aiming to determine whether
there was more evidence for the GPT-40 estimates
or the Stanford estimates. Where there was evi-
dence, it decisively favored GPT-40.
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Figure 13: Evaluating the GPT-40 and Stanford Parsers’
estimates of transitivity (i.e., NP frame) rates by com-
paring them to Gahl et al.’s (2004) gold-standard dataset.
Results showed significant correlations for both parsers,
but GPT-4o (left) produced a better fit (r? = .417) than
the Stanford Parser (right; 2 = .220).

Table 3: Model comparisons. For seven structures, we
compared models predicting Gahl et al.’s (2004) gold-
standard VFFs using the GPT-40 or Stanford VFFs. The
resulting Bayes Factors (BFs) indicate how much more
evidence there was for the GPT-40 VFFs than the Stan-
ford VFFs (positive values in log-space) or vice versa
(negative). BFs were interpreted according to the Jef-
freys (1998) scale. For six of the seven structures, we
found “decisive” evidence that the GPT-40 estimates fit
Gahl et al.’s VFFs better than the Stanford estimates.
For the particle frame, there was numerically more ev-
idence for the Stanford results, but not enough to be
credible (“barely worth mentioning” on the Jeffreys
scale).
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Figure 14: Comparing the GPT-40 and Stanford parsers’
intransitivity rates to Gahl et al. (2004). To facilitate
comparison, we followed Gahl et al. and counted prepo-
sitional phrase (PP) complements as intransitive for this
analysis. GPT-4o (left) produced a better fit (r2 = .611)
than the Stanford Parser (right; 72 = .351).
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Figure 15: Comparing our estimates of sentential com-
plement (SC; e.g., believe [that you can do it],) fre-
quencies per verb to Gahl et al. (2004). GPT-40 (left)
accounted for more variance than the Stanford Parser
(right).
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Figure 16: Comparing our estimates of particle (e.g.,
clean up) frequencies per verb to Gahl et al. (2004).
GPT-40 (left) accounted for the same amount of vari-
ance as the Stanford Parser (right), although whatever
success the Stanford model had here was largely driven
by one verb: sit.
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Figure 17: Comparing our estimates of particle-NP (e.g.,
pick [up [par. [your clothes[yp) frequencies per verb to
Gahl et al. (2004). GPT-40 (left) accounted for more
variance than the Stanford Parser (right).
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Figure 18: Comparing our estimates of NP-Sentence
(e.g., tell [your mother]yp [(that) she’s always
welcomeJsc) frequencies per verb to Gahl et al. (2004).
GPT-40 (left) accounted for more variance than the Stan-
ford Parser (right).
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Figure 19: Comparing our estimates of nonfinite clausal
complements (e.g., he refused to try) frequencies per
verb to Gahl et al. (2004). GPT-4o0 (left) accounted for
more variance than the Stanford Parser (right).

GPT-40 Stanford
Structure r2  p-value | r2  p-value
Transitive 417 <001 ***|.220 <.001 ***
Intrans./PP 611 <.001 ***|.351 <.001 ***
Sentence 520 <.001 ***|.433 <.001 ***
Particle 109 <.001 ***|.108 <.001 ***
NP-Sentence .124 <.001 ***|.004 .323 n.s.

544 <001 ***|.001 <.001 ***
267 <.001 ***|.131 <.001 ***

Non-finite
Particle-NP

Table 4: Model results. For the seven modal structures
in Gahl et al. (2004), we modeled their gold-standard
VFF estimates as a function of our estimates from the
GPT-40 and Stanford parsers. Significance codes: n.s.:
not significant; * < .05; ** < .01; *** < .001.
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F.1 The NP/SC Ambiguity: Stanford
Comparisons

Figure 20 shows the results of comparing the rela-
tive rate of NP and SC completions from the GPT-
40 and Stanford Parsers to estimates from the lit-
erature (a direct parallel to Fig. 4). The GPT-40
estimates significantly predicted the estimates from
Trueswell et al. (1993) (r2 = .468, p < .001) and
Garnsey et al. (1997) (r? = .390, p < .001), while
the Stanford Parser significantly predicted the Gar-
nsey et al. biases (72 = .386, p < .001) but not the
Trueswell et al. (r? = .069, p = .075). Bayesian
model comparison of GPT-40 vs. Stanford results
revealed “decisive” evidence in favor of the GPT-
4o estimates when modeling Trueswell et al.’s data
(log10(BF)= 4.128; Jeffreys 1998), but no notewor-
thy evidence in favor of either parser for modeling
Garnsey et al.’s data (log10(BF)= .040).
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Figure 20: Evaluating GPT-40 (left column) and Stan-
ford Parser (right) estimates of NP bias for NP/SC verbs.
We compared our estimates to those from two prior stud-
ies: Trueswell et al. (1993; top row) and Garnsey et al.
(1997; bottom). Both parsers significantly predicted the
Garnsey et al. results, but only GPT-40 significantly
predicted Trueswell et al.’s data.

F.2 Intransitivity Estimates: Stanford
Comparisons

Here we report the analyses in Section 3.5, but com-
paring GPT-4o to the Stanford Parser. Consistent
with our findings above, Fig. 21 shows that exclud-
ing PPs from intransitivity counts again resulted in
worse fits for both parsers, reducing 7 from .611
to .517 for the GPT-40 parser (left column) and
from .351 to .023 for the Stanford Parser (right).
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Figure 21: Evaluating the effect of including PP frames
in intransitivity counts. For both the GPT-40 (left) and
Stanford (right) parsers, including PPs (as Gahl et al.
(2004) did) produced a better fit (top) to Gahl et al.’s
estimates than excluding them (bottom), meaning that
Gahl et al. lost meaningful information by collapsing
these categories.

F.3 The Dative Alternation: Stanford
Comparisons

To evaluate the accuracy of these estimates, we
compared them to the relative preference ratings
reported in Hawkins et al. (2020) for the 150 verbs
our studies shared in common. Many verbs had
no DO completions at all (the row of dots at the
bottom of both panels in Fig. 6), consistent with
Hawkins et al.’s inclusion of non-alternating PO
verbs. As before, we performed a Bayesian model
comparison, which revealed “decisive” evidence
(log10(BF)= 3.585; Jeffreys 1998) in favor of the
GPT-4o results over the Stanford results.
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Figure 22: Evaluating the GPT-4o0 (left) and Stanford
(right) Parsers’ estimates of DO/PD bias for dative verbs.
We compared estimates to Hawkins et al.’s (2020) rela-
tive preference ratings. Many of the verbs they included
are non-alternating (e.g., whisper), and for the majority
of these neither GPT-40 nor the Stanford parser iden-
tified any DO completions. To avoid infinities, we set
proportions of 0 (no instances) or 1 to .001 and .999,
respectively, capping log-odds values at +6.907 (the
row of black dots at the bottom of each plot). Both
parsers significantly predicted preference ratings, ac-
counting for comparable amounts of variance (GPT-40
r2 = .195; Stanford r2 = .229), although Bayesian
model comparison revealed “decisive” evidence in favor
of the GPT-40 estimates.
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