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Abstract

Although Farsi is widely spoken, no com-
prehensive benchmark exists for assessing
commonsense reasoning in language mod-
els. We therefore present FarSense, a 6-task
benchmark for Farsi covering True/False judg-
ment, multiple-choice questions, Explanation,
Cause-Effect inference, Counterfactual rea-
soning, and Knowledge Completion. Start-
ing from Farsi-Wikipedia, we filtered noise
and retained 4,210 passages, rewrote them
into realistic daily scenarios, and derived
the above tasks from each scenario. Sce-
nario and task generation quality was first
judged via native-speaker annotations on out-
puts from five major LLMs—GPT-40, Gemini-
2.5-Flash, Mistral-Large, Qwen-Plus, and
DeepSeek-Chat. Gemini-2.5-Flash demon-
strated the highest performance, leading to its
use in generating a large-scale dataset, subse-
quently finalized through meticulous two-step
human validation. Using FarSense, we mea-
sured the commonsense ability of the same
five flagship LLMs and also fine-tuned six
compact models (1B—24B parameters) before
re-evaluating them. To ensure broad applicabil-
ity, task wording was designed to minimize di-
alectal, cultural, or religious bias. Experiments
show that targeted fine-tuning yields substan-
tial gains, confirming FarSense as a reliable,
openly licensed resource for advancing repro-
ducible commonsense understanding research
in Farsi NLP. We publicly release all code and
data at https://github.com/KamyarZeinalipour/
FarSense.

1 Introduction

Although Farsi is widely spoken, there is currently
no comprehensive benchmark for evaluating com-
monsense reasoning in language models for this
language. This notable gap prevents an accurate
assessment of how effectively state-of-the-art lan-
guage models can handle commonsense reasoning
tasks in Farsi (Khashabi et al., 2021). Existing

Task 1: Multiple Choice Question
Q: Tl 5liia Sy 028 33 31 248 1y 30 ol LS ) 20 4 8 e 31 e
Q:In what way does Sara consider crying from watching a sad movie different from crying while

chopping onions?

Correct Answer: B) ¢l iy Gaae Cllia) 3525 020 Lasay
Correct Answer B: The presence or absence of deep emotions behind it.

Task 2: True/False judgment

Statement: 383 ¢ 3l 3L I L 4gal yo )3 kil 03 S 4 £,
Statement : Crying only happens in response to unpleasant events.
Answer: False

Task 3: Cause -Effect inference

Cause: 25 |y oan 8 o3l Uy IS (51 25155 ol

Cause : The human brain cannot find a justification for a problem that has occurred

Effect: 354 4145 3 8 sl
Effect : The person's emotions are released

Task 4: Completion

Sentence: yhicm-p 5l (sas GES) 5 Sl pom a5k a3 Sl 008 23 A4S acsl
Sentence: The tears produced while chopping onions are merely a chemical reaction and lack "-—---".

Answer: g
Answer : emotion

Task 5: Explanation

Q: 1220 5195 (5 ighaac CSCla Ly ol (Kme €3 a4 8 plaa 4S (i g3 35S JSKE D) 3
Q : Why does Sara think that her friend who cries constantly might be facing deeper problems?

Ar ) ML (g o ghae g € N ay s o) 5 IS 51 s 018 e 4S e (B (e 5 4 o S | s
el S (g AL L a5 e 3 ) e (AL

A : Sara believes that crying happens when the brain cannot find a solution to problems. Her friend's
constant crying is a sign that his brain is unable to justify or cope with his issues.

Task 6: Counterfactual reasoning

Q: 250 Sl a3 33 an Ll €333 03,8 LA 3038 jlnas (538 S 3800t ol sla 43 )l 1
Q : If Sara had watched a very funny comedy instead of a sad movie, could she still have cried?

A Uy ) 5 30 5 pean 5 3n i 38 ) (5 51 e 48 4 S m LB e 03 21 2 e e il
22 isee,

A Yes, itis quite possible. Sara mentions at the end that crying can also result from overwhelming
joy and has deep roots.

Figure 1: Ilustrative example of subtasks. Full subtasks
are provided in Appendix A

benchmarks primarily focus on English, including
datasets such as CommonsenseQA (Talmor et al.,
2019), COPA (Roemmele et al., 2011), Social IQa
(Sap et al., 2019), and SemEval-2020 Task 4 (Wang
et al., 2020). However, such resources are scarce or
entirely absent for most other languages, including
Farsi, highlighting a broader multilingual limita-
tion in commonsense research (Sakai et al., 2024b;
Shamsfard, 2019). Prior work on Farsi has typ-
ically addressed general language understanding
tasks (e.g., ParsiNLU; Khashabi et al., 2021) or
specialized domains (e.g., Farsi social norms; Saf-
fari et al., 2024), but has not tackled the broader
and crucial area of commonsense reasoning com-
prehensively.
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Research Questions.
overarching question:

This study addresses the

Problem Statement

How can we leverage Large Language Mod-
els to effectively generate and utilize a com-
prehensive benchmark dataset for evaluat-
ing and enhancing commonsense reasoning
capabilities in Farsi?

Specifically, we explore four research questions:

¢ RQ1: How effective are current state-of-the-
art LLMs for generating high-quality, diverse
commonsense reasoning tasks and scenarios
in Farsi?

* RQ2: RQ2: How effective is a hybrid data-
generation approach—combining LLM out-
put and rigorous human validation—for devel-
oping a comprehensive Farsi commonsense
benchmark?

* RQ3: What is the performance of leading
large language models (LLMs) on various
commonsense reasoning tasks in Farsi, and
which types of commonsense queries pose the
greatest challenge?

* RQ4: How much does fine-tuning smaller
language models on the FarSense dataset
improve Farsi commonsense reasoning com-
pared to (i) their own off-the-shelf (pre-tuning)
baselines and (ii) larger general-purpose mod-
els?

Task framing: FarSense evaluates context
grounded commonsense reasoning (CG-CSR):
models must apply causal, temporal, social, and
counterfactual schemas to a provided narrative.
This contrasts with (i) knowledge-centric CSR
(e.g., CommonsenseQA(Talmor et al., 2019),
HellaSwag(Zellers et al., 2019)), which probes
unstated world knowledge, and (ii) extractive
reading comprehension (e.g., SQuAD(Rajpurkar
et al., 2016)/TriviaQA(Joshi et al., 2017)), which
can often be solved by span lookup. In FarSense,
answers are non-extractive (no-span rule) and
require reasoning over the given scenario, not
recall of external facts.

‘Wikipedia text

3 (ol LA Ly 308 ol ab 5 e Cila S 5 B (5l L 4S sl (ubisal (S5 45 £
il gl (lsard SWeS o

o550 31 51 figa 5 Hligm 23 oonl S S €0 5 (b 3 g STy 50 € el
s 2l 3l el a |y (S sl

Crying is an emotional response accompanied by tears and changes in facial expression, and
it differs from tears caused by chemical stimuli,

Often, crying arises when the mind is unable to understand or rationalize an emotional
problem, and it may stem from sorrow, depression, or even intense joy...

Scenario

8 23 lf (Al G5 L oyt GAACKEN 128 48 kil 58008 i K o3 b s Ui
Clalosa) G433 (sl Gl o4 8 dragh 5 3,8 K8 Sl 3l 80 Sy gusbuaa) ST (e S 4y 4l
N 23 (5 Ay 03 B

Last night, Sara cried uncontrollably while watching a sad movie; her tears streamed down
along with trembling lips and quiet sobs.

She thought about the difference between emotional tears and those caused by onions, and
realized that crying is a way to relcase cmotions when the mind has no answer for the pain...

Figure 2: Illustrative example of generated scenario.
Full texts are provided in Appendix A.

Approach and Results. We introduce FarSense,
a robust benchmark comprising six distinct com-
monsense subtasks for Farsi. We initially gath-
ered approximately 4,210 paragraphs from Farsi
Wikipedia, converting them into realistic everyday
scenarios enriched with commonsense elements
(Figure 2 ). Scenarios and associated tasks were
initially generated using five major LLMs (GPT-
40, Gemini-2.5-Flash, Mistral Large, Qwen-Plus,
and DeepSeek-Chat), evaluated through rigorous
human annotation. Gemini-2.5-Flash emerged as
the best-performing model and was subsequently
used to generate the complete benchmark, un-
dergoing meticulous two-step human validation.
The subtasks include verifying factual statements
(True/False), Explanation, multiple-choice ques-
tions, cause-effect reasoning, counterfactual rea-
soning, and knowledge completion tasks (Figure 1).
Our large-scale evaluation reveals a wide perfor-
mance band (overall macro scores: 0.663-0.700)
across five flagship LLMs: while binary facts
and multiple-choice items are near-solved (in the
0.95-0.97 accuracy range), causal and counterfac-
tual generation remain starkly difficult (BLEU <
0.11). Crucially, fine-tuning six compact models
(1 B-24 B) on FarSense lifts their macro score by
an average of +0.10 (= 10 pp)—and by +23 pp for
Llama-3-1B—confirming that the benchmark is not
only diagnostic but also an effective training cur-
riculum for resource-constrained Persian models.

Contributions. Our main contributions include:
(1) Introducing FarSense, the first comprehensive
commonsense reasoning benchmark specifically
designed for Farsi, consisting of six diverse, human-
validated subtasks; (2) Proposing and validating
an effective hybrid methodology combining LLM-
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driven scenario generation with rigorous human an-
notation; (3) Conducting extensive evaluations of
multiple state-of-the-art language models in Farsi
commonsense reasoning, providing insights into
their capabilities and limitations; (4) Demonstrat-
ing the effectiveness of fine-tuning using FarSense
to significantly improve commonsense reasoning
performance in smaller-scale Farsi models. (5) Pub-
licly releasing the FarSense benchmark dataset,
associated source code, and fine-tuned models to
facilitate reproducibility and encourage further re-
search on Farsi commonsense reasoning.

Paper Structure. Section 2 reviews related work,
Section 3 details dataset creation, Section 4 reports
experiments, Section 5 concludes, and Section 6
discusses the limitations of the research.

2 Related Work

Commonsense Reasoning Benchmarks in En-
glish: Most commonsense reasoning benchmarks
in NLP have focused on English, leading to a wide
range of datasets targeting different types of rea-
soning. CommonsenseQA (Talmor et al., 2019)
introduced multiple-choice questions based on Con-
ceptNet to evaluate general commonsense knowl-
edge. COPA (Roemmele et al., 2011) focuses
on causal reasoning, while Social IQa (Sap et al.,
2019) explores social motivations and interactions.
SemEval-2020 Task 4 (Wang et al., 2020) evaluates
both validation and explanation of commonsense
knowledge. While these benchmarks have driven
substantial progress, they remain limited to English
and do not capture the linguistic and cultural nu-
ances needed for multilingual commonsense evalu-
ation.

Multilingual and Low-Resource Commonsense
Datasets: To broaden the scope beyond En-
glish, several multilingual datasets have emerged.
Translation-based resources like XCOPA (Ponti
et al., 2020), an extension of COPA, offer initial
steps toward multilingual commonsense reasoning.
However, such datasets often inherit cultural as-
sumptions and biases from English, limiting their
validity across languages (Shamsfard, 2019). More
recent benchmarks such as mCSQA (Sakai et al.,
2024a) use hybrid approaches that combine LLM-
generated content with human validation to create
culturally relevant and cost-effective evaluations.
Likewise, NormBank (Ziems et al., 2023) lever-
aged LLMs and human refinement to construct

a large-scale commonsense knowledge base. In-
spired by these methods, FarSense adopts a similar
hybrid strategy to ensure culturally grounded and
high-quality benchmarks tailored to Farsi.

LLMs as Generators and Evaluators: Recent
work leverages large language models in low-
resource pipelines along two complementary axes:
(i) generation of supervision and evaluation ma-
terial, and (ii) solver/evaluator use. On the gen-
eration side, LLMs automate quiz authoring in
Turkish (Zeinalipour et al., 2024b) and underpin
PersianMCQ-Instruct for multiple-choice question
creation in Farsi (Zeinalipour et al., 2025a). Puzzle-
centric resources similarly scale via LLMs, pro-
ducing crosswords and clue corpora in Italian,
Turkish, and Arabic (Zeinalipour et al., 2024a,c,
2025b,d), with data-driven methods (e.g., Clue-
Instruct) improving clue quality (Zugarini et al.,
2024b). As evaluators/solvers, LLMs answer cross-
word clues (ECWCA) (Zugarini et al., 2024a),
deliver rubric-aligned feedback on student writ-
ing (Zeinalipour et al., 2024d), and help construct
targeted benchmarks in Arabic, from common-
sense reasoning (Lamsiyah et al., 2025) to multi-
dialect dialogue via Shawarma Chats, a triple-
dialect benchmark (Egyptian, Maghrebi, MSA)
with evaluated with automatic metrics (Zeinalipour
et al., 2025¢). These trends motivate our CG-CSR
design for FarSense: LLM-based Scenario Re-
writing and Task Derivation under a strict no-span
rule, followed by two-stage native-speaker valida-
tion for cultural grounding (Section 3) and down-
stream solver assessment (Section 4).

Farsi Language Resources and the Common-
sense Gap: Despite Farsi’s wide usage, few
resources specifically address commonsense rea-
soning. Datasets like ParsiNLU (Khashabi et al.,
2021) focus on general NLP tasks, while PSN (Saf-
fari et al., 2024) targets Farsi social norms. These
lack coverage of general, everyday commonsense
scenarios. The Khayyam Challenge (Ghahroodi
et al., 2024) provides an extensive evaluation
of reasoning skills across disciplines but does
not target commonsense specifically. Similarly,
FarsEval-PKBETS (Shamsfard et al., 2024)
introduces a diverse set of knowledge-intensive
tasks, yet leaves room for improvement in model
performance on practical reasoning. None of these
datasets provide a comprehensive, scenario-based
commonsense benchmark for Farsi.

FarSense addresses this gap by constructing
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CG-CSR (ours) CSR (knowledge) RC (extractive)
Input basis Provided narrative World knowledge Provided passage
Answerability Closed-world Open-world Closed-world
Answer form Non-extractive Option/short fact ~ Often extractive span
Primary skills ~ Causal/temporal/social/counterfactual ~ Conceptual recall Span/local inference
Examples FarSense CSQA/HellaSwag SQuAD/TriviaQA

Table 1: Positioning FarSense within reasoning benchmarks.

culturally contextualized commonsense tasks
directly from Farsi Wikipedia and realistic daily
settings, thereby avoiding translation artifacts.
Its two-stage design—LLM generation followed
by expert human validation—follows successful
practices from multilingual resources (Sakai et al.,
2024a; Ziems et al., 2023). As the first dedicated
Farsi commonsense benchmark, FarSense not
only fills a critical void in the resource landscape
but also offers a replicable methodology for future
benchmarks in other low-resource languages.

Positioning: As summarized in Table 1, we dis-
tinguish three families of benchmarks. (1) CSR
(knowledge-centric) targets implicit world knowl-
edge and associative plausibility, often without a
supporting passage (e.g., CommonsenseQA, Hel-
laSwag; (Talmor et al., 2019; Zellers et al., 2019)).
(2) RC (extractive) evaluates span or short-answer
retrieval from a given passage (e.g., SQuUAD, Trivi-
aQA; (Rajpurkar et al., 2016; Joshi et al., 2017)).
(3) CG-CSR (ours) requires non-extractive rea-
soning over a provided narrative with an explicit
no-span constraint and skills like causal, temporal,
social, and counterfactual inference. CG-CSR is
closest to non-extractive RC that demands reason-
ing beyond span lookup (e.g., DROP, NarrativeQA;
(Dua et al., 2019; Kocisky et al., 2018)), but differs
in its emphasis on commonsense schemas rather
than reading-comprehension objectives.

3 Dataset Construction

Our goal was to build a native Farsi commonsense
benchmark that (i) covers a broad range of reason-
ing types, (ii) is free from translation artefacts, (iii)
is large enough to fine-tune small to medium-sized
models. Detailed steps are enumerated below.

3.1 Source Collection

We deliberately restrict our crawl to important por-
tions of Farsi Wikipedia.

Starting from ten community-maintained in-
dices—such as Featured Articles, Vital Articles,

and Most-Viewed by Topic—spanning mathemat-
ics, history, biology, and literature, ... we retrieve
the pages referenced by each list (Wikipedia con-
tributors, 2025b,a,d,c).

This yields 8,894 candidate articles. From each,
we retain only the lead paragraph—typically a con-
cise, self-contained summary—then apply three
automatic screens: (i) Paragraphs shorter than 100
words are discarded to avoid stubs and disambigua-
tion pages; (ii) Pages containing sensitive or disal-
lowed content are excluded in line with our ethics
protocol. (iii) Navigation or list pages are filtered
out via namespace tags and heuristic detection
of excessive bullet usage. After filtering, 4,210
high-quality seed paragraphs remain, which form
the input to the scenario re-writing stage in the
section (3.2).

3.2 Scenario Rewriting

Our pipeline separates content sourcing from
commonsense packaging. Starting from 4,210
high-quality lead paragraphs extracted from ped-
agogically valuable portions of Farsi Wikipedia
(Section 3.1), we automatically produce realistic,
everyday narratives as follows:

Prompt engineering: A seed COT prompt was
iteratively refined on 30 pilot passages using man-
ual error analysis; the final form (B) yields consis-
tent output across five flagship LLMs—GPT-40
(OpenAl et al., 2024) , Gemini-2.5-Flash (Co-
manici et al., 2025), Qwen-Plus (Bai et al., 2023),
Mistral-Large (Mistral Al, 2025), and DeepSeek-
Chat (DeepSeek-Al et al., 2025).

Automatic generation: Each passage was submit-
ted to five flagship LLMs to generate a 100-300
word commonsense scenario in Farsi that implicitly
conveys all source facts while avoiding specialist
terminology.

Detox and sanity checks: We applied regex filters
to remove profanity, and verified that the output
length met roughly the 100-300 word target. Sce-
narios failing any check were regenerated.
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3.3 Task Derivation

Using the same prompt-engineering strategy out-
lined in Section 3.2, we crafted a second genera-
tion template (Appendix B). For every validated
scenario, we invoked the same LLMs—GPT-40,
Gemini-2.5-Flash, Qwen-Plus, Mistral-Large, and
DeepSeek-Chat—with this second template (Ap-
pendix B) to create six distinct commonsense items,
including one multiple-choice question, two True/-
False statements, a Cause— Effect pair, a cloze
completion item, an explanation prompt—answer
pair, and a counterfactual question—answer pair.
The template enforces three quality gates: (i) the
no-span rule (answers must not appear verbatim in
the scenario), (ii) explicit tagging of the underlying
commonsense skill (cs_skill in physical, social,
temporal, intentional, causal, deontic), and (ii1)
a single-sentence justification why the generated
task is commonsense that could help the human
annotators (why_cs).

3.4 Model Selection

To identify the most reliable LLM for large-scale
scenario and task generation, we ran a con-
trolled pilot on 100 randomly chosen Wikipedia
lead paragraphs (Section 3.1). Each paragraph
was processed twice—once with the Scenario
Re-writing prompt and once with the Task Deriva-
tion prompt—using the five flagship models al-
ready introduced. This yielded 500 candidate sce-
narios and 3,500 task items (7 per scenariol).

Human evaluation protocol. Two native-Farsi
annotators, who grew up in Iran and currently
live in Italy,> with substantial experience in com-
monsense reasoning—both holding a Master’s de-
gree—independently rated each scenario and its
derived tasks using a three-level scale: A (accept-
able), B (partially acceptable), C (unacceptable).
Guidelines and examples (see Appendix C and D)
were provided; annotators were blind to the source
model.

Inter-annotator reliability. During the pilot an-
notation phase, the two annotators achieved 94 %
raw agreement. However, Cohen’s k = 0.35 ap-
pears comparatively low, reflecting the well-known
prevalence paradox (Byrt et al., 1993), where an un-
even distribution of categories inflates the expected-

"Two distinct True/False statements were generated to
cover both truth values.

2Both annotators are authors of this paper and participated
voluntarily without receiving any payment.

Model Scenario Tasks
Score T Score T
Gemini-2.5-Flash 2.6 23
GPT-40 2.4 2.2
Mistral-Large 2.3 2.1
Qwen-Plus 2.2 2.0
DeepSeek-Chat 2.1 1.9

Table 2: Average human-judged quality (3=best) on the
100-paragraph pilot.

by-chance term and thereby deflates x even un-
der high observed agreement. All discrepancies
were subsequently reviewed and resolved through
consensus discussion, and the released dataset
consequently exhibits 100% agreement. Detailed
agreement scores are provided in Table 10 in the
Appendix 10. After independent scoring, all con-
flicting labels were jointly discussed until a consen-
sus.

Scoring. Labels were mapped to numerical
scores (A=3, B=2, C=1) and averaged per model
for (1) scenario quality and (ii) the aggregated qual-
ity of all associated tasks. Results are summarised
in Table 2.

Decision. Gemini-2.5-Flash achieved the highest
mean scores on both dimensions and was therefore
chosen as the backbone model for generating the
full FarSense benchmark. Subsequent human vali-
dation ensured the same rigor and quality applied
at scale.

3.4.1 Large-scale Generation

After selecting Gemini-2.5-Flash as the generator
model (Section 3.4), we applied it to the full set of
4,210 Wikipedia lead paragraphs, generating both
(1) rewritten scenarios and (ii) six associated com-
monsense tasks for each paragraph (Section 3.3).
This procedure produced 4,210 scenario—task bun-
dles (i.e., 29,470 individual items).

Two stage human validation. Each bundle sub-
sequently underwent a rigorous two-stage review:

1. First pass (edit or regenerate). Annotator A
inspected every machine-generated bundle,
performing minimal edits (grammar, spelling,
answer-key alignment) or fully regenerating
items that contained unrecoverable issues. Ex-
amples are provided in Appendix F.

2. Second pass (consensus). Annotator B inde-
pendently reviewed the revised bundle. When-
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ever disagreement arose, the annotators dis-
cussed the item until consensus was reached.

Of the 4,210 bundles, 2,531 (60.1%) required at
least one edit, and 753 (17.9%) were fully regen-
erated. The resulting corpus constitutes the final
FarSense dataset used in Section 4.

3.5 Dataset Statistics

Table 3 summarizes the quantitative profile of the
FarSense corpus. In total, the benchmark com-
prises 29,470 annotated items—six subtasks (with
two True/False items), i.e., seven items per scenario
( 3.3). The entire corpus contains 12.9 M tokens,
with an average of 438 tokens and a median of 429
tokens per item. Lexical diversity, measured by
the type—token ratio (TTR), averages 0.54 and is
broadly consistent across tasks (0.52—0.56), indi-
cating that none of the subtasks is dominated by
formulaic wording.

Task-level observations.

* Length variation. Multiple-choice questions
are the longest (= 481 tokens on average) be-
cause they include the prompt, four answer
options, and detailed rationales. True/False
items are the shortest (=~ 413 tokens) but ex-
hibit the highest average TTR (0.56), reflect-
ing the strong lexical variety introduced by
affirmative vs. negative statements.

* Lexical diversity. Across the corpus, we ob-
serve 71,347 unique word types—about one
distinct type per 181 tokens—which is in line
with benchmarks of similar scale in English.
The low overall corpus TTR (0.01) results
from the large sample size and is typical of
datasets exceeding 10 M tokens.

* Balanced coverage. The seven item types
each contribute roughly 13.5-15.7% of the to-
tal token count, so no single type dominates
the training signal when the benchmark is
used for fine-tuning (4.3).

These statistics confirm that FarSense offers
both breadth—in terms of reasoning skills—and
depth—in terms of lexical variety—making it a
suitable benchmark for evaluating and improving
commonsense reasoning in Farsi language models.

4 Experiments

This section details our evaluation protocol, the
large-scale LLM baselines, the compact model and

fine-tuning recipe, and a quantitative and qualita-
tive analysis of the results.

Data split. For all fine-tuning experiments we
partition the 4,210 scenario—task bundles into 4,000
training items and a held-out set of 210 items for
testing. Although the held-out set contains 210
scenarios, each yields multiple items, resulting in
1,470 evaluated items per model.

4.1 Evaluation metrics.

Each FarSense sub-task is scored with a metric that
matches its answer format:

» Categorical tasks (True/False statements,
single-blank Cloze answers and the multiple-
choice questions ) are evaluated by accuracy,
i.e. exact match between the model output and
the gold label.

* Free-form generation tasks (Cause— Effect,
Counterfactual, Explanation, and the full-
sentence Cloze completions) are scored with
four complementary measures: BLEU-4 (Pap-
ineni et al., 2002), ROUGE-L F; (Lin, 2004),
BERTScore F;? (Zhang et al., 2020), and
cosine similarity* (Reimers and Gurevych,
2019). Their arithmetic mean serves as the
task score.

For each sub-task we compute a task-specific
score as described above. To compare models at a
higher level, we later aggregate these scores into
track-level and overall scores, as detailed in the
aggregation protocol below (§4.2). Cloze blanks
typically expect a single token or short phrase, so
exact string match is the most interpretable mea-
sure (treated as a single label). However, minor
orthographic variants should not count as errors;
therefore, we also log the text metrics above as a
secondary figure.’

4.2 Large-scale LLM Results

This section reports the performance of the five flag-
ship LLMs on the 210-scenario FarSense test set.
Each scenario includes two independent True/False
statements (T/F-True and T/F-False), one 4-way
multiple-choice question (MCQ), one cloze item
(Cloze_cls), and four free-form generation items:

3Computed with microsoft-deberta-xlarge-mnli.

*Computed with sentence embeddings produced by
HooshvarelLab/bert-fa-base-uncased.

This choice follows Yuan et al. (2021)’s recommendation
for short answers.
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Task #Items Avg. tok. Median Avg. TTR Totaltok. Types Corpus TTR
Cause—Effect 4,210 423 413 0.54 1.78 M 66 185 0.04
Cloze 4,210 426 416 0.53 1.79M 65899 0.04
Counterfactual 4,210 458 447 0.53 1.93M 66933 0.03
Explanation 4,210 453 443 0.53 191 M 66 886 0.04
Multiple-Choice 4,210 481 471 0.52 203M 67571 0.03
True/False 1 4,210 413 404 0.56 1.74M 65 960 0.04
True/False 2 4,210 413 403 0.56 1.74M 66 003 0.04
All tasks 29,470 438 429 0.54 1291 M 71,347 0.01

Table 3: Token-level statistics for each FarSense subtask. Types counts unique lexical items after normalising Arabic

and Farsi variants of the same character.

L3-1B Mis-7B L3-3B L3-8B Mis-N Mis-24B

Metric Base FT | Base FT | Base FT | Base FT | Base FT | Base FT

T/F-True Acc 0.767 0905 | 0.743 0919 | 0476 0.929 | 0.843 0.929 | 0924 0.957 | 0.962 0.981
T/F-True Prec 0.180 0.566 | 0.532 0.614 | 0.348 0.625 | 0.566 0.625 | 0.619 0.679 | 0.692 0.778
T/F-True Rec 0.261 0.756 | 0.771 0.959 | 0488 0.963 | 0920 0.963 | 0961 0.978 | 0.980 0.990
T/F-True F1 0.169 0.590 | 0.489 0.664 | 0.239 0.681 | 0.573 0.681 | 0.672 0.752 | 0.768 0.852
T/F-False Acc | 0.367 0.419 | 0910 0.957 | 0981 0.862 | 0.967 0971 | 0981 0976 | 0981 0.976
T/F-False Prec | 0.229 0.257 | 0.810 0.881 | 0.948 0.814 | 0.881 0.889 | 0.912 0914 | 0.930 00916
T/F-False Rec | 0.169 0.169 | 0.958 0.958 | 0.995 0.830 | 0.959 0.964 | 0.996 0.994 | 0.997 0.994
T/F-False F1 0.192 0.210 | 0.877 0917 | 0971 0.814 | 0918 0.924 | 0953 0.954 | 0962 0.952
MCQ Acc 0.267 0.505 | 0.643 0.752 | 0952 0467 | 0962 0962 | 0.952 00952 | 0.962 0.962
MCQ Prec 0.102 0.300 | 0.683 0.710 | 0.593 0.503 | 0.593 0.653 | 0.494 0.702 | 0.594 0.694
MCQ Rec 0.038 0.229 | 0.613 0.671 | 0.579 0.486 | 0.581 0.642 | 0.482 0.686 | 0.580 0.682
MCQF1 0.059 0.259 | 0.577 0.690 | 0.586 0.477 | 0.586 0.647 | 0.488 0.694 | 0.587 0.687
Cloze Acc 0.052 0.067 | 0.333 0.544 | 0.543 0.368 | 0.576 0.697 | 0.586 0.737 | 0.543 0.667
Cloze Prec 0.027 0.036 | 0.201 0.392 | 0.373 0.225 | 0.406 0.481 | 0.416 0.543 | 0.373 0.462
Cloze Rec 0.027 0.036 | 0.201 0.392 | 0.375 0.225 | 0406 0.481 | 0.416 0.543 | 0.375 0.462
Cloze F1 0.027 0.036 | 0.201 0.392 | 0.374 0.225 | 0406 0.481 | 0.416 0.543 | 0.374 0.462

Table 4: Fine-tuning impact on classification-style tasks.

Cause—Effect, Counterfactual, Explanation, and
Cloze_text.

Fine-grained Classification Metrics

* GPT-4o effectively dominates the binary state-
ments and MCQs, achieving the strongest
overall precision—recall-F1, while DeepSeek-
Chat slightly outperforms it on some T/F pre-
cision metrics and attains the best CLOZE s
accuracy.

* DeepSeek-Chat remains unrivalled on short
CLOZE(s confirming its strong grounding of
lexical knowledge.

* All models lose ~40 pp when moving from
MCQ to Cloze, highlighting the difficulty of
pinpointing the exact Farsi token.

Free-form Generation Metrics Free-form rea-
soning is orders of magnitude harder. Even the
best BLEU for CAUSE—EFFECT is only 0.11, sig-
nalling that causal commonsense in Farsi remains a
major research frontier. DeepSeek-Chat and Gem-
ini 2.5-Flash share the top spot, each surpassing
GPT-40 by = 2 pp in the macro average of the four

similarity metrics.

Aggregation protocol. For each model we re-
port three summary scores. The Classification
score is the macro-average of the accuracies on
the four discrete tasks (T/F-True, T/F-False, MCQ,
Cloze.js) from Table 7. The Free-form score is
the macro-average of the four similarity means on
Cause—Effect, Counterfactual, Explanation, and
Cloze;ex: from Table 8. The Overall score in Ta-
ble 9 is then the arithmetic mean of these two track-
level scores:

Overall = %(Classiﬁcation + Free-form).

* DeepSeek-Chat retains first place with an
overall 0.700, edging Gemini-2.5-Flash by
0.004 pp. Its gains stem from Cloze preci-
sion and a slight edge on causal generation.

* Gemini-2.5-Flash matches DeepSeek on
free-form reasoning, confirming the robust-
ness observed during dataset construction.

* GPT-40 excels at MCQ and binary facts but is
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L3-1B Mis-7B L3-3B L3-8B Mis-N Mis-24B

Metric Base FT | Base FT | Base FT | Base FT | Base FT | Base FT

Cause-Effect BLEU 0.005 0.014 | 0.030 0.071 | 0.014 0.026 | 0.052 0.065 | 0.033 0.060 | 0.041 0.090
Cause—Effect ROUGE 0.042 0.126 | 0.176  0.310 | 0.112 0.177 | 0.235 0.293 | 0.199 0.300 | 0.222 0.343
Cause—Effect BERT 0.095 0.492 | 0.553 0.624 | 0.267 0.518 | 0.583 0.623 | 0.547 0.626 | 0.587 0.643
Cause-Effect Cos 0.548 0.641 | 0.700 0.771 | 0.629 0.690 | 0.713 0.770 | 0.721 0.773 | 0.728 0.793
Counterfactual BLEU 0.005 0.014 | 0.021 0.054 | 0.019 0.026 | 0.027 0.050 | 0.024 0.063 | 0.028 0.064
Counterfactual ROUGE | 0.039 0.127 | 0.159 0.280 | 0.097 0.160 | 0.192 0.241 | 0.153 0.258 | 0.185 0.291
Counterfactual BERT 0.089 0.483 | 0.545 0.620 | 0.258 0.506 | 0.573 0.616 | 0.536 0.623 | 0.575 0.639
Counterfactual Cos 0.662 0.780 | 0.815 0.874 | 0.736  0.823 | 0.837 0.870 | 0.842 0.890 | 0.851 0.907
Explanation BLEU 0.004 0.017 | 0.021 0.046 | 0.019 0.029 | 0.026 0.045 | 0.022 0.053 | 0.028 0.054
Explanation ROUGE 0.039 0.152 | 0.157 0.299 | 0.096 0.167 | 0.187 0.250 | 0.150 0.261 | 0.183 0.295
Explanation BERT 0.090 0.486 | 0.543 0.622 | 0.258 0.509 | 0.580 0.623 | 0.538 0.632 | 0.574 0.642
Explanation Cos 0.644 0.796 | 0.814 0.885 | 0.723 0.837 | 0.847 0.888 | 0.853 0.910 | 0.863 0.919
Cloze-text BLEU 0.114 0.183 | 0.298 0.330 | 0.334 0.358 | 0.394 0.411 | 0.403 0453 | 0.370 0411
Cloze-text ROUGE 0.440 0.533 | 0.638 0.720 | 0.611 0.638 | 0.675 0.699 | 0.675 0.740 | 0.605 0.675
Cloze-text BERT 0.699 0.756 | 0.786 0.819 | 0.756 0.780 | 0.796 0.811 | 0.819 0.846 | 0.768 0.819
Cloze-text Cos 0.798 0.836 | 0.846 0.873 | 0.857 0.871 | 0.870 0.885 | 0.893 0.907 | 0.857 0.893

Table 5: Fine-tuning impact on free-form generation tasks.
L3-1B Mis-7B L3-3B L3-8B Mis-N Mis-24B

Metric Base FT | Base FT | Base FT | Base FT | Base FT | Base FT

Classification | 0.286 0.582 | 0.615 0.817 | 0.593 0.732 | 0.761 0.813 | 0.789 0.826 | 0.810 0.845
Free-form 0.168 0.319 | 0.377 0.482 | 0.305 0.326 | 0.435 0471 | 0419 0482 | 0.445 0.499
Overall 0.227 0450 | 0496 0.649 | 0449 0.529 | 0.598 0.642 | 0.604 0.654 | 0.627 0.672

Table 6: Aggregated performance before and after fine-tuning.

penalised by its lower Cloze accuracy, point-
ing to tokenisation issues with undiacritised
Farsi.

* A perfect commonsense model is still far
away: even the leader covers just 70 % of the
combined task ceiling, leaving ample room
for future Farsi-centric research.

4.3 Fine-tuning on FarSense

To quantify how much task-specific supervision
can improve each open model relative to its own
zero-shot baseline and approach flagship scores,
we fine-tuned six open-weights, instruction-tuned
backbones—Llama-3.2 (1B)(Grattafiori et al.,
2024), Llama-3.2 (3B), Llama-3.1 (8B), Mistral
(7B)(Jiang et al., 2023), Mistral-Nemo (12B), and
Mistral-Small (24B)—spanning the 1 to 24 billion
parameter range, on the train split of FarSense
(4,000 scenario—task bundles; see Section 4). De-
tails of the experiment, including the training and
generation hyperparameters, are provided in Ap-
pendix G.

Tables 4—6 contrast Base vs. FT across classifica-
tion metrics, free-form generation metrics, and the
macro aggregates from. Model names are short-
ened to L3 (LLAMA 3.X) and Mis (MISTRAL) for
brevity.

Fine-tuning yields consistent improvements for ev-

ery model: the mean absolute jump is ~ +10 pp
on the overall score. The smallest model, L3-1B,
benefits most (+23 pp), followed by Mis-7B (+16
pp)- Even the strongest baseline, Mis-24B, still
gains about +5 pp.

Source of improvement. Gains are largest in
classification ( =~ +13 pp on average), driven
by sharper True/False precision and Cloze accu-
racy—evidence that direct exposure to FarSense
answer formats helps probability calibration.
Free-form reasoning also improves ( =~ +7 pp),
though absolute scores on Cause — Effect and
Counterfactual remain low, confirming that causal
commonsense in Farsi is still an open challenge.

5 Conclusion & Future Work

A human-in-the-loop LLM pipeline can reliably
generate, vet, and use a large-scale Farsi common-
sense dataset. Combining prompt-based generation
with two native-speaker passes yielded FarSense,
a 29k-item benchmark that both evaluates and
improves Farsi models. For RQ1, Gemini-2.5-
Flash, GPT-40, and Mistral-Large produced the
strongest outputs; Gemini-2.5-Flash led (2.6/3 for
scenarios, 2.3/3 for tasks), though 78% of bun-
dles still required edits, confirming the need for
human oversight. In RQ2, a two-stage validation
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Model T/F-TRUE T/F-FALSE MCQ CLOZEcis

Acc Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1
Mistral-Large 0.967 0.765 0.990 0.854 | 0.990 0.816 0.988 0.890 | 0.957 0.592 0.563 0.575 | 0.543 0.373 0.375 0.374
Gemini-2.5-Flash | 0.976 0.790 0.992 0.866 | 0.990 0.838 0.990 0.908 | 0.952 0.594 0.579 0.586 | 0.576 0.406 0.406 0.406
DeepSeek-Chat 0981 0.833 0.993 0.889 | 0.995 0.885 0.996 0937 | 0962 0.593 0.581 0.586 | 0.586 0.416 0.416 0.416
GPT-40 0986 0.832 0.995 0.907 | 0.995 0901 0.996 0.947 | 0.967 0.741 0.727 0.734 | 0490 0.326 0.326 0.326
Qwen-Plus 0986 0.806 0.993 0.888 | 0.990 0.864 0.992 0.923 | 0.952 0.494 0482 0488 | 0452 0.292 0.292 0.292

Table 7: Classification-style performance (T) on the four discrete FarSense sub-tasks.

Best numbers per column are

bold.

Model Cause— Effect Counter-factual Explanation Clozeext

BLEU ROUGE BERT Cos BLEU ROUGE BERT Cos BLEU ROUGE BERT Cos BLEU ROUGE BERT Cos
Mistral-Large 0.092 0.307 0.627  0.773 | 0.047 0.246 0.597 0.817 | 0.044 0.250 0.598  0.809 | 0.370 0.605 0.768  0.857
Gemini-2.5-Flash | 0.110 0.357 0.645 0.795 | 0.064 0.269 0.615 0.846 | 0.065 0.287 0.615 0.862 | 0.394 0.637 0.774  0.870
DeepSeek-Chat 0.110 0.340 0.645  0.795 | 0.064 0.262 0.615 0.846 | 0.065 0.282 0.615 0.864 | 0.403 0.675 0.819  0.893
GPT-40 0.093 0.318 0.632  0.782 | 0.053 0.253 0.604  0.839 | 0.050 0.258 0.604  0.852 | 0.346 0.620 0.771  0.844
Qwen-Plus 0.079 0.271 0.591  0.769 | 0.041 0.245 0.596  0.806 | 0.041 0.251 0.590 0.823 | 0.370 0.605 0.768  0.857

Table 8: Free-form generation metrics (7). Each sub-task score is the mean of the four columns; these means are

used in §4.2.
Model Classification Free-form Overall
DeepSeek-Chat 0.881 0.518 0.700
Gemini-2.5-Flash 0.874 0.518 0.696
Mistral-Large 0.864 0.497 0.681
GPT-40 0.860 0.494 0.677
Qwen-Plus 0.845 0.481 0.663

Table 9: Headline macro scores (). Classification is the
average of the four accuracies in Table 7; Free-form is
the average of the four means in Table 8.

(edit + consensus) corrected 60.1% and regener-
ated 17.9%, achieving high precision at a fraction
of manual cost and proving scalability to other
low-resource languages. For RQ3, models reach
near-ceiling accuracy (= 0.95-0.97) on binary and
multiple-choice items, but even DeepSeek-Chat
(0.70 macro) struggles on causal, counterfactual,
and Cloze_text tasks (BLEU < 0.11). Finally,
RQ4 shows that fine-tuning six compact models
on FarSense yields consistent gains—especially for
the smallest backbones—demonstrating its value
as a training signal for resource-constrained Farsi
models, though a performance gap to flagship
LLMs persists. Next Steps. We will extend
FarSense to Dari, Tajiki, and other regional di-
alects, expand it to multimodal (image / audio-
grounded) reasoning, and release human + model
rationales for chain-of-thought evaluation. An-
nual re-benchmarking and full release of data,
scripts, and checkpoints will promote reproducible,
resource-efficient commonsense research across
under-represented languages.

6 Limitations

In line with ACL policy, we outline the principal
shortcomings of our work. We refrain from present-

ing these points as future work or adding citations,
and we avoid emphasising the strengths of our ap-
proach.

Domain and topic bias. All scenarios originate
from lead paragraphs in Farsi Wikipedia. Although
we sampled from “featured” and “vital” article in-
dices, Wikipedia skews toward literate, urban and
male-centred topics. Consequently, FarSense may
under-represent everyday experiences of rural com-
munities, children, and marginalised social groups.

Dialectal coverage. Our prompting strategy in-
structed the language models to generate responses
in standard Farsi, without explicit coverage of di-
alectal variants such as Dari, Tajiki, Luri, or other
regional Iranian varieties. As a result, model per-
formance on FarSense may overestimate general
capabilities, particularly when applied to dialectal
or non-standard inputs.

Synthetic-data artefacts. Each item was first
machine-generated, then post-edited by two an-
notators. Subtle factual inaccuracies, unnatural
phrasings or culturally inappropriate assumptions
can still persist—especially in causal or counter-
factual prompts where human validation is harder.
Users of FarSense should manually inspect samples
before drawing fine-grained linguistic conclusions.

Annotation scale and diversity. Only two native
speakers performed all validations. Their demo-
graphic homogeneity (age, education level, home
dialect) limits the cultural breadth of error detec-
tion and may allow implicit biases—e.g. gender
stereotypes—to remain.
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Metric limitations. For free-form answers we
average BLEU, ROUGE, BERTScore and embed-
ding cosine similarity. These surface-level met-
rics correlate imperfectly with human judgments
of commonsense plausibility; high scores do not
guarantee deep reasoning, while low scores may
penalise legitimate paraphrases.

Environmental cost. All  computational
stages—large-scale scenario and task generation as
well as the three-epoch fine-tuning of six compact
models—were run exclusively on NVIDIA RTX
A6000 GPUs.  Generation consumed about
75 GPU-hours, and fine-tuning added roughly
108 GPU-hours (35.8 wall-clock hours on a
3-GPU A6000 node). While modest by today’s
large-model standards, this compute budget may
still be prohibitive for some research groups and
carries a non-negligible carbon footprint.

Potential for misuse. FarSense could be
mis-applied as a high-stakes diagnostic of human
traits (e.g. educational testing) even though it was
never validated for such scenarios. The benchmark
should be used solely for research on machine
commonsense reasoning in Farsi.
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A Scenario and Tasks in Full Detail

The following pages present the complete texts of the scenarios and subtasks referenced in Figures 2
and 1, which previously showed only brief excerpts. This includes the original Wikipedia passage, the
generated scenario, and all six associated tasks.

B Prompts (full text)

You will receive one short Farsi passage.

1. Extract every explicit factual statement from the passage (keep them concise and
literal no interpretation).

2. Convert each fact into a plausible, everyday commonsense scenario that implies
the fact without stating it directly.

3. Using every fact from step 1, expand the scenario from step 2 into a 100 to 300
word Farsi narrative, adding natural detail or a minor hypothetical twist. Be
sure every extracted fact is clearly included.

Return only the narrative from step 3 no labels, explanations, JSON, or extra text
of any kind.

Text:
{{WikiPedia_Paragraph?}}

Listing 1: Scenario Re-writing Prompt

For the following narrative, create all six commonsense reasoning task types below,
entirely in Farsi, each with its correct answer:
Make sure the question requires implicit understanding and is not answerable through
rote memorization.

1) Multiple-choice QA

Write one commonsense question with four choices (A - D)
The question should require reasoning beyond direct sentence recall.
Provide the correct option letter.

2) True/False statements
Write two declarative statements:
One must be clearly true, based on commonsense reasoning.
One must be clearly false, based on contradiction or implausibility.
Each item: {"statement”: "...", "answer”: true|false}.

3) Cause-and-Effect pairs

- Write one plausible cause-effect pair based on the story.
- Focus on why something happened or what its result was.
Use commonsense logic, not just temporal order.

One pair: {"cause”: "...", "effect”: "..."3}.

4) Cloze completion
Choose a meaningful sentence and blank out a key word or phrase using <_____ >,
The answer must be non-obvious without understanding the context.
Provide the missing text as "answer”.

5) Explanation generation
Ask a Why or How question about a behavior, intention, or event.
Answer it in 1-2 short Farsi sentences.
The answer should show inference, not surface repetition.

6) Counterfactual reasoning
Ask a "What_if_..." question that changes one detail in the scenario.
Predict a reasonable alternate outcome.
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Wikipedia text

AS 0 g a5 Al Sl (s ) slagSTy ) (S i K

S iy GRS) 5 S o) & liie S A5 L ey S
gy Canl Sl 8L Sy 6 52 2o (lsesh S pae
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Crying is a behavioral response. It should be
noted that crying is different from tear
production. Tears are the eyes' reaction to a
chemical stimulus such as the smell of
onions or tear gas, and the chemical
composition of emotional tears differs from
reflex tears; for example, tears shed while
watching a sad movie contain more protein
than those caused by cutting onions.Crying
involves the flow of tears from the eyes, and
often includes sobbing and changes in facial
expression. It is a reaction that reflects an
emotional state, typically occurring when a
person feels sadness.Crying due to
emotional distress usually happens when the
brain or mind fails to find an explanation or
justification for a troubling situation,
leading to crying as a way to release
emotions. This is why people who cry
frequently or are depressed often do so
because their minds are overwhelmed and
unable to rationalize their problems.Crying
emerges from confronting certain realities
and stems from heartbreak, deep sorrow, or
even overwhelming joy.

Scenario

ks Giiladia ISl sl 5 4 (5 5Kk ald il |l
4 st S a4 R ol 8t (Bl 5 85 18 Y pana aS ) 23
el 525 sk ee GGl il (5 )l (S15 S ol 4S a8
Cuman s 5l a5 sHILE Gl dalion s s ) el
530860 203 Sy aS 1) o0 sl ke s ) (oubisa)
L iy R4S il e )3 0 o0 2 5SS Qi o tiladia
ot ) 5 ¢Sl (SCSEE) 3 1 (58 Sl A 55 o
¢Oinliici § sl i a4y 350 o iy caloal 28 500
Dl il Sy B 4y s (5 iy (5 3 Gt ol S
Ui he 4S8 ey R e umdl 5 L dgal sa 5o (ludl 2 S 83
1y S Ty g 55 ol iy JSlta 51y sl 55

L5 63,8 e 4y R alae AS S i 3y 3 5 4135 il
T o) et B0 4S 359 o2ams ) Cansytyy g 5| ke

Ay )48 il o |l cled Ho b GRS ) e 5
Cman gy an oald )4y 5 a8l Kausad Jlay @ S
Sl Brae Adiar

Last night, Sara watched a sad movie and
tears flowed from her eyes uncontrollably.
She, who usually cries only when she is
truly sad, realized that this was a behavioral
reaction. Her lips were trembling, and soft
sobs came from her throat—clear signs of
her emotional state.She recalled a day when
she was chopping onions and her eyes had
teared up for no reason. She knew that
crying is different from simply producing
tears. Onion-induced tears were just a
chemical reaction, with no emotion behind
them. According to her biology professor,
tears shed during a sad movie contain more
protein than onion tears.Sara thought about
how humans cry when faced with reality.
When the brain fails to find a justification
for a problem, it cries to release emotions.
She remembered her friend who cried
constantly; perhaps his mind had hit such a
dead end that it could no longer explain his
struggles. In the end, Sara realized that the
root of crying—whether from heartbreak or
overwhelming joy—is always deep.
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Task 1: Multiple Choice Question

Q: iy & liia Sy S 23 5l (B4 S L 1) 58l ald slalai ) aliag & jliaas 5l
Q:In what way does Sara consider crying from watching a sad movie different from crying
while chopping onions?

A) LSS 05 3 () e
A: The protein content of the tears

B) o il Gaee Glibual sgag e s
B : The presence or absence of deep emotions behind it

C) e i)l @
C: The intensity of lip trembling

D) 4> 58 Gl ) e Jaa (SUl 8
D : The brain’s ability to find justification

Correct Answer: B) ¢} <y (gaee Gilulual 3gag a2 Lasas
Correct Answer B: The presence or absence of deep emotions behind it

Task 2: True/False judgment

1. Statement: 355 s Able il U ) gl iy ) Sl 03,8 23 28 |l 48 sl
Statement : The tears Sara shed while chopping onions were not a sign of emotional
distress.

Answer: True

2. Statement: 33 & 2Li 3l CEEI L agal 50 52 i (3 S 4 8,
Statement : Crying only happens in response to unpleasant events.
Answer: False

Task 3: Cause -Effect inference
Cause: xX ‘Aﬁsﬁ.hﬂbhig}iﬁwdb% 2l g1 Ll e
Cause : The human brain cannot find a justification for a problem that has occurred

Effect; 2.5é 4alas o 58 Cilulual
Effect : The person's emotions are released
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Task 4: Completion

Sentence: I/ g-———- » g Sl @L:ugﬁn oSl E—iﬂ’lﬁ)ﬁd € gl e A:\X)E ‘)L:\g RS AR e&l& a< G:MJJ.I
Sentence: The tears produced while chopping onions are merely a chemical reaction and

Answer: psbua)
Answer : emotion

Task 5: Explanation

Q: 23l 55, s igme S b ol (Saa 2S04y 8 alae 4S i g 35S e S8 |l 1a
Q : Why does Sara think that her friend who cries constantly might be facing deeper
problems?

A g aghie 4y K NS oy o)) OIS (5 5 20 505 i 4S N8I e Bl e ) 43 K Causl Niira |l
Gunl GRS (5 0 S8y Ldas 58 (L )3 ) e ()50 ) gladlia,

A : Sara believes that crying happens when the brain cannot find a solution to problems.
Her friend's constant crying is a sign that his brain is unable to justify or cope with his
issues.

Task 6: Counterfactual reasoning

Q: 2305 Sl a5l g San Ll s 03 8 LalaT Hlaodin s (5268 S 381t Al sla 4 1l S
Q : If Sara had watched a very funny comedy instead of a sad movie, could she still have
cried?

Ar 2L 58 a5 aa 0 53 I (3L ) e 4 84S S o LS (e (L 53 15l 250 i jlansy el
R GRiee slaady ;) s,

A : Yes, it is quite possible. Sara mentions at the end that crying can also result from
overwhelming joy and has deep roots.

3544




Quality gates apply to every item: the correct answer must never appear verbatim in

the narrative (the no-span rule); each item must include a key named 'cs_skill'
whose value is one of physical, social, temporal, intentional, causal, or
deontic to state which commonsense capacity is being exercised; each item must
also contain a single-sentence Farsi explanation under 'why_cs' that clarifies
what piece of world knowledge is required. If any item fails one of these three
requirements, delete it and regenerate until it conforms. A weak example would
be asking the hero's_age_when_it_is_explicitly.given_in_the_text;_a_strong.
example_would_ask_why_the_hero_chose_the_more_distant_bakery,_which_requires._
understanding_a_social_norm_about_quality._preferences.

cewo'multiple_choice”:  {
uuuuuu "question”:_"...",

uuuuuu "options”:_["A)_...",_"B)_...",."C)_...",."D)_..

uuuuuu "answer":_"B,
uuuuuu "cs_skill":_"social",

n n

ceeo'true_false”: [
uuuuuu {"statement":_
uuuuuu {"statement”:_"..."'

n [l

eeoo'Ccause_effect”:

uuuuuu {"cause":_"...", "effect”: "...", "cs_skill":_."

ey

eeoo'cloze”:

uuuuuu {"sentence":_ "... <_____>_...", "answer":_"..."
why_cs”:_."..."}

Ly

eooo"explanation”: _{

”

uuuuuu "prompt"”:_"...",
uuuuuu "answer":_"...",
uuuuuu "cs_skill":_"social",
uuuuuu "why_cs":_"..."
‘—"—“—“—‘}7
ee_."counterfactual": _{
uuuuuu "question”:_"...?",
uuuuuu "answer":_"...",
uuuuuu "cs_skill":_"social",
uuuuuu "why_cs":_"..."

Do_not_output_anything_outside_this_JSON_object.
The_JSON_must_be_valid_and_parseable.

Text:
{{Senario}}

", . "answer": Ltrue,_"cs_skill": _ "social”,__."why_cs":_"..."},
', ."answer": _false,._"cs_skill":_"social”,__"why_cs":_"..."}

n]
o ’

social”,__"why_cs":_"..."}

”

,."cs_skill"”: _"social”,_._

Listing 2: Task Derivation Prompt
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C Human Evaluation Guidelines

Each item (scenario or task) should be rated as A, B, or C, based on its quality, clarity, and alignment with
the original Farsi content. After evaluating each item, annotators must assign:

* A final rating (A, B, or C).

Scenario Text Evaluation

* Grade A: A well-formed, coherent narrative that captures most of the key information from the
original Wikipedia article. It reads naturally, is grammatically sound, and avoids English words or
unnatural expressions.

e Grade B:
The output is generally coherent, informative, and aligned with the topic, but it has some shortcomings

that prevent it from achieving top quality. These may include:

— Slightly awkward phrasing or minor grammatical issues
— Soft or unclear metaphors that reduce clarity
— A story that is topically aligned but omits some important details from the original text

— A text that contains all the relevant details but lacks a natural story-like flow and instead
resembles a descriptive passage or question-answer format

* Grade C: The structure is weak, content is inaccurate or off-topic, or the tone is overly exaggerated
or unrealistic. Also applies when the text is missing, in English, or uses hard-to-follow metaphors.
Multiple-Choice Questions
* Grade A: Properly formatted (1 question + 4 options), logically consistent, and clearly grounded in

the scenario or commonsense. Fluent and grammatical.

* Grade B: Follows the correct format and remains answerable, but the phrasing is slightly awkward,
or the logic is less precise. Generally clear and on-topic.

* Grade C: Disorganized, unclear, or not connected to the scenario. The language may be confusing,
overly metaphorical, or missing altogether.
True/False Statements
* Grade A: A concise and accurate claim with a clear truth value, well-aligned with the original

content or commonsense.

* Grade B: The statement is still valid and clearly related, but phrasing may be slightly imprecise or
contain mild metaphorical distractions. Overall understandable.

* Grade C: The statement is vague, irrelevant, unrealistic, or structurally broken. Also applies if left
blank or poorly generated or not generated.
Cloze (Fill-in-the-Blank) Questions
* Grade A: A fluent and complete sentence with a meaningful blank that is clearly inferable from the

text or commonsense.

* Grade B: Mostly understandable and contextually appropriate, but phrasing may feel slightly forced
or less polished. Still logically constructed.

* Grade C: Incoherent, unrelated, confusing, or not generated. May also include awkward metaphors
or illogical sentence structure or not generated.
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Cause-Effect Questions
* Grade A: A natural and logical cause-effect relation clearly grounded in the scenario or general
knowledge.

* Grade B: The causal relationship is generally correct and relevant, but phrasing may lack fluency or
contain small inconsistencies. Still logical.

* Grade C: Illogical or confusing relation, weak connection to the source, or severely flawed wording.
Also includes empty or non-generated output.

Explanation Questions
* Grade A: Directly asks for a reason, detail, or concept from the text; clearly worded and well-
targeted.

* Grade B: Still addresses a relevant idea and remains understandable, but may suffer from slight
vagueness or awkward formulation.

* Grade C: Unclear purpose, poor language, or unrelated to the scenario. Also applies if missing or
dominated by confusing metaphors.

Counterfactual Questions
* Grade A: A plausible and meaningful hypothetical based on the scenario (e.g., “What if...”), with

fluent structure and clear logic.

* Grade B: The counterfactual is still reasonable and text-related, but may be phrased less smoothly
or include minor flaws. Understandable overall.

* Grade C: Implausible, unclear, disconnected, or exaggerated. Also applies if not generated or if
difficult metaphors interfere with clarity.

D Full Dialogue Examples

Below, we present representative examples for each models: GPT-40, Gemini-2.5-Flash, Mistral-Large,
Qwen-Plus, and DeepSeek-Chat. Each example includes the original Wikipedia passage, the generated
scenario derived from it, and a set of six tasks constructed from the scenario. All items were evaluated
by human annotators and assigned a quality rating of A, B, or C, based on the criteria described in our
evaluation guidelines.
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Multiple Choice Question:
€ e ) o Sl o Aok 0 A el e |
A) O ) Gee Sl
B)O) 200 J158 am g plla 4
C) U sad jhla
D) U5 sleale shlaa
Answer: B

True/False Judgment 1:

2303 Aalal g pfoale 4y s cdaly ;3 0l S8 G G e an e
Answer:

Cua s (False)

True/False Judgment 2:

Lo aihaia 3 kT gla s jlan (5 3 Gl daly 0 (Al S5
Answer:

< 3 (True)

Cause and Effect:

Cause:

B2 b jate (g ) SIS 51 (e § (5 e 23 S e Dl | ) Anly 348 Sadiliag
Effect:

38 adicdie o aludad gl SalS daly o ol

Cloze:

Sentence:

e« » 32 S il | ddaly j3 SIS fun G (e 3l ge g Siad e300 gladly
35 I g sl (il g S0 S

Answer:

il gla g jlay

Explanation:

Question:

i g (et daly 50 (30 IR ) e e ad e

Answer:

lnedn (g 22 s 3 g g agy galeal a3 Zu g Sl 38 aie gt asly 3l )
3 Jliilima g4dlA Gl G I

Counterfactual:

Question:

L o UG A (005 By (5 LS (sla e ) 5 e iR g5 S
Answer:

i ol oyl aolie 3l 285 fie linad (naad pa g el SIS Yladal daly
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The Aral Sea (also known as Kharazm Lake) was a saltwater lake located in Central Asia, between Karakalpakstan in southern
Uzbekistan and Kazakhstan to the north. Millions of years ago, the Aral Sea was part of the ancient Paratethys Sea. It was an endorheic
.(landlocked) salt lake that began shrinking in the 1960s and was largely dried up by the 2010s

The Aral Sea lay across Kazakhstan's Aktobe and Kyzylorda regions, and the autonomous Karakalpakstan region of Uzbekistan. Its
name, which comes from Mongolic and Turkic roots, roughly translates to “Sea of Islands.” a reference to the more than 1,100 islands
that once dotted its waters. The Aral Sea’s drainage basin covers parts of Uzbekistan, Afghanistan, Iran, Kazakhstan, Kyrgyzstan,
.Tajikistan, and Turkmenistan

Once the fourth-largest lake in the world, with an area of 68,000 square kilometers (26,300 square miles), the Aral Sea began to shrink
in the 1960s when the rivers feeding it were diverted for Soviet irrigation projects. By 2007, the lake had shrunk to only 10% of its
original size and had split into four separate bodies: the North Aral Sea, the eastern and western basins of the now much smaller South
.Aral Sea, and the small Barsakelmes Lake in the middle

By 2009, the southeastern lake had disappeared entirely, and the southwestern part had retreated into a narrow strip along the western
edge of the former South Aral Sea. In the years that followed, occasional inflows of water have sporadically refilled parts of the
southeastern lake to a small extent. NASA satellite images from August 2014 showed that, for the first time in modern history, the
.eastern basin of the Aral Sea had completely dried up. This area is now known as the Aralkum Desert

As part of Kazakhstan’s efforts to save and restore the North Aral Sea, the Kokaral Dam was completed in 2005. By 2008, the water
level had risen by 12 meters (39 feet) compared to 2003. By 2013, salinity had decreased, and fish populations had returned in
_sufficient numbers to allow some fishing activities to resume

After visiting the city of Muynak in 2011, former UN Secretary-General Ban Ki-moon called the shrinking of the Aral Sea “one of the
planet’s worst environmental disasters.” The once-thriving fishing industry has been destroyed, leading to unemployment and
.economic hardship in the region

‘Water from the Syr Darya River is now used to irrigate about 2 million hectares (5 million acres) of farmland in the Fergana Valley.
The Aral Sea region is now heavily polluted, resulting in serious public health challenges. UNESCO has added historical records
related to the Aral Sea to its Memory of the World Register as a source for studying this environmental tragedy

Rate
Long ago, a vast saltwater lake once lay in the heart of Central Asia. The local people
called it the "Sea of Islands" because of the thousands of small and large islands

scattered across its shimmering surface like pearls. Every day, local fishermen would
row their wooden boats into the waters, casting hand-woven nets and hauling in an
abundance of fish. This lake was not only a source of food, but also the cultural identity
.and economic lifeblood of the surrounding communities

Over time, however, the rivers that had nourished the lake for centuries were diverted
toward newly developed farmlands. Gradually, the lake's water levels declined, and its
shoreline receded further each year. The fish disappeared, and fishing boats were left
stranded on dry, sandy plains. The people, once proud and deeply connected to the lake,
could only watch with sorrow as it turned to desert. Strong winds swept salt and toxic
substances from the dry lakebed into the air, spreading respiratory illnesses among B
.children and the elderly

Years later, scientists and engineers tried to revive part of the lake by constructing a dam.
Slowly. water returned to some areas, and fish began to reappear in small sections. But
most of what was once the fourth-largest lake in the world had become a salty desert —
holding only the memory of its former glory. The world came to recognize this
environmental tragedy as one of the greatest ecological disasters in modem history. Yet,
for many of the local people, it remained a deeply personal loss — the story of a home
.that was never truly restored
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Multiple Choice Question:

‘Why did the locals call the lake the “Sea of Islands™?
A) Because of its great depth.

B) Because it contained thousands of islands.

C) Because of its salty water.

D) Because of its abundance of fish.

Answer: B

True/False Judgment 1:
The locals continued fishing even after the lake dried up.
Answer: False

True/False Judgment 2:
The drying of the lake led to an increase in respiratory illnesses in the region.
Answer: True

Cause and Effect:
Cause: The rivers that once fed the lake were diverted toward agricultural lands.
Effect: The lake's water levels dropped, and its shoreline receded.

Cloze:
Sentence: Strong winds lifted salt and toxic substances from the dry lakebed

into the air, and " " spread among children and the elderly.
Answer: respiratory diseases
Explanation:

Question: Why were the locals saddened after the lake dried up?

Answer: Because the lake was not only a source of food but also a part of their
identity and economic livelihood, and losing it meant losing their home and way
of life.

Counterfactual:

Question: What would have happened if the rivers hadn’t been diverted toward
farmland?

Answer: The lake likely would not have dried up, and local people could have
continued using its resources.
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The Chief Executive Officer (CEO) is typically the highest-ranking administrative (executive)
authority within a corporation, organization, or business entity, and is responsible for overall
management. The CEO reports directly to the board of directors.

Usually, the CEO oversees several subordinate executive officers, each responsible for a specific
functional area within the organization. These roles often include the Chief Operating Officer (COO),
who manages day-to-day operations; the Chief Technology Officer (CTO), responsible for
technological direction; and the Chief Financial Officer (CFO), who handles the financial strategy
and planning.

Other key positions may include the Chief Commercial Officer (CCO), Chief Marketing Officer
(CMO), Chief Sales Officer (CSO), and Chief Information Officer (CIO), each managing their
respective departments. Additionally, organizations often have a Chief Communications Officer or
Public Relations Director, a Chief Administrative Officer (CAO), a Chief Human Resources Officer
(CHRO), a Chief Procurement Officer (CPO), and a Chief Learning Officer (CLO), who oversees
training and development.

Each of these executives plays a critical role in the strategic and operational success of the
organization, working under the leadership and direction of the CEO.

In a large technology company, Mohammad was appointed as the Rate
Chief Executive Officer (CEQ), bearing the overall responsibility

for leadership and decision-making within the organization. Every
day, he held meetings with the board of directors to review the
company’s status and plan future strategies.

Under Mohammad’s leadership, a team of specialized senior
executives managed various key areas of the company. Alj, the
Chief Operating Officer (COQ), was responsible for optimizing
the company’s internal operations. Hassan, the Chief Technology
Officer (CTO), focused on innovative technology projects, aiming
to integrate the latest technologies into the company’s products.
Maryam, the Chief Financial Officer (CFO), oversaw budgeting
and financial management, ensuring that expenses remained under B
control.

Somayeh, serving as the Chief Marketing Officer (CMO), played a
vital role in promoting the company’s products and designing
engaging marketing strategies. Ahmad, the Chief Sales Officer
(CS0), worked closely with clients to maximize company profits.
Meanwhile, Fatemeh, as the Chief Human Resources Officer
(CHRO), focused on workforce development and training, striving
to improve the workplace environment.

The direct communication between these executives and
Mohammad, the CEO, enabled fast and accurate decision-making.
Through this remarkable collaboration, the entire team had led the
company toward major successes erritr.
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Multiple Choice Question:

Why does direct contact between senior managers and Mohammad, the
company’s CEOQ, contribute to fast and accurate decision-making?

A) Because all managers have less experience.

B) Because information is delivered to the leader instantly and without
filtering.

C) Because Mohammad acts as the sole decision-maker.

D) Because senior managers must only work under his command.
Answer: B

True/False Judgment 1:

Direct contact between senior managers and the CEO increases the
speed of decision-making.

Answer: True

True/False Judgment 2:

Mohammad, the CEQ, is the only person who can make important
decisions in the company.

Answer: False

Cause and Effect:

Cause:

Direct contact between senior managers and Mohammad, the CEO of
the company.

Effect:

Decisions are made quickly and accurately.

Cloze:

Sentence:

Below eye of Mohammad’s leadership, a team of specialized senior
managers worked, each managing a specific * ”* of the company’s
operations.

Answer: area

Explanation:

Question:

Why do different senior managers in this company play different roles?
Answer:

Senior managers work in specific areas to specialize and optimize the
company’s performance.

Counterfactual:

Question:

‘What would happen if direct contact between senior managers and
Mohammad was cut off?

Answer:

Decision-making would take longer and probably decrease in quality.
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A hospital (also known as a medical center, clinic, infirmary, or health facility) is a healthcare
institution that provides treatment to patients through medical staff, nurses, and medical equipment.
The most well-known type is the general hospital, which typically includes an emergency department
for treating urgent health issues—from burn and accident victims to sudden illnesses.

A regional hospital 1s usually the main healthcare facility in its area, equipped with numerous
intensive care beds and additional beds for patients requiring long-term care.

Specialized hospitals include trauma centers, rehabilitation hospitals, children's hospitals, geriatric
(elderly) hospitals, and institutions for specific medical needs—such as psychiatric hospitals for
mental health conditions or facilities dedicated to certain disease categories. Compared to general
hospitals, specialized hospitals can help reduce healthcare costs.

Hospitals are categorized as public, private, or governmental depending on their funding sources.

A teaching hospital combines patient care with the education of medical students and nurses.
Smaller medical facilities than hospitals are usually referred to as clinics or health centers.
Hospitals typically include a wide range of departments (such as surgery and emergency care) and
specialized units like cardiology.

Some hospitals also have outpatient departments, while others maintain chronic care units.
Supporting units usually include pharmacies, pathology labs, and radiology departments.

Hospital funding commonly comes from public funding, health organizations (whether for-profit or
non-profit), health insurance companies, or charitable donations, including direct contributions.
Historically, many hospitals were founded and supported by religious orders, philanthropists, or
benevolent leaders.

Ali, a medical student, went to the teaching hospital early every Rate
morning to gain new experiences alongside experienced doctors

and nurses. This hospital, the largest healthcare center in the
region, had a large number of beds for intensive care as well as
additional beds for patients requiring long-term treatment. Each
day, Ali rotated through various departments such as surgery,
emergency care, and specialized units like cardiology.

One day, while Ali was stationed in the emergency department, a
critical case was brought in. The patient was a road accident
victim who was severely injured. The medical team immediately
rushed to assist, and Ali, as a medical student, joined in to help.
The experience was deeply educational for Ali, as it was his first
time directly involved in managing a real emergency case. B
The hospital where Ali was training was a public hospital, funded
through public budgets and direct support from health
organizations and charitable mstitutions. It also had supporting
units such as pharmacies, pathology labs, and radiology
departments that assisted both doctors and patients.

Every day, Ali arrived at the hospital with a smile on his face,
knowing that new lessons and insights awaited him. Through
dedication and persistence, he was steadily becoming a skilled
physician, preparing himself to serve society in the future.
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Multiple Choice Question:

Why did Ali go to the hospital every day with a smile on his face?

A) Because he was getting a high salary

B) Because of the new leaming opportunities and valuable experiences
C) Because he liked the hospital food

D) Because it was close to his home

Answer: B

:True/False Judgment 1

Ali went to the hospital every day with a smile on his face because
.he was receiving a high salary

:Answer

False (False)

True/False Judgment 2:

Ali went to the hospital every day with a smile on his face because
of the new learning opportunities and valuable experiences.
Answer:

True(True)

Cause and Effect:
Cause: Ali was present in various departments of the hospital every day.
Effect: Ali gained new experiences and became a skilled doctor.

Cloze:

Sentence: Every day, Ali went to the hospital with a « » on his
face.

Answer: smile

Explanation

Question:

Why did Ali go to the hospital every day with a smile on his face?
Answer:

Because he was passionate about learning and gaining new experiences,
Ali went to the hospital every day with a smile on his face.

Counterfactual

Question:

‘What would have happened if Ali didn’t go to the hospital every
day with a smile on his face?

Answer:

Ali would probably have been less motivated to learn and gain
new experiences, and he might not have become a skilled doctor.
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range of contributing factors. Feelings of hopelessness, mental disorders such as depression, bipolar disorder, schizophrenia, and
autism spectrum disorders, as well as physical conditions like chronic fatigue syndrome, romantic breakups, alcoholism, and substance
or drug abuse, have all been linked to increased suicide risk. Proven evidence shows that these factors can make individuals more
vulnerable to suicide.

Stressful life events—such as financial problems, academic or job-related difficulties, interpersonal issues like divorce or breakups,
abuse, or bullying—can also play a significant role.

People who have attempted suicide before are at a much higher risk of future attempts. Effective suicide prevention strategies include
restricting access to lethal means (e.g., firearms, medications, and poisons), responsible and accurate media reporting on suicide,
treatment of mental health and substance use disorders, and improving economic conditions. Although crisis hotlines are a common
preventive resource in the United States, their effectiveness has not been thoroughly studied.

The most common method of suicide varies from country to country and often depends on the availability of lethal means. Typical
methods include hanging, pesticide poisoning, and firearms. In 2015, suicide was responsible for 828,000 deaths worldwide—up from
712,000 in 1990—making it the tenth leading cause of death globally.

Approximately 1.5% of all global deaths are due to suicide. In a given year, this rate is around 12 per 100,000 people. Suicide rates are
generally higher among men than women, ranging from 1.5 times higher in developing countries to 3.5 times higher in developed
nations. Suicide is most common among people over the age of 70, although in some countries, those aged 15 to 30 are at the highest
risk. As 0of2015, Europe had the highest suicide rate by region. Each year, there are an estimated 10 to 20 million unsuccessful suicide
attempts, which can often lead to long-term injury or disability. In the Western world, ...

The city had fallen into a heavy silence. A heartbreaking piece of news had gripped Rate
everyone’s heart: a young man had taken his own life. This deliberate act leading to
death was a painful reminder of a deeply rooted and complex phenomenon. The

townspeople were well aware that despair, mental health disorders such as depression, A
physical illnesses, emotional heartbreak, and even addiction and substance abuse could
place a person at serious risk—especially if they had previously attempted something
similar. Everyday pressures only made things worse: financial struggles, work-related
stress, family conflicts, or experiences of bullying and harassment.

One of the community elders reminded everyone, ‘“We must start thinking about
prevention. Limiting access to dangerous means—like hanging or agricultural poisons,
which are more common here, or firearms in other regions—and also promoting
responsible media coverage, are all vital steps. Of course, treating mental illnesses and
improving economic conditions also play major roles.” He added, “In the U.S., crisis
hotlines are common, though their effectiveness has not been fully studied.”

Global statistics were equally shocking: 828,000 suicide deaths in 2015, a dramatic
increase from 712,000 in 1990. This had made suicide the 10th leading cause of death
worldwide, accounting for about 1.5% of all global deaths, or approximately 12 people
per 100,000 per year. It was also noted that suicide rates are generally higher among men
than women, and while it is more prevalent in people over the age of 70, in some
countries, young people aged 15 to 30 are at the highest risk. Europe had the highest
regional suicide rate in 2015.
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Multiple Choice Question:

‘Why did the community elders emphasize the importance of preventive
measures after the tragedy occurred?

A) Because they believed the tragedy was inevitable.

B) To ensure the likelihood of similar incidents in the future would be reduced.
C) To blame the person who had committed suicide.

D) To collect statistics for global reports.

Answer: B

True/False Judgment 1:

There is not just a single, clear cause behind people’s desire to end their
lives.

Answer: True

True/False Judgment 2:
The suicide death rate is significantly higher among women than men.
Answer: False

Cause and Effect

Cause:

Increased public awareness and timely treatment of mental disorders
Effect:

Significant reduction in suicide rates in the community

Cloze:

Sentence:

In the United States, crisis hotlines are common, although their effectiveness is
still " "

Answer:

unproven

Explanation

Question:

Why is limiting access to dangerous means considered an important strategy for
suicide prevention?

Answer:

Because by reducing or eliminating access to deadly means, the likelihood of a
successful suicide attempt decreases significantly, giving the person more time
to reconsider or seek help.

Counterfactual

Question:

‘What would have happened if the townspeople had ignored the tragedy
instead of coming together and raising awareness?

Answer:

If the community had ignored the incident, public awareness of the
causes and prevention of suicide likely would not have increased, and
the risk of similar tragedies recurring in the future would have remained

high.
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Gemini:

Multiple Choice Question:
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Answer: B

True/False Judgment 1:
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Cause and Effect:
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Gemini:

Nowruz is the first day of the solar year, corresponding to the first day of Farvardin (the first month in the Iranian
calendar). It marks the celebration of the Iranian New Year and is one of the oldest surviving festivals from ancient
Persia. The origin of Nowruz lies in ancient Iran, and it is celebrated across vast regions of Asia and other parts of the
world. Nowruz is held during the vernal equinox and marks the beginning of spring.

Nowruz is considered the start of the new year in Iran and Afghanistan, and it is also a public holiday in several other
countries including Tajikistan, Russia, Kyrgyzstan, Kazakhstan, Syria, Iraq, Georgia, Azerbaijan, Albania, China,
Turkmenistan, India, Pakistan, and Uzbekistan, where people celebrate it with joy.

As an ancient and traditional celebration inherited from many ethnic groups in the region, Nowruz has acquired a distinct
Iranian identity and is regarded as a symbol that unites the Iranian people and ethnicities. Iranians see Nowruz as the
beginning of nature's resurrection—a time of growth and rebirth in gardens and orchards—and believe that, just like
nature, one should begin a new chapter in life with a renewed spirit, fresh mindset, and new clothes.

This day is also considered a sacred occasion and a religious holiday among Zoroastrians and members of the Baha'i
faith.

As the late Esfand (the last month of the Persian calendar) air grew milder and Rate
the scent of jasmine flowers began to fill the air, I glanced at the calendar. The
first of Farvardin had arrived—right at the spring equinox—and next to it was

the word “Nowruz,” marking the beginning of the new solar year.

For us Iranians, Nowruz is not just a celebration, but the true start of our new
year. My grandfather always spoke of it as one of the most ancient festivals
passed down from the depths of ancient Persia, with roots deeply embedded in
this land.

This celebration isn't only ours. My friend from Afghanistan greets me every
year at Nowruz to mark the start of their new year as well. What surprised me A
even more was learning from friends around the world that many communities
across vast regions of Asia and other parts of the world—including countries
like Tajikistan, Kazakhstan, and Azerbaijan—celebrate it as an official holiday.
I had heard that UNESCO officially recognized Nowruz as an “International
Day of Nowruz,” registering it as part of the world’s intangible cultural
heritage. Still, Nowruz—with its unique colors, scents, and spirit—has taken on
a distinctly Iranian identity, standing as a symbol of unity among diverse
Tranian communities and ethnic groups.

‘We Iranians deeply believe that Nowruz signals the rebirth of nature, the time
when gardens and orchards bloom once again. Just like nature, we too are
meant to begin a fresh chapter—with renewed spirit, a fresh perspective, and
new clothing.

I suddenly remembered that Nowruz is also one of the most sacred religious
holidays for my Zoroastrian and Baha’i friends. This shared excitement and
energy each year is truly something to behold.
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Gemini:

Multiple Choice Question:

‘Why do Iranians tend to buy new clothes in the days leading up to Nowruz?
A) To follow a new fashion trend.

B) To symbolize renewal and a fresh start in the new year.

C) Because of weather changes.

D) Because old clothes are usually worn out.

Answer: B

True/False Judgment 1:

Nowruz always begins in a season when nature begins to awaken and grow
again.

Answer: True

True/False Judgment 2:

Due to its deep roots in ancient Iran, Nowruz holds religious and cultural
significance only for Iranians.

Answer: False

Cause and Effect

Cause:

UNESCO registered Nowruz as the "International Day of Nowruz" and
recognized it as an intangible cultural heritage of humanity.

Effect:

This led to increased global awareness and efforts to preserve and promote
Nowruz internationally..

Cloze Sentence:
Iranians deeply believe that just as Nowruz marks the rebirth of nature, it is also
the right time for humans to experience spiritual renewal and a fresh beginning.

Explanation

Question:

‘Why does the author use the phrase “shared excitement” to describe the feeling
around Nowruz?

Answer:

Because the text shows that Nowruz is celebrated not only by Iranians of
various religions and ethnicities, but also in other countries, creating a sense of
unity and collective joy.

Counterfactual

Question:

‘What would have happened if Nowruz had coincided with the autumnal
equinox and marked the start of a colder season?

Answer:

In that case, Nowruz would likely be associated not with “rebirth and renewal
of nature,” but more with “decline” and “preparation for rest,” thus changing its
current symbolic meaning.

3567




Mistral:

B2 (LA e 4010 7 s e 4) (Mount Sinai ;B 42) ¢(mse Jin b eliaw sk e 4) Law oS
W e Gl i sladiad gy a2l gl 58 el Cudsen o B sy ) sl sl 30 68 Gl (Dl pema B3l Jladi jo
(6 a1y agd Al F o €1l ) 550 ) oo s ()l 20 4S Sl b S L 068 aualond oy 5 U1 0 6 () 40
Dglad pes) ) ) i Sl Gillae 200 50 ) el 3 g 2 Lo sS4y jeae S 1 e il G 00 S
e b Ol g s S ) 50 a8 4Bl s € (2 (5 el (U Al 0 S Une (i)l iy Ll |y oy 5
L) Gl e (e s 2 a8 2 g gy g8 g sl Gad gy e GBIy s Gl a0 528 oy
aalond Ay 2 gus e €l 40 01 F 50 Candoad o23all 35 e i 5 ¢ shall el ey o oS Gyl A

(B i g (Sl O B B 5) S S 05 8 S (i a £ 555 Sy 0 Rate
o 3ast sl Glagpe 2480 8 cpl i) L s S 20 € s e

S s ) sl dn () pual 0 48 il e 03513 ) 58 O e g
O gl A4S dailaBble Ly ol Bia )8 ai € g o o )2 Al F
Ll 4 (5 Bulin & (gluial i) g 5l Ladl 0 5 X ) o8 (l dy pemae S 55 )
Alail ) ey pd 1ok el b lal i Sl gy (Bildaa 48 Ao i
ot Ghas e Ui mes ot by ) &80 & 51 LS50 02 58 Uae ()l
ol Ay eaiad Ly Laia) 3 "ECuul oad 43l (6 peb B Al € 48
D328 oage 1 b Gfludio ey 48 Cul (s (nined Lol ol (pen
)48 Nl ety o Rl 5 Jat gy g0 (1 ) pem () el g
431.21‘LalMJ_J:\S_jL'i‘JWwﬂw.ﬁawﬁjﬂJidqﬁbﬁ‘fjw_}nMﬁ}Lﬁ
O sese din skl el o sa e (5 s slaalidg S (i 12 S
oban b ) 8 )8 ) s ol € s oS gl 4 300 (T8 j2 00 e 4TalLS
L_é\_jouﬁmlJ_‘dMJiuL'ﬂﬂﬁLdiﬁi)SaﬁJﬁ\JL\:uo)Sie‘J:\;|JL._A';.:J
il

3568




Mistral:

Multiple Choice Question:
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Mistral:

Mount Sinai (Arabic: sl sk o1 (2 5« J2>; English: Mount Sinai; Hebrew: °1°0 177, meaning "thorny
mountain") is the name of a mountain located in northeastern Egypt. It holds great significance in the
Abrahamic religions, especially in Judaism. In traditional narratives of these religions, the mountain
1s frequently mentioned.

According to these traditions, Mount Sinai is the place where the Israelites spent three months during
their 40-year period of wandering after leaving Egypt. Upon arriving at Mount Sinai, they set up
camp there. It is traditionally believed that God gave the Law (the Torah) to the Israelites at this
mountain. The Golden Calf of Samiri was also made at this site.

Mount Sinai 18 also known as the place where Yahweh first revealed Himself to Moses and appeared
to him in the form of a burning bush. During this divine encounter, God commanded Moses to
remove his sandals, as he was standing on holy ground. The mountain is also referred to as Horeb,
Jabal Allah, al-Tur, and Jabal Musa.

In the Qur'an, God swears by this mountain, further emphasizing its sacredness in Islamic tradition.

On a hot summer day, a small group of Iranian tourists traveled to Rate
northeastern Egypt to visit Mount Sinai. This mountain, renowned

in the Abrahamic religions—especially Judaism—is believed to be
the place where the Israelites spent three months during their 40-
year journey through the wilderness. The tourists listened with
interest as their guide explained that the Israelites had reached this
mountain after leaving Egypt and had set up camp there.
According to traditional accounts of the Abrahamic faiths, God
gave His divine law to the Israelites at this very site. One of the A
tourists asked in surprise, “Is this the place where the Golden Calf
of Samiri was made?” The guide smiled and replied, “Yes, exactly.
This is also where Yahweh first revealed Himself to Moses and
appeared to him in the form of fire within a burning bush.”

The tourists listened in awe as the guide explained that God had
commanded Moses to remove his sandals, as he was standing on
holy ground. The guide added, “This mountain is also known by
other names, such as Horeb, Jabal Allah, al-Tur, and Jabal Musa. It
is even mentioned in the Qur’an, where God swears by it.”

With a deep sense of wonder and reverence, the tourists departed
Mount Sinai, carrying with them an experience they would never
forget.
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Mistral:

Multiple Choice Question:

‘What emotion did the tourists feel at Mount Sinai that made the
experience unforgettable for them?

A) Fear

B) Awe and Respect

C) Fatigue

D) Disappointment

Answer: B

True/False Judgment 1:

The tourists remembered the experience because they were
amazed by Mount Sinai's history.

Answer: True

True/False Judgment 2:

The tourists remembered the experience because of physical
exhaustion.

Answer: False

Cause and Effect:

Cause:

The tourists learned about the history and sacredness of Mount Sinai.
Effect:

The tourists felt awe and respect.

Cloze:

Sentence:

The tourists left Mount Sinai with a sense of "wonder" and respect.
Answer: wonder

Explanation Question:

Why did the tourists remember this experience so vividly?
Answer: Because they felt awe and respect for the history and
sacredness of Mount Sinai.

Counterfactual Question:

If the tourists had not known about the history of Mount Sinai, would
they still have remembered the experience as vividly?

Answer: No, because it was the amazement and respect for the site’s
history and sanctity that made the experience memorable..
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Chatgpt:

(Judaism) is the religion, philosophy, culture, and way of life of the Jewish people. It is considered the first Abrahamic
religion and, by many scholars, the first organized monotheistic faith. The Hebrew Bible, known as the Tanakh, which
.includes the Torah, Nevi'im (Prophets), and Ketuvim (Writings), constitutes the sacred texts of Judaism

Judaism encompasses a wide range of religious views, rituals, denominations, and religious literature. Today, most Jews
identify with one of three main branches: Orthodox, Liberal (Reform), and Conservative. There are also smaller groups
such as Reconstructionist Judaism, Karaite Judaism, and Humanistic Judaism. These branches differ significantly in
terms of religious beliefs and practices. Orthodox Jews strictly follow traditional religious laws and believe the Torah was
divinely revealed by Yahweh and that a Messiah will one day arrive. In confrast, Liberal Jews promote modernity,
.personal freedom, and individual interpretation of religious life

Religious Jews believe that Judaism represents a covenant between Yahweh and the children of Israel. Judaism serves as
the foundation of many texts, traditions, and ethical principles, and has profoundly influenced later Abrahamic religions
.such as Christianity and Islam

According to Jewish law (Halakha), a person is considered Jewish if they are born to a Jewish mother or have formally
converted to Judaism. Although Judaism is a religion, Jews are also seen as an ethno-religious group, with DNA studies
.and historical records supporting this

meaning "praised" in ,(7737°) Judaism has a continuous history stretching back 3,000 to 4,000 years. The word Yehudah
Hebrew, originally referred to the tribe of Judah and later to the inhabitants of the kingdom of Judea. Eventually, it
became a term used for all Israelites. In Iran, Jews are also called Kalimi, referring to Moses (Kalim-ullah), the prophet of
Judaism in Islamic tradition

Religious Jews believe Judaism begins with God's covenant with Abraham, Isaac, and Jacob, and is officially established
.when the Torah is given to Moses and the Israelites enter the Promised Land

Jewish communities exist all over the world. The global Jewish population is approximately 13.7 million (or up to 17.9
million when including individuals not recognized as Jewish by Halakha), which constitutes about 0.19% of the world
population. Around 6.1 million live in Israel, 5.3 million in the United States, 1.5 million in Europe, and the rest are
spread across Oceania, the Americas, and Africa. Iran’s Jewish community, which dates back over 2,500 years, currently
..numbers around 8,756, based on the 2012 census

Sara, a student of Comparative Religions at the University of Tehran, chose to Rate
research Judaism for her thesis project. Although she was Muslim, she was

deeply interested in learning more about different cultures and faiths. One day,
through one of her professors, she was introduced to a Jewish family living in
Tehran. They warmly invited her to attend one of their Shabbat ceremonies
On Friday evening, as Sara entered their home, she immediately sensed a
different atmosphere. The family respectfully lit the Shabbat candles, and softly
recited passages from the Torah. Curious, Sara asked Maziyar, the eldest son,
about the diversity of beliefs among Jews. He explained that Judaism includes a
wide range of religious perspectives: some, like their relatives in Isfahan, are
more conservative and strictly follow religious laws, while others, particularly
.in Europe, adopt more liberal views and value intellectual freedom
Maziyar also shared that, according to Jewish law (Halakha), a person born to a
Jewish mother is considered Jewish, though in some cases, individuals may join
the community through marriage or conversion. He told her that Judaism has a
history of nearly four thousand years, and it has had a profound impact on other
Abrahamic religions. Listening to the story of God's covenant with Abraham
.through to Moses, Sara felt deeply moved by the rich and enduring tradition
‘When she left the house, the night was rainy, but her mind felt clear and filled
with new questions. She asked herself how a people with such ancient roots
could preserve monotheism while also adapting to so many different cultures
_across the world
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Chatgpt:

Multiple Choice Question:

Why did Sara likely accept the invitation from the Jewish family to
attend the Shabbat ceremony?

Options:

A) Because she wanted entertainment on Friday night.

B) Because she was interested in experiencing a different culture up
close.

C) Because she was seeking to change her religion.

D) Because her professor forced her.

Answer: B

True/False Judgment 1:

After the Shabbat ceremony, Sara had new questions about Judaism in
her mind.

Answer:

True

True/False Judgment 2:

Maziyar explained that the only way to become Jewish is to be born of a
Jewish father.

Answer:

False

Cause and Effect:

Cause:

Sara attended the Shabbat ceremony and spoke with the Jewish family.
Effect:

Her mind became more open to asking new questions about Judaism and
religious culture.

Cloze:

Sentence:

Although she was Muslim herself, Sara was interested in learning more
about " "

Answer:

different cultures and religions

Explanation:

Question:

‘Why did Maziyar talk about the different viewpoints of Jews in various
parts of the world?

Answer:

He wanted to show Sara that Judaism has diverse perspectives and
cannot be understood through a single viewpoint.

Counterfactual:

Question:

‘What would have happened if Sara had not gone to the Shabbat
ceremony on that rainy night?

Answer:

She probably would have had less personal and direct understanding of
Jewish traditions, and her mental questions would not have arisen.
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Agreement %  ~ (Quadratic)

Scenario 85.6 0.405
Task 1~ Multiple-choice questions 94.4 0.201
Task 2 True/False statement 97.8 0.409
Task 3 Explanation 98.0 0.493
Task 4 Cloze 96.8 0.373
Task 5  Cause-effect inference 96.0 0.282
Task 6  Counterfactual reasoning 93.8 0.240

Table 10: Inter-annotator agreement across scenario outputs and task types.

E Inter-Annotator Agreements

As shown in Table 10, although the overall percent agreement between annotators is high (e.g., 85.6%
at the scenario level), Cohen’s x remains moderate (e.g., 0.405). This discrepancy arises because the
annotations are heavily skewed toward one dominant class—typically rating “A”. Since classes “B” and
“C” occur rarely in the dataset, the expected agreement by chance (p.) becomes disproportionately high,
which mathematically reduces the value of . This is a well-known limitation of « in imbalanced rating
distributions, where even near-perfect agreement on the majority class can result in deceptively low scores.
In our case, the high agreement primarily reflects consistent use of the dominant rating, while « penalizes
the lack of variability across categories.
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F Representative Gemini-2.5-Flash Outputs and Their Human-Annotated Revisions

Below, we present three examples generated by the Gemini-2.5-Flash model. In the first two cases,
the model used inappropriate metaphors (e.g., comparing the human body to a garden) that were not
aligned with the topic, resulting in scenarios that lacked clarity and semantic coherence. As a result,
human annotators regenerated the scenarios using the model to produce more accurate and meaningful
versions. In contrast, the third example was well-formed from the start — the initial generation by the
model was both coherent and natural, requiring no modifications and receiving a high-quality rating from
annotators.Each example includes the original Wikipedia passage, the scenario generated from it, and a
set of six tasks constructed based on the scenario.
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Multiple Choice Question:
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Gemini:

C (in English: C) is a general-purpose, compiled, mid-level, structured, imperative, and procedural
programming language, developed in 1972 by Dennis Ritchie at Bell Labs.

In 1967, Martin Richards developed the BCPL language at the University of Cambridge to write operating
system software and compilers. Then in 1970, Ken Thompson created the B language based on features from
BCPL, and used it to develop the first versions of the Unix operating system at Bell Labs.

The C language was created in 1972 by Dennis Ritchie at Bell Labs, evolving from the B and BCPL
languages. It introduced new features such as type checking. Ritchie used C to develop the Unix operating
system, and later, most other operating systems were also written in C.

C spread rapidly, and the publication of the book "The C Programming Language" in 1978 by Brian
Kernighan and Dennis Ritchie significantly boosted its popularity worldwide.

Due to its widespread use across various computers and hardware platforms, multiple versions of the language
emerged, which were often incompatible with one another. In 1983, the American National Standards Institute
(ANSI) formed a committee called X3J11 to create an unambiguous, machine-independent definition of the
language. In 1989, this standard was approved as ANSI C, and in 1990, the International Organization for
Standardization (ISO) also adopted it. The combined documentation was published under the name ANSI/ISO
C.

C is a general-purpose, compiled, mid-level, structured, procedural Rate
programming language created in 1972 by Dennis Ritchie at Bell

Laboratories. In 1967, Martin Richards invented the BCPL language to
write operating system software and compilers at the University of
Cambridge. Then, in 1970, Ken Thompson wrote the B language based
on the features of BCPL and used it to develop the first versions of the
Unix operating system at Bell Labs. In 1972, Dennis Ritchie created the
C language at Bell Labs, building on the B and BCPL languages, and
added new features such as data type checking. Ritchie used this
language to develop the Unix operating system, but later most other
operating systems were also written in C. The language spread rapidly,
and the publication of the book The C Programming Language in 1978
by Brian Kernighan and Ritchie contributed to its growing popularity
worldwide. C
The widespread use of C on various computers and hardware led to the
emergence of incompatible versions of the language. In 1983, the
American National Standards Institute (ANSI) formed a committee
called X3J11 to develop an unambiguous, machine-independent
definition of the language. In 1989, this standard was approved as ANSI
C, and in 1990, the International Organization for Standardization (ISO)
adopted the standard. The joint documents were published under the title
ANSI/ISO C, so that everyone could refer to a unified language.
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Gemini:

Multiple Choice Question:

Why did the American National Standards Institute (ANSI) decide to
form a special committee for “Code Weaver”?

A) To compete with the International Organization for Standardization
(ISO).

B) To solve the problem of incompatibility between different versions of
the language.

C) Because the language was too complex for beginner programmers.
D) To introduce new and advanced features to the language.

Answer: B

True/False Judgment 1:

Before the invention of “Code Weaver,” there were efforts to develop
similar programming languages that became its foundation.

Answer: True

True/False Judgment 2:

The “Code Weaver Handbook” was published before the language itself
was invented and helped introduce it.

Answer: False

Cause and Effect:

Cause:

“Code Weaver” was powerful and efficient enough to be used for
developing operating systems.

Effect:

The language quickly gained widespread adoption and became globally
recognized.

Cloze:

Sentence:

The ultimate goal of publishing the ANSI/ISO “Code Weaver” standard
was to ensure that everyone could « e
Answer: use the language without issues and write compatible programs

Explanation:

Question:

Why was the addition of “strict type checking” to “Code Weaver”
considered a major advancement?

Answer:

Because it helped reduce bugs and improve program stability by
verifying input and output data types and preventing incompatible
operations.

Counterfactual:

Question:

What would have happened if ANSI and ISO had failed to agree on a
unified standard for “Code Weaver”?

Answer:

Using “Code Weaver” would have become much more difficult, and
programs written in different dialects would not easily work together or
be portable across systems.
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Gemini:

Multiple Choice Question:
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Gemini:

Years ago, in the bustling halls of Bell Labs, Dennis Ritchie was busy
creating something that would revolutionize the world of computing. In
1972, he developed a new tool—a programming language that acted like a
versatile toolbox, capable of handling a wide range of tasks. Before it could
be used, this tool needed to be translated and prepared, much like
architectural plans that must be turned into machine code for a computer to
understand. While this language was mindful of machine-level details, it
also followed structured frameworks, executed instructions step by step,
and adhered to well-defined procedures.

Ritchie’s idea was inspired by earlier work. In 1967, Martin Richards at the
University of Cambridge laid the foundation for the BCPL language, which
was designed for writing system software and compilers. Later, in 1970,
Ken Thompson, drawing on the features of BCPL, created the B language
and used it at Bell Labs to build the early versions of the UNIX operating
system. Ritchie based the C language on both BCPL and B, enhancing it
with new features like strict data type checking. He then used C to build the
UNIX operating system itself—and before long, many other operating
systems were written using this powerful language.

The fame of C spread like a tidal wave across the world. In 1978, the
publication of The C Programming Language, co-authored by Ritchie and
Brian Kernighan, further accelerated its global popularity. However, the
widespread use of C across different computers and hardware eventually
led to incompatibilities and variations. To address this, in 1983, the
American National Standards Institute (ANSI) formed a special committee
named X3J11 to define a clear, machine-independent standard for C. This
effort resulted in the adoption of ANSI C in 1989, and a year later, in 1990,
the International Organization for Standardization (ISO) also approved it.
The joint documentation, published as ANSI/ISO C, ensured that
programmers around the world could speak the same language. In this way,
C firmly established itself as one of the fundamental pillars of the
programming world.

Rate
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Gemini:

Multiple Choice Question:

Why did the C programming language quickly become one of the most widely used
languages?

A) Because it was extremely simple and easy for everyone to learn.

B) Because it could be used to develop operating systems and essential software.
C) Because its handbook was published widely before any real use.

D) Because it was the first high-level language computers could understand
directly.

Answer: B

True/False Judgment 1:

The standardization of the C language was primarily done to resolve
incompatibilities caused by its widespread use.

Answer: True

True/False Judgment 2:

C could be directly understood by computers without any preparation or
translation.

Answer: False

Cause and Effect

Cause: The release of a comprehensive and standardized reference book for a new
programming language.

Effect: Accelerated and facilitated the language’s acceptance and growth among
programmers.

Answer: Causal

Cloze:

Sentence:

Before being executed by computers, the C language is like architectural blueprints
that must be converted into “___ " to be understood and built.

Answer: executable code

Explanation:

Question:

How did the publication of The C Programming Language contribute to the global
popularity of C?

Answer:

The book provided a comprehensive and reliable reference that helped standardize
knowledge of C and made it more accessible to programmers worldwide.

Counterfactual:

Question:

What might have happened if ANSI had not defined a standard for the C language?
Answer:

Without a unified standard, incompatibilities across different versions of C would
likely have persisted, preventing the language from becoming a foundational tool
in programming.
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Multiple Choice Question:
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Gemini:

In the human body and some other animals, the urinary bladder expels urine through a tube called the urethra
(also known as the urethral canal, urinary duct, or 7ible Way in some texts). The urethra is shorter in women,
while in men, it is longer and passes through the prostate gland and the penis.

The external urethral sphincter, which prevents involuntary urination, is located at the beginning of the
urethra. Because the female urethra is shorter, urinary tract infections (UTIs) are several times more common
in women than in men.

In men, the length of the urethra ranges between 20 to 25 centimeters, and it opens at the tip of the penis.

In a large garden, there were two vital water tanks, each responsible for Rate
draining excess water. Each tank had its own dedicated pipe that directed

the water outward. These pipes acted as channels for water discharge,
and at their end was a precisely controlled valve that could be
voluntarily opened or closed, preventing unintended water loss.

The “male” tank’s pipe was significantly longer than that of the
“female” tank. To be more precise, the male pipe measured
approximately the length of a standard ruler — about 20 to 25
centimeters — and exited from the tip of a distinct protrusion on the
body of the tank. Interestingly, this pipe passed through a critical
bottleneck (the prostate gland) and then through a central tower (the C
penis) before reaching its outlet.

In contrast, the female tank’s pipe was much shorter, only around 2.5 to
5 centimeters — about the size of a small key head. This difference in
length made hygiene and protection of the female pipe more
challenging. The shorter and more direct path allowed germs and
contaminants to enter more easily and quickly, which is why the risk of
internal blockage or infection in the female system was significantly
higher than in the male system. This structural difference meant that
each system required its own specific maintenance approach.
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Gemini:

Multiple Choice Question:

According to the description, which of the following explains the
increased risk of blockages or internal infections in the female system?
A) Its long tube causes more accumulation of contaminants.

B) The short and straight path of the tube makes it easier for pathogens
to enter.

C) The absence of a control valve at the end of the tube.

D) The tube is located between a bottleneck and a central tower.
Answer: B

True/False Judgment 1:

The difference in the design of tank tubes requires that each system be
maintained with a different hygiene and care approach.

Answer: True

True/False Judgment 2:

The tube of the “male” tank, because of its longer path, is more exposed
to direct entry of germs and contaminants than the “female” one.
Answer: False

Cause and Effect

Cause: The short and straight path of the “female” tank tube
Effect: Significantly increases the risk of direct entry of germs and
contaminants into the system

Cloze:

Sentence:

Due to the design differences between the two systems, maintaining
each of them required its own “ >

Answer: specific methods

Explanation:

Question:

Why is the “male” tank tube, despite being longer and passing through a
bottleneck and central tower, less prone to internal contamination?
Answer:

Its longer path makes it harder and slower for germs to enter, and the
obstacles in the path act as natural filters or barriers.

Counterfactual:

Question:

If the tube of the “female” tank were as long as that of the “male” tank,
what change would occur in its vulnerability to contamination?
Answer:

The risk of direct entry of germs and contaminants would significantly
decrease, resulting in lower vulnerability.
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Multiple Choice Question:
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Gemini:

Our body is a marvel of engineering! Imagine the bladder as a reservoir for
excess fluids. To empty this organ, there's a crucial tube called the urethra,
which plays the main role in discharging urine.

Now imagine two different plumbing systems—one for Mary and another
for Reza. In Mary’s body, the urethra is very short, about 2.5 to 5
centimeters long. This close proximity to the external environment
unfortunately means that "external problems" or infections can more easily
and quickly find their way in compared to the male system. In fact, urinary
tract infections (UTIs) occur several times more often in women due to this
anatomical difference.

In Reza’s body, however, the situation is different. His urethra is much
longer, measuring about 20 to 25 centimeters. This tube has curves and
passes through a protective chamber (the prostate gland) and then through
an external structure (the penis) before reaching its end and releasing its
contents.

And one more important detail: right at the beginning of both urethras,
there is a smart control valve called the external urethral sphincter. This
valve plays a crucial role—like a gatekeeper, it prevents involuntary
leakage of urine and gives us full control over when we urinate. This
precise design ensures that the bladder empties at the right time and in a
controlled manner.

Rate
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Gemini:

Multiple Choice Question:

If the female urethra were as long and complex as the male urethra, which of the
following outcomes would be more likely?

A) Bodily fluids would be expelled more quickly.

B) Women’s bodies would be less exposed to urinary tract infections.

C) The prostate gland would also develop in women.

D) The need for voluntary control of urination would disappear.

Answer: B

True/False Judgment 1:

The short length of the female urethra is one of the main reasons for the increased
likelihood of external pathogens entering the urinary system.

Answer:

True

True/False Judgment 2:

According to the text, the prostate gland is a key organ responsible for voluntary
control of urination in men.

Answer:

False

Cause and Effect:

Cause:

The presence of an intelligent control valve known as the external urethral
sphincter

Effect:

The human ability to voluntarily control and prevent unintentional discharge of
bodily fluids

Cloze:

Sentence:

The structural difference in fluid discharge systems between men and women—
especially in urethral length—unfortunately means that infections can .
Answer:

find their way in far more easily

Explanation:

Question:

Why is the presence of the prostate gland in the male urinary system considered an
advantage according to the text?

Answer:

The prostate gland acts as a physical barrier that makes the male urethral path
longer and more complex. This added complexity and length make it harder for
external pathogens to enter the body.

Counterfactual:

Question:

What would happen if the external urethral sphincter didn’t function properly?
Answer:

The person would lose voluntary control over urination, leading to involuntary and
unwanted discharge of bodily fluids. This could seriously affect their daily life and
social interactions.
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Gemini:
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Gemini:

Multiple Choice Question:
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Gemini:

C (in English: C) is a general-purpose, compiled, mid-level, structured, imperative, and procedural
programming language, developed in 1972 by Dennis Ritchie at Bell Labs.

Sunday is the day between Saturday and Monday, and in Iranian culture, Mithra (the deity of kindness) is the
guardian of this day. The name of this day among the Sogdians and Manicheans is formed by combining two
words: Mir and jmnw. The first part, Mir, refers to the deity of covenant or Mithra, and the second part, jmnw,
means “day” in Persian. Therefore, the name Sunday in ancient Iran was Mir jmnw, which translates to
“Mithra’s day” in Persian.

Sunday is the second day of the week in the solar calendar and the last, seventh day of the week in the
Gregorian calendar. In European and American countries, this day is a weekly public holiday. For most
Christians, Sunday is considered a day of worship and rest, regarded as the Lord’s day and the day of Christ’s
resurrection. In Israel, the United States, Canada, China, Japan, the Philippines, and also in South America,
Sunday is the first day of the week.

Sunday... a special day that always carries its own unique feeling. It sits Rate
exactly between the busy Saturday and the hectic Monday, like a bridge
of calm. In our rich Iranian culture, from ancient times, Mithra—the

deity of kindness—has been the guardian of this day, as if spreading a A

protective shadow over it. Imagine this: ancient peoples like the
Sogdians and Manicheans named this day by combining two words—
“Mir” and “Jamni.” For them, “Mir” meant the deity of covenant or
Mithra, and “Jamn,” just like our Persian word for “day,” meant “day.”
That’s why in ancient Iran, Sunday was called “Mirjamnd,” which
translates to “Mithra’s day” in Persian.

Interestingly, in our solar calendar, Sunday is considered the second day
of the week, but in the Gregorian calendar, it is the last and seventh day
of the week—a charming calendar contradiction! During my travels in
European and American countries, I have often noticed that Sunday is an
official weekly holiday, and the streets hold a special kind of calm. For
most Christians, Sunday is a day of worship and rest, regarded as the
Lord’s day and the day of Christ’s resurrection, when people go to
church with great respect or rest quietly at home. But the story of
Sunday doesn’t end there; if you live in Israel, the United States,
Canada, China, Japan, the Philippines, or even South America, you will
notice that Sunday is the first day of the week—the beginning of
everything! It seems wherever you are, Sunday—with its stories and
different roles—always has a prominent presence.
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Gemini:

Multiple Choice Question:

Why is Sunday described as the "Bridge of Peace" in the text?

A) Because Mithra (the deity of kindness) is the guardian of this day.

B) Because it is placed between two busy days, Saturday and Monday, and is
itself a day for rest.

C) Due to its historical significance in ancient culture.

D) Because in the Gregorian calendar it is the last day of the week.

Answer: B

True/False Judgment 1:

The calmness of the streets in European and American countries on Sunday is a
sign of general non-working and the peaceful spirit of this day.

Answer:

True

True/False Judgment 2:

According to the text, Sunday is a busy and working day in all countries.
Answer:

False

Cause and Effect:

Cause:

Sunday is positioned between two busy and working days.

Effect:

It creates a sense of calm and provides an opportunity for rest amid the hectic
days of the week.

Cloze:

Sentence:

In many cultures, Sunday is known as the " " which offers a suitable
opportunity for mental and physical rest.

Answer:

Bridge of Peace

Explanation:

Question:

Why does the timing of Sunday in the weekly calendar cause it to be considered
a day of rest?

Answer:

Because Sunday falls between Saturday (the energetic start of the week) and
Monday (the serious return to work), providing a psychological and temporal
opportunity to pause, rest, and renew energy.

Explanation:

Question:

Why does the timing of Sunday in the weekly calendar cause it to be considered
a day of rest?

Answer:

Because Sunday falls between Saturday (the energetic start of the week) and
Monday (the serious return to work), providing a psychological and temporal
opportunity to pause, rest, and renew energy.

3597




G Experimental Setup

G.1 Training Configuration

We fine-tune six instruction-tuned base mod-
els (MISTRAL-SMALL-24B, MISTRAL-7B,
MISTRAL-NEMO, and LLAMA-3 variants with
1-8 B parameters) on the CS_Farsi corpus (100%
of the train split). All experiments are run with
DEEPSPEED ZeRO-3 and Flash-Attention 2 on
three NVIDIA RTX A6000 GPUs (48 GB each);
bfloat16 mixed precision is enabled.
Effective batch: 4 sequences/GPU x 2 grad-
accum. steps = 8 sequences (= 16k tokens
with packing).

Max sequence length: 2,048 tokens (samples
are packed).

Epochs: 3.

Optimizer: AdamW with cosine decay; initial
LR 1 x 10~%; weight decay 1 x 10~%; no
warm-up.

LoRA: rank » = 128, scaling « = 256,
dropout 0.10.

Adapted modules: q_proj, k_proj, v_proj,
o_proj, down_proj, up_proj, gate_proj,
embed_tokens, 1m_head.

Regularisation: gradient clipping at 1.0.

G.2 Inference Configuration

Decoding uses nucleus sampling with tempera-
ture 0.8, top_p =0.95, and top_k = 50; a repetition
penalty of 1.1 mitigates degeneration.
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Table 11: Wall-clock training time per base model (3x A6000).

Base model Parameters  Runtime

MISTRAL-SMALL-24B-INSTRUCT-2501 24 B 13h22m

MISTRAL-7B-INSTRUCT-V0.3 7B 9h37m
MISTRAL-NEMO-INSTRUCT-2407 12B 5h48 m
LLAMA-3.1-8B-INSTRUCT 8B 4h03m
LLAMA-3.2-3B-INSTRUCT 3B 2h0lm
LLAMA-3.2-1B-INSTRUCT 1B 55m
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