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Abstract

Although Farsi is widely spoken, no com-
prehensive benchmark exists for assessing
commonsense reasoning in language mod-
els. We therefore present FarSense, a 6-task
benchmark for Farsi covering True/False judg-
ment, multiple-choice questions, Explanation,
Cause-Effect inference, Counterfactual rea-
soning, and Knowledge Completion. Start-
ing from Farsi-Wikipedia, we filtered noise
and retained 4,210 passages, rewrote them
into realistic daily scenarios, and derived
the above tasks from each scenario. Sce-
nario and task generation quality was first
judged via native-speaker annotations on out-
puts from five major LLMs—GPT-4o, Gemini-
2.5-Flash, Mistral-Large, Qwen-Plus, and
DeepSeek-Chat. Gemini-2.5-Flash demon-
strated the highest performance, leading to its
use in generating a large-scale dataset, subse-
quently finalized through meticulous two-step
human validation. Using FarSense, we mea-
sured the commonsense ability of the same
five flagship LLMs and also fine-tuned six
compact models (1B–24B parameters) before
re-evaluating them. To ensure broad applicabil-
ity, task wording was designed to minimize di-
alectal, cultural, or religious bias. Experiments
show that targeted fine-tuning yields substan-
tial gains, confirming FarSense as a reliable,
openly licensed resource for advancing repro-
ducible commonsense understanding research
in Farsi NLP. We publicly release all code and
data at https://github.com/KamyarZeinalipour/
FarSense.

1 Introduction

Although Farsi is widely spoken, there is currently
no comprehensive benchmark for evaluating com-
monsense reasoning in language models for this
language. This notable gap prevents an accurate
assessment of how effectively state-of-the-art lan-
guage models can handle commonsense reasoning
tasks in Farsi (Khashabi et al., 2021). Existing

Figure 1: Illustrative example of subtasks. Full subtasks
are provided in Appendix A

benchmarks primarily focus on English, including
datasets such as CommonsenseQA (Talmor et al.,
2019), COPA (Roemmele et al., 2011), Social IQa
(Sap et al., 2019), and SemEval-2020 Task 4 (Wang
et al., 2020). However, such resources are scarce or
entirely absent for most other languages, including
Farsi, highlighting a broader multilingual limita-
tion in commonsense research (Sakai et al., 2024b;
Shamsfard, 2019). Prior work on Farsi has typ-
ically addressed general language understanding
tasks (e.g., ParsiNLU; Khashabi et al., 2021) or
specialized domains (e.g., Farsi social norms; Saf-
fari et al., 2024), but has not tackled the broader
and crucial area of commonsense reasoning com-
prehensively.
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Research Questions. This study addresses the
overarching question:

Problem Statement

How can we leverage Large Language Mod-
els to effectively generate and utilize a com-
prehensive benchmark dataset for evaluat-
ing and enhancing commonsense reasoning
capabilities in Farsi?

Specifically, we explore four research questions:

• RQ1: How effective are current state-of-the-
art LLMs for generating high-quality, diverse
commonsense reasoning tasks and scenarios
in Farsi?

• RQ2: RQ2: How effective is a hybrid data-
generation approach—combining LLM out-
put and rigorous human validation—for devel-
oping a comprehensive Farsi commonsense
benchmark?

• RQ3: What is the performance of leading
large language models (LLMs) on various
commonsense reasoning tasks in Farsi, and
which types of commonsense queries pose the
greatest challenge?

• RQ4: How much does fine-tuning smaller
language models on the FarSense dataset
improve Farsi commonsense reasoning com-
pared to (i) their own off-the-shelf (pre-tuning)
baselines and (ii) larger general-purpose mod-
els?

Task framing: FarSense evaluates context
grounded commonsense reasoning (CG-CSR):
models must apply causal, temporal, social, and
counterfactual schemas to a provided narrative.
This contrasts with (i) knowledge-centric CSR
(e.g., CommonsenseQA(Talmor et al., 2019),
HellaSwag(Zellers et al., 2019)), which probes
unstated world knowledge, and (ii) extractive
reading comprehension (e.g., SQuAD(Rajpurkar
et al., 2016)/TriviaQA(Joshi et al., 2017)), which
can often be solved by span lookup. In FarSense,
answers are non-extractive (no-span rule) and
require reasoning over the given scenario, not
recall of external facts.

Figure 2: Illustrative example of generated scenario.
Full texts are provided in Appendix A.

Approach and Results. We introduce FarSense,
a robust benchmark comprising six distinct com-
monsense subtasks for Farsi. We initially gath-
ered approximately 4,210 paragraphs from Farsi
Wikipedia, converting them into realistic everyday
scenarios enriched with commonsense elements
(Figure 2 ). Scenarios and associated tasks were
initially generated using five major LLMs (GPT-
4o, Gemini-2.5-Flash, Mistral Large, Qwen-Plus,
and DeepSeek-Chat), evaluated through rigorous
human annotation. Gemini-2.5-Flash emerged as
the best-performing model and was subsequently
used to generate the complete benchmark, un-
dergoing meticulous two-step human validation.
The subtasks include verifying factual statements
(True/False), Explanation, multiple-choice ques-
tions, cause-effect reasoning, counterfactual rea-
soning, and knowledge completion tasks (Figure 1).
Our large-scale evaluation reveals a wide perfor-
mance band (overall macro scores: 0.663–0.700)
across five flagship LLMs: while binary facts
and multiple-choice items are near-solved (in the
0.95–0.97 accuracy range), causal and counterfac-
tual generation remain starkly difficult (BLEU ≤
0.11). Crucially, fine-tuning six compact models
(1 B–24 B) on FarSense lifts their macro score by
an average of +0.10 (≈ 10 pp)—and by +23 pp for
Llama-3-1B—confirming that the benchmark is not
only diagnostic but also an effective training cur-
riculum for resource-constrained Persian models.

Contributions. Our main contributions include:
(1) Introducing FarSense, the first comprehensive
commonsense reasoning benchmark specifically
designed for Farsi, consisting of six diverse, human-
validated subtasks; (2) Proposing and validating
an effective hybrid methodology combining LLM-
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driven scenario generation with rigorous human an-
notation; (3) Conducting extensive evaluations of
multiple state-of-the-art language models in Farsi
commonsense reasoning, providing insights into
their capabilities and limitations; (4) Demonstrat-
ing the effectiveness of fine-tuning using FarSense
to significantly improve commonsense reasoning
performance in smaller-scale Farsi models. (5) Pub-
licly releasing the FarSense benchmark dataset,
associated source code, and fine-tuned models to
facilitate reproducibility and encourage further re-
search on Farsi commonsense reasoning.

Paper Structure. Section 2 reviews related work,
Section 3 details dataset creation, Section 4 reports
experiments, Section 5 concludes, and Section 6
discusses the limitations of the research.

2 Related Work

Commonsense Reasoning Benchmarks in En-
glish: Most commonsense reasoning benchmarks
in NLP have focused on English, leading to a wide
range of datasets targeting different types of rea-
soning. CommonsenseQA (Talmor et al., 2019)
introduced multiple-choice questions based on Con-
ceptNet to evaluate general commonsense knowl-
edge. COPA (Roemmele et al., 2011) focuses
on causal reasoning, while Social IQa (Sap et al.,
2019) explores social motivations and interactions.
SemEval-2020 Task 4 (Wang et al., 2020) evaluates
both validation and explanation of commonsense
knowledge. While these benchmarks have driven
substantial progress, they remain limited to English
and do not capture the linguistic and cultural nu-
ances needed for multilingual commonsense evalu-
ation.

Multilingual and Low-Resource Commonsense
Datasets: To broaden the scope beyond En-
glish, several multilingual datasets have emerged.
Translation-based resources like XCOPA (Ponti
et al., 2020), an extension of COPA, offer initial
steps toward multilingual commonsense reasoning.
However, such datasets often inherit cultural as-
sumptions and biases from English, limiting their
validity across languages (Shamsfard, 2019). More
recent benchmarks such as mCSQA (Sakai et al.,
2024a) use hybrid approaches that combine LLM-
generated content with human validation to create
culturally relevant and cost-effective evaluations.
Likewise, NormBank (Ziems et al., 2023) lever-
aged LLMs and human refinement to construct

a large-scale commonsense knowledge base. In-
spired by these methods, FarSense adopts a similar
hybrid strategy to ensure culturally grounded and
high-quality benchmarks tailored to Farsi.

LLMs as Generators and Evaluators: Recent
work leverages large language models in low-
resource pipelines along two complementary axes:
(i) generation of supervision and evaluation ma-
terial, and (ii) solver/evaluator use. On the gen-
eration side, LLMs automate quiz authoring in
Turkish (Zeinalipour et al., 2024b) and underpin
PersianMCQ-Instruct for multiple-choice question
creation in Farsi (Zeinalipour et al., 2025a). Puzzle-
centric resources similarly scale via LLMs, pro-
ducing crosswords and clue corpora in Italian,
Turkish, and Arabic (Zeinalipour et al., 2024a,c,
2025b,d), with data-driven methods (e.g., Clue-
Instruct) improving clue quality (Zugarini et al.,
2024b). As evaluators/solvers, LLMs answer cross-
word clues (ECWCA) (Zugarini et al., 2024a),
deliver rubric-aligned feedback on student writ-
ing (Zeinalipour et al., 2024d), and help construct
targeted benchmarks in Arabic, from common-
sense reasoning (Lamsiyah et al., 2025) to multi-
dialect dialogue via Shawarma Chats, a triple-
dialect benchmark (Egyptian, Maghrebi, MSA)
with evaluated with automatic metrics (Zeinalipour
et al., 2025c). These trends motivate our CG-CSR
design for FarSense: LLM-based Scenario Re-
writing and Task Derivation under a strict no-span
rule, followed by two-stage native-speaker valida-
tion for cultural grounding (Section 3) and down-
stream solver assessment (Section 4).

Farsi Language Resources and the Common-
sense Gap: Despite Farsi’s wide usage, few
resources specifically address commonsense rea-
soning. Datasets like ParsiNLU (Khashabi et al.,
2021) focus on general NLP tasks, while PSN (Saf-
fari et al., 2024) targets Farsi social norms. These
lack coverage of general, everyday commonsense
scenarios. The Khayyam Challenge (Ghahroodi
et al., 2024) provides an extensive evaluation
of reasoning skills across disciplines but does
not target commonsense specifically. Similarly,
FarsEval-PKBETS (Shamsfard et al., 2024)
introduces a diverse set of knowledge-intensive
tasks, yet leaves room for improvement in model
performance on practical reasoning. None of these
datasets provide a comprehensive, scenario-based
commonsense benchmark for Farsi.
FarSense addresses this gap by constructing
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CG-CSR (ours) CSR (knowledge) RC (extractive)

Input basis Provided narrative World knowledge Provided passage
Answerability Closed-world Open-world Closed-world
Answer form Non-extractive Option/short fact Often extractive span
Primary skills Causal/temporal/social/counterfactual Conceptual recall Span/local inference
Examples FarSense CSQA/HellaSwag SQuAD/TriviaQA

Table 1: Positioning FarSense within reasoning benchmarks.

culturally contextualized commonsense tasks
directly from Farsi Wikipedia and realistic daily
settings, thereby avoiding translation artifacts.
Its two-stage design—LLM generation followed
by expert human validation—follows successful
practices from multilingual resources (Sakai et al.,
2024a; Ziems et al., 2023). As the first dedicated
Farsi commonsense benchmark, FarSense not
only fills a critical void in the resource landscape
but also offers a replicable methodology for future
benchmarks in other low-resource languages.

Positioning: As summarized in Table 1, we dis-
tinguish three families of benchmarks. (1) CSR
(knowledge-centric) targets implicit world knowl-
edge and associative plausibility, often without a
supporting passage (e.g., CommonsenseQA, Hel-
laSwag; (Talmor et al., 2019; Zellers et al., 2019)).
(2) RC (extractive) evaluates span or short-answer
retrieval from a given passage (e.g., SQuAD, Trivi-
aQA; (Rajpurkar et al., 2016; Joshi et al., 2017)).
(3) CG-CSR (ours) requires non-extractive rea-
soning over a provided narrative with an explicit
no-span constraint and skills like causal, temporal,
social, and counterfactual inference. CG-CSR is
closest to non-extractive RC that demands reason-
ing beyond span lookup (e.g., DROP, NarrativeQA;
(Dua et al., 2019; Kočiský et al., 2018)), but differs
in its emphasis on commonsense schemas rather
than reading-comprehension objectives.

3 Dataset Construction

Our goal was to build a native Farsi commonsense
benchmark that (i) covers a broad range of reason-
ing types, (ii) is free from translation artefacts, (iii)
is large enough to fine-tune small to medium-sized
models. Detailed steps are enumerated below.

3.1 Source Collection
We deliberately restrict our crawl to important por-
tions of Farsi Wikipedia.
Starting from ten community-maintained in-
dices—such as Featured Articles, Vital Articles,

and Most-Viewed by Topic—spanning mathemat-
ics, history, biology, and literature, ... we retrieve
the pages referenced by each list (Wikipedia con-
tributors, 2025b,a,d,c).
This yields 8,894 candidate articles. From each,
we retain only the lead paragraph—typically a con-
cise, self-contained summary—then apply three
automatic screens: (i) Paragraphs shorter than 100
words are discarded to avoid stubs and disambigua-
tion pages; (ii) Pages containing sensitive or disal-
lowed content are excluded in line with our ethics
protocol. (iii) Navigation or list pages are filtered
out via namespace tags and heuristic detection
of excessive bullet usage. After filtering, 4,210
high-quality seed paragraphs remain, which form
the input to the scenario re-writing stage in the
section (3.2).

3.2 Scenario Rewriting

Our pipeline separates content sourcing from
commonsense packaging. Starting from 4,210
high-quality lead paragraphs extracted from ped-
agogically valuable portions of Farsi Wikipedia
(Section 3.1), we automatically produce realistic,
everyday narratives as follows:
Prompt engineering: A seed COT prompt was
iteratively refined on 30 pilot passages using man-
ual error analysis; the final form (B) yields consis-
tent output across five flagship LLMs—GPT-4o
(OpenAI et al., 2024) , Gemini-2.5-Flash (Co-
manici et al., 2025), Qwen-Plus (Bai et al., 2023),
Mistral-Large (Mistral AI, 2025), and DeepSeek-
Chat (DeepSeek-AI et al., 2025).
Automatic generation: Each passage was submit-
ted to five flagship LLMs to generate a 100–300
word commonsense scenario in Farsi that implicitly
conveys all source facts while avoiding specialist
terminology.
Detox and sanity checks: We applied regex filters
to remove profanity, and verified that the output
length met roughly the 100–300 word target. Sce-
narios failing any check were regenerated.
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3.3 Task Derivation

Using the same prompt-engineering strategy out-
lined in Section 3.2, we crafted a second genera-
tion template (Appendix B). For every validated
scenario, we invoked the same LLMs—GPT-4o,
Gemini-2.5-Flash, Qwen-Plus, Mistral-Large, and
DeepSeek-Chat—with this second template (Ap-
pendix B) to create six distinct commonsense items,
including one multiple-choice question, two True/-
False statements, a Cause→Effect pair, a cloze
completion item, an explanation prompt–answer
pair, and a counterfactual question–answer pair.
The template enforces three quality gates: (i) the
no-span rule (answers must not appear verbatim in
the scenario), (ii) explicit tagging of the underlying
commonsense skill (cs_skill in physical, social,
temporal, intentional, causal, deontic), and (iii)
a single-sentence justification why the generated
task is commonsense that could help the human
annotators (why_cs).

3.4 Model Selection

To identify the most reliable LLM for large-scale
scenario and task generation, we ran a con-
trolled pilot on 100 randomly chosen Wikipedia
lead paragraphs (Section 3.1). Each paragraph
was processed twice—once with the Scenario
Re-writing prompt and once with the Task Deriva-
tion prompt—using the five flagship models al-
ready introduced. This yielded 500 candidate sce-
narios and 3,500 task items (7 per scenario1).

Human evaluation protocol. Two native-Farsi
annotators, who grew up in Iran and currently
live in Italy,2 with substantial experience in com-
monsense reasoning—both holding a Master’s de-
gree—independently rated each scenario and its
derived tasks using a three-level scale: A (accept-
able), B (partially acceptable), C (unacceptable).
Guidelines and examples (see Appendix C and D)
were provided; annotators were blind to the source
model.
Inter-annotator reliability. During the pilot an-
notation phase, the two annotators achieved 94%
raw agreement. However, Cohen’s κ = 0.35 ap-
pears comparatively low, reflecting the well-known
prevalence paradox (Byrt et al., 1993), where an un-
even distribution of categories inflates the expected-

1Two distinct True/False statements were generated to
cover both truth values.

2Both annotators are authors of this paper and participated
voluntarily without receiving any payment.

Model Scenario Tasks
Score ↑ Score ↑

Gemini-2.5-Flash 2.6 2.3
GPT-4o 2.4 2.2
Mistral-Large 2.3 2.1
Qwen-Plus 2.2 2.0
DeepSeek-Chat 2.1 1.9

Table 2: Average human-judged quality (3=best) on the
100-paragraph pilot.

by-chance term and thereby deflates κ even un-
der high observed agreement. All discrepancies
were subsequently reviewed and resolved through
consensus discussion, and the released dataset
consequently exhibits 100% agreement. Detailed
agreement scores are provided in Table 10 in the
Appendix 10. After independent scoring, all con-
flicting labels were jointly discussed until a consen-
sus.

Scoring. Labels were mapped to numerical
scores (A=3, B=2, C=1) and averaged per model
for (i) scenario quality and (ii) the aggregated qual-
ity of all associated tasks. Results are summarised
in Table 2.

Decision. Gemini-2.5-Flash achieved the highest
mean scores on both dimensions and was therefore
chosen as the backbone model for generating the
full FarSense benchmark. Subsequent human vali-
dation ensured the same rigor and quality applied
at scale.

3.4.1 Large-scale Generation
After selecting Gemini-2.5-Flash as the generator
model (Section 3.4), we applied it to the full set of
4,210 Wikipedia lead paragraphs, generating both
(i) rewritten scenarios and (ii) six associated com-
monsense tasks for each paragraph (Section 3.3).
This procedure produced 4,210 scenario–task bun-
dles (i.e., 29,470 individual items).

Two stage human validation. Each bundle sub-
sequently underwent a rigorous two-stage review:

1. First pass (edit or regenerate). Annotator A
inspected every machine-generated bundle,
performing minimal edits (grammar, spelling,
answer-key alignment) or fully regenerating
items that contained unrecoverable issues. Ex-
amples are provided in Appendix F.

2. Second pass (consensus). Annotator B inde-
pendently reviewed the revised bundle. When-
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ever disagreement arose, the annotators dis-
cussed the item until consensus was reached.

Of the 4,210 bundles, 2,531 (60.1%) required at
least one edit, and 753 (17.9%) were fully regen-
erated. The resulting corpus constitutes the final
FarSense dataset used in Section 4.

3.5 Dataset Statistics
Table 3 summarizes the quantitative profile of the
FarSense corpus. In total, the benchmark com-
prises 29,470 annotated items—six subtasks (with
two True/False items), i.e., seven items per scenario
( 3.3). The entire corpus contains 12.9 M tokens,
with an average of 438 tokens and a median of 429
tokens per item. Lexical diversity, measured by
the type–token ratio (TTR), averages 0.54 and is
broadly consistent across tasks (0.52–0.56), indi-
cating that none of the subtasks is dominated by
formulaic wording.

Task-level observations.

• Length variation. Multiple-choice questions
are the longest (≈ 481 tokens on average) be-
cause they include the prompt, four answer
options, and detailed rationales. True/False
items are the shortest (≈ 413 tokens) but ex-
hibit the highest average TTR (0.56), reflect-
ing the strong lexical variety introduced by
affirmative vs. negative statements.

• Lexical diversity. Across the corpus, we ob-
serve 71,347 unique word types—about one
distinct type per 181 tokens—which is in line
with benchmarks of similar scale in English.
The low overall corpus TTR (0.01) results
from the large sample size and is typical of
datasets exceeding 10 M tokens.

• Balanced coverage. The seven item types
each contribute roughly 13.5–15.7% of the to-
tal token count, so no single type dominates
the training signal when the benchmark is
used for fine-tuning (4.3).

These statistics confirm that FarSense offers
both breadth—in terms of reasoning skills—and
depth—in terms of lexical variety—making it a
suitable benchmark for evaluating and improving
commonsense reasoning in Farsi language models.

4 Experiments

This section details our evaluation protocol, the
large-scale LLM baselines, the compact model and

fine-tuning recipe, and a quantitative and qualita-
tive analysis of the results.

Data split. For all fine-tuning experiments we
partition the 4,210 scenario–task bundles into 4,000
training items and a held-out set of 210 items for
testing. Although the held-out set contains 210
scenarios, each yields multiple items, resulting in
1,470 evaluated items per model.

4.1 Evaluation metrics.
Each FarSense sub-task is scored with a metric that
matches its answer format:

• Categorical tasks (True/False statements,
single-blank Cloze answers and the multiple-
choice questions ) are evaluated by accuracy,
i.e. exact match between the model output and
the gold label.

• Free-form generation tasks (Cause→Effect,
Counterfactual, Explanation, and the full-
sentence Cloze completions) are scored with
four complementary measures: BLEU-4 (Pap-
ineni et al., 2002), ROUGE-L F1 (Lin, 2004),
BERTScore F1

3 (Zhang et al., 2020), and
cosine similarity4 (Reimers and Gurevych,
2019). Their arithmetic mean serves as the
task score.

For each sub-task we compute a task-specific
score as described above. To compare models at a
higher level, we later aggregate these scores into
track-level and overall scores, as detailed in the
aggregation protocol below (§4.2). Cloze blanks
typically expect a single token or short phrase, so
exact string match is the most interpretable mea-
sure (treated as a single label). However, minor
orthographic variants should not count as errors;
therefore, we also log the text metrics above as a
secondary figure.5

4.2 Large-scale LLM Results
This section reports the performance of the five flag-
ship LLMs on the 210-scenario FarSense test set.
Each scenario includes two independent True/False
statements (T/F-True and T/F-False), one 4-way
multiple-choice question (MCQ), one cloze item
(Cloze_cls), and four free-form generation items:

3Computed with microsoft-deberta-xlarge-mnli.
4Computed with sentence embeddings produced by

HooshvareLab/bert-fa-base-uncased.
5This choice follows Yuan et al. (2021)’s recommendation

for short answers.
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Task #Items Avg. tok. Median Avg. TTR Total tok. Types Corpus TTR

Cause–Effect 4,210 423 413 0.54 1.78 M 66 185 0.04
Cloze 4,210 426 416 0.53 1.79 M 65 899 0.04
Counterfactual 4,210 458 447 0.53 1.93 M 66 933 0.03
Explanation 4,210 453 443 0.53 1.91 M 66 886 0.04
Multiple-Choice 4,210 481 471 0.52 2.03 M 67 571 0.03
True/False 1 4,210 413 404 0.56 1.74 M 65 960 0.04
True/False 2 4,210 413 403 0.56 1.74 M 66 003 0.04

All tasks 29,470 438 429 0.54 12.91 M 71,347 0.01

Table 3: Token-level statistics for each FarSense subtask. Types counts unique lexical items after normalising Arabic
and Farsi variants of the same character.

L3-1B Mis-7B L3-3B L3-8B Mis-N Mis-24B
Metric Base FT Base FT Base FT Base FT Base FT Base FT

T/F-True Acc 0.767 0.905 0.743 0.919 0.476 0.929 0.843 0.929 0.924 0.957 0.962 0.981
T/F-True Prec 0.180 0.566 0.532 0.614 0.348 0.625 0.566 0.625 0.619 0.679 0.692 0.778
T/F-True Rec 0.261 0.756 0.771 0.959 0.488 0.963 0.920 0.963 0.961 0.978 0.980 0.990
T/F-True F1 0.169 0.590 0.489 0.664 0.239 0.681 0.573 0.681 0.672 0.752 0.768 0.852
T/F-False Acc 0.367 0.419 0.910 0.957 0.981 0.862 0.967 0.971 0.981 0.976 0.981 0.976
T/F-False Prec 0.229 0.257 0.810 0.881 0.948 0.814 0.881 0.889 0.912 0.914 0.930 0.916
T/F-False Rec 0.169 0.169 0.958 0.958 0.995 0.830 0.959 0.964 0.996 0.994 0.997 0.994
T/F-False F1 0.192 0.210 0.877 0.917 0.971 0.814 0.918 0.924 0.953 0.954 0.962 0.952
MCQ Acc 0.267 0.505 0.643 0.752 0.952 0.467 0.962 0.962 0.952 0.952 0.962 0.962
MCQ Prec 0.102 0.300 0.683 0.710 0.593 0.503 0.593 0.653 0.494 0.702 0.594 0.694
MCQ Rec 0.038 0.229 0.613 0.671 0.579 0.486 0.581 0.642 0.482 0.686 0.580 0.682
MCQ F1 0.059 0.259 0.577 0.690 0.586 0.477 0.586 0.647 0.488 0.694 0.587 0.687
Cloze Acc 0.052 0.067 0.333 0.544 0.543 0.368 0.576 0.697 0.586 0.737 0.543 0.667
Cloze Prec 0.027 0.036 0.201 0.392 0.373 0.225 0.406 0.481 0.416 0.543 0.373 0.462
Cloze Rec 0.027 0.036 0.201 0.392 0.375 0.225 0.406 0.481 0.416 0.543 0.375 0.462
Cloze F1 0.027 0.036 0.201 0.392 0.374 0.225 0.406 0.481 0.416 0.543 0.374 0.462

Table 4: Fine-tuning impact on classification-style tasks.

Cause→Effect, Counterfactual, Explanation, and
Cloze_text.

Fine-grained Classification Metrics
• GPT-4o effectively dominates the binary state-

ments and MCQs, achieving the strongest
overall precision–recall–F1, while DeepSeek-
Chat slightly outperforms it on some T/F pre-
cision metrics and attains the best CLOZEcls
accuracy.

• DeepSeek-Chat remains unrivalled on short
CLOZECLS confirming its strong grounding of
lexical knowledge.

• All models lose ∼40 pp when moving from
MCQ to Cloze, highlighting the difficulty of
pinpointing the exact Farsi token.

Free-form Generation Metrics Free-form rea-
soning is orders of magnitude harder. Even the
best BLEU for CAUSE→EFFECT is only 0.11, sig-
nalling that causal commonsense in Farsi remains a
major research frontier. DeepSeek-Chat and Gem-
ini 2.5-Flash share the top spot, each surpassing
GPT-4o by ≈ 2 pp in the macro average of the four

similarity metrics.

Aggregation protocol. For each model we re-
port three summary scores. The Classification
score is the macro-average of the accuracies on
the four discrete tasks (T/F-True, T/F-False, MCQ,
Clozecls) from Table 7. The Free-form score is
the macro-average of the four similarity means on
Cause→Effect, Counterfactual, Explanation, and
Clozetext from Table 8. The Overall score in Ta-
ble 9 is then the arithmetic mean of these two track-
level scores:

Overall = 1
2

(
Classification + Free-form

)
.

• DeepSeek-Chat retains first place with an
overall 0.700, edging Gemini-2.5-Flash by
0.004 pp. Its gains stem from Cloze preci-
sion and a slight edge on causal generation.

• Gemini-2.5-Flash matches DeepSeek on
free-form reasoning, confirming the robust-
ness observed during dataset construction.

• GPT-4o excels at MCQ and binary facts but is
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L3-1B Mis-7B L3-3B L3-8B Mis-N Mis-24B
Metric Base FT Base FT Base FT Base FT Base FT Base FT

Cause–Effect BLEU 0.005 0.014 0.030 0.071 0.014 0.026 0.052 0.065 0.033 0.060 0.041 0.090
Cause–Effect ROUGE 0.042 0.126 0.176 0.310 0.112 0.177 0.235 0.293 0.199 0.300 0.222 0.343
Cause–Effect BERT 0.095 0.492 0.553 0.624 0.267 0.518 0.583 0.623 0.547 0.626 0.587 0.643
Cause–Effect Cos 0.548 0.641 0.700 0.771 0.629 0.690 0.713 0.770 0.721 0.773 0.728 0.793
Counterfactual BLEU 0.005 0.014 0.021 0.054 0.019 0.026 0.027 0.050 0.024 0.063 0.028 0.064
Counterfactual ROUGE 0.039 0.127 0.159 0.280 0.097 0.160 0.192 0.241 0.153 0.258 0.185 0.291
Counterfactual BERT 0.089 0.483 0.545 0.620 0.258 0.506 0.573 0.616 0.536 0.623 0.575 0.639
Counterfactual Cos 0.662 0.780 0.815 0.874 0.736 0.823 0.837 0.870 0.842 0.890 0.851 0.907
Explanation BLEU 0.004 0.017 0.021 0.046 0.019 0.029 0.026 0.045 0.022 0.053 0.028 0.054
Explanation ROUGE 0.039 0.152 0.157 0.299 0.096 0.167 0.187 0.250 0.150 0.261 0.183 0.295
Explanation BERT 0.090 0.486 0.543 0.622 0.258 0.509 0.580 0.623 0.538 0.632 0.574 0.642
Explanation Cos 0.644 0.796 0.814 0.885 0.723 0.837 0.847 0.888 0.853 0.910 0.863 0.919
Cloze-text BLEU 0.114 0.183 0.298 0.330 0.334 0.358 0.394 0.411 0.403 0.453 0.370 0.411
Cloze-text ROUGE 0.440 0.533 0.638 0.720 0.611 0.638 0.675 0.699 0.675 0.740 0.605 0.675
Cloze-text BERT 0.699 0.756 0.786 0.819 0.756 0.780 0.796 0.811 0.819 0.846 0.768 0.819
Cloze-text Cos 0.798 0.836 0.846 0.873 0.857 0.871 0.870 0.885 0.893 0.907 0.857 0.893

Table 5: Fine-tuning impact on free-form generation tasks.

L3-1B Mis-7B L3-3B L3-8B Mis-N Mis-24B
Metric Base FT Base FT Base FT Base FT Base FT Base FT

Classification 0.286 0.582 0.615 0.817 0.593 0.732 0.761 0.813 0.789 0.826 0.810 0.845
Free-form 0.168 0.319 0.377 0.482 0.305 0.326 0.435 0.471 0.419 0.482 0.445 0.499
Overall 0.227 0.450 0.496 0.649 0.449 0.529 0.598 0.642 0.604 0.654 0.627 0.672

Table 6: Aggregated performance before and after fine-tuning.

penalised by its lower Cloze accuracy, point-
ing to tokenisation issues with undiacritised
Farsi.

• A perfect commonsense model is still far
away: even the leader covers just 70 % of the
combined task ceiling, leaving ample room
for future Farsi-centric research.

4.3 Fine-tuning on FarSense
To quantify how much task-specific supervision
can improve each open model relative to its own
zero-shot baseline and approach flagship scores,
we fine-tuned six open-weights, instruction-tuned
backbones—Llama-3.2 (1B)(Grattafiori et al.,
2024), Llama-3.2 (3B), Llama-3.1 (8B), Mistral
(7B)(Jiang et al., 2023), Mistral-Nemo (12B), and
Mistral-Small (24B)—spanning the 1 to 24 billion
parameter range, on the train split of FarSense
(4,000 scenario–task bundles; see Section 4). De-
tails of the experiment, including the training and
generation hyperparameters, are provided in Ap-
pendix G.
Tables 4–6 contrast Base vs. FT across classifica-
tion metrics, free-form generation metrics, and the
macro aggregates from. Model names are short-
ened to L3 (LLAMA 3.X) and Mis (MISTRAL) for
brevity.
Fine-tuning yields consistent improvements for ev-

ery model: the mean absolute jump is ≈ +10 pp
on the overall score. The smallest model, L3-1B,
benefits most (+23 pp), followed by Mis-7B (+16
pp). Even the strongest baseline, Mis-24B, still
gains about +5 pp.

Source of improvement. Gains are largest in
classification ( ≈ +13 pp on average), driven
by sharper True/False precision and Cloze accu-
racy—evidence that direct exposure to FarSense
answer formats helps probability calibration.
Free-form reasoning also improves ( ≈ +7 pp),
though absolute scores on Cause →Effect and
Counterfactual remain low, confirming that causal
commonsense in Farsi is still an open challenge.

5 Conclusion & Future Work

A human-in-the-loop LLM pipeline can reliably
generate, vet, and use a large-scale Farsi common-
sense dataset. Combining prompt-based generation
with two native-speaker passes yielded FarSense,
a 29k-item benchmark that both evaluates and
improves Farsi models. For RQ1, Gemini-2.5-
Flash, GPT-4o, and Mistral-Large produced the
strongest outputs; Gemini-2.5-Flash led (2.6/3 for
scenarios, 2.3/3 for tasks), though 78% of bun-
dles still required edits, confirming the need for
human oversight. In RQ2, a two-stage validation
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Model T/F-TRUE T/F-FALSE MCQ CLOZECLS

Acc Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1

Mistral-Large 0.967 0.765 0.990 0.854 0.990 0.816 0.988 0.890 0.957 0.592 0.563 0.575 0.543 0.373 0.375 0.374
Gemini-2.5-Flash 0.976 0.790 0.992 0.866 0.990 0.838 0.990 0.908 0.952 0.594 0.579 0.586 0.576 0.406 0.406 0.406
DeepSeek-Chat 0.981 0.833 0.993 0.889 0.995 0.885 0.996 0.937 0.962 0.593 0.581 0.586 0.586 0.416 0.416 0.416
GPT-4o 0.986 0.832 0.995 0.907 0.995 0.901 0.996 0.947 0.967 0.741 0.727 0.734 0.490 0.326 0.326 0.326
Qwen-Plus 0.986 0.806 0.993 0.888 0.990 0.864 0.992 0.923 0.952 0.494 0.482 0.488 0.452 0.292 0.292 0.292

Table 7: Classification-style performance (↑) on the four discrete FarSense sub-tasks. Best numbers per column are
bold.

Model Cause→Effect Counter-factual Explanation Clozetext
BLEU ROUGE BERT Cos BLEU ROUGE BERT Cos BLEU ROUGE BERT Cos BLEU ROUGE BERT Cos

Mistral-Large 0.092 0.307 0.627 0.773 0.047 0.246 0.597 0.817 0.044 0.250 0.598 0.809 0.370 0.605 0.768 0.857
Gemini-2.5-Flash 0.110 0.357 0.645 0.795 0.064 0.269 0.615 0.846 0.065 0.287 0.615 0.862 0.394 0.637 0.774 0.870
DeepSeek-Chat 0.110 0.340 0.645 0.795 0.064 0.262 0.615 0.846 0.065 0.282 0.615 0.864 0.403 0.675 0.819 0.893
GPT-4o 0.093 0.318 0.632 0.782 0.053 0.253 0.604 0.839 0.050 0.258 0.604 0.852 0.346 0.620 0.771 0.844
Qwen-Plus 0.079 0.271 0.591 0.769 0.041 0.245 0.596 0.806 0.041 0.251 0.590 0.823 0.370 0.605 0.768 0.857

Table 8: Free-form generation metrics (↑). Each sub-task score is the mean of the four columns; these means are
used in §4.2.

Model Classification Free-form Overall

DeepSeek-Chat 0.881 0.518 0.700
Gemini-2.5-Flash 0.874 0.518 0.696
Mistral-Large 0.864 0.497 0.681
GPT-4o 0.860 0.494 0.677
Qwen-Plus 0.845 0.481 0.663

Table 9: Headline macro scores (↑). Classification is the
average of the four accuracies in Table 7; Free-form is
the average of the four means in Table 8.

(edit + consensus) corrected 60.1% and regener-
ated 17.9%, achieving high precision at a fraction
of manual cost and proving scalability to other
low-resource languages. For RQ3, models reach
near-ceiling accuracy (≈ 0.95–0.97) on binary and
multiple-choice items, but even DeepSeek-Chat
(0.70 macro) struggles on causal, counterfactual,
and Cloze_text tasks (BLEU ≤ 0.11). Finally,
RQ4 shows that fine-tuning six compact models
on FarSense yields consistent gains—especially for
the smallest backbones—demonstrating its value
as a training signal for resource-constrained Farsi
models, though a performance gap to flagship
LLMs persists. Next Steps. We will extend
FarSense to Dari, Tajiki, and other regional di-
alects, expand it to multimodal (image / audio-
grounded) reasoning, and release human + model
rationales for chain-of-thought evaluation. An-
nual re-benchmarking and full release of data,
scripts, and checkpoints will promote reproducible,
resource-efficient commonsense research across
under-represented languages.

6 Limitations

In line with ACL policy, we outline the principal
shortcomings of our work. We refrain from present-

ing these points as future work or adding citations,
and we avoid emphasising the strengths of our ap-
proach.

Domain and topic bias. All scenarios originate
from lead paragraphs in Farsi Wikipedia. Although
we sampled from “featured” and “vital” article in-
dices, Wikipedia skews toward literate, urban and
male-centred topics. Consequently, FarSense may
under-represent everyday experiences of rural com-
munities, children, and marginalised social groups.

Dialectal coverage. Our prompting strategy in-
structed the language models to generate responses
in standard Farsi, without explicit coverage of di-
alectal variants such as Dari, Tajiki, Luri, or other
regional Iranian varieties. As a result, model per-
formance on FarSense may overestimate general
capabilities, particularly when applied to dialectal
or non-standard inputs.

Synthetic-data artefacts. Each item was first
machine-generated, then post-edited by two an-
notators. Subtle factual inaccuracies, unnatural
phrasings or culturally inappropriate assumptions
can still persist—especially in causal or counter-
factual prompts where human validation is harder.
Users of FarSense should manually inspect samples
before drawing fine-grained linguistic conclusions.

Annotation scale and diversity. Only two native
speakers performed all validations. Their demo-
graphic homogeneity (age, education level, home
dialect) limits the cultural breadth of error detec-
tion and may allow implicit biases—e.g. gender
stereotypes—to remain.
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Metric limitations. For free-form answers we
average BLEU, ROUGE, BERTScore and embed-
ding cosine similarity. These surface-level met-
rics correlate imperfectly with human judgments
of commonsense plausibility; high scores do not
guarantee deep reasoning, while low scores may
penalise legitimate paraphrases.

Environmental cost. All computational
stages—large-scale scenario and task generation as
well as the three-epoch fine-tuning of six compact
models—were run exclusively on NVIDIA RTX
A6000 GPUs. Generation consumed about
75 GPU-hours, and fine-tuning added roughly
108 GPU-hours (35.8 wall-clock hours on a
3-GPU A6000 node). While modest by today’s
large-model standards, this compute budget may
still be prohibitive for some research groups and
carries a non-negligible carbon footprint.

Potential for misuse. FarSense could be
mis-applied as a high-stakes diagnostic of human
traits (e.g. educational testing) even though it was
never validated for such scenarios. The benchmark
should be used solely for research on machine
commonsense reasoning in Farsi.
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Maggini, Leonardo Rigutini, and Marco Gori. 2024c.
A turkish educational crossword puzzle generator. In
International Conference on Artificial Intelligence in
Education, pages 226–233. Springer.

Kamyar Zeinalipour, Mehak Mehak, Fatemeh Parsamo-
tamed, Marco Maggini, and Marco Gori. 2024d.
Advancing student writing through automated syn-
tax feedback. In International Workshop on AI in
Education and Educational Research, pages 52–66.
Springer.

Kamyar Zeinalipour, Moahmmad Saad, Marco Maggini,
and Marco Gori. 2025b. From Arabic text to puz-
zles: LLM-driven development of Arabic educational
crosswords. In Proceedings of the First Workshop
on Language Models for Low-Resource Languages,
pages 479–495, Abu Dhabi, United Arab Emirates.
Association for Computational Linguistics.

Kamyar Zeinalipour, Mohamed Zaky Saad, Oumaima
Attafi, Marco Maggini, and Marco Gori. 2025c.
Shawarma chats: A benchmark exact dialogue &
evaluation platter in egyptian, maghrebi & modern
standard arabic—a triple-dialect feast for hungry lan-
guage models. In Proceedings of The Third Arabic
Natural Language Processing Conference, pages 472–
524.

3539

https://doi.org/10.18653/v1/2024.findings-acl.844
https://doi.org/10.18653/v1/2024.findings-acl.844
https://doi.org/10.18653/v1/2024.findings-acl.844
https://doi.org/10.18653/v1/D19-1454
https://doi.org/10.18653/v1/D19-1454
https://doi.org/10.18653/v1/N19-1421
https://doi.org/10.18653/v1/N19-1421
https://doi.org/10.18653/v1/N19-1421
https://doi.org/10.18653/v1/2020.semeval-1.39
https://doi.org/10.18653/v1/2020.semeval-1.39
https://doi.org/10.18653/v1/2020.semeval-1.39
https://fa.wikipedia.org/wiki/ویکی‌پدیا:۱۰۰_نوشتار_حیاتی
https://fa.wikipedia.org/wiki/ویکی‌پدیا:مقاله‌های_برگزیده
https://fa.wikipedia.org/wiki/ویکی‌پدیا:فهرست_نوشتارهایی_که_هر_ویکی‌پدیا_باید_داشته_باشد
https://fa.wikipedia.org/wiki/ویکی‌پدیا:فهرست_نوشتارهایی_که_هر_ویکی‌پدیا_باید_داشته_باشد
https://fa.wikipedia.org/wiki/ویکی‌پدیا:فهرست_مقالات_پربیننده_بر_پایه_موضوع
https://fa.wikipedia.org/wiki/ویکی‌پدیا:فهرست_مقالات_پربیننده_بر_پایه_موضوع
https://github.com/neulab/BARTScore
https://aclanthology.org/2025.loreslm-1.36/
https://aclanthology.org/2025.loreslm-1.36/
https://aclanthology.org/2025.loreslm-1.36/


Kamyar Zeinalipour, Mohamed Zaky Saad, Marco Mag-
gini, and Marco Gori. 2025d. From arabic text to
puzzles: Llm-driven development of arabic educa-
tional crosswords. arXiv preprint arXiv:2501.11035.

Rowan Zellers, Ari Holtzman, Yonatan Bisk, Ali
Farhadi, and Yejin Choi. 2019. Hellaswag: Can a
machine really finish your sentence? In ACL.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020. Bertscore: Eval-
uating text generation with bert. In International
Conference on Learning Representations (ICLR).

Caleb Ziems, Jane Dwivedi-Yu, Yi-Chia Wang, Alon
Halevy, and Diyi Yang. 2023. NormBank: A knowl-
edge bank of situational social norms. In Proceed-
ings of the 61st Annual Meeting of the ACL (Volume
1: Long Papers), pages 7756–7776.

Andrea Zugarini, Kamyar Zeinalipour, Achille Fusco,
and Asya Zanollo. 2024a. Ecwca-educational cross-
word clues answering: A calamita challenge. In
Proceedings of the 10th Italian Conference on Com-
putational Linguistics (CLiC-it 2024), pages 1239–
1244.

Andrea Zugarini, Kamyar Zeinalipour, Surya Sai Kadali,
Marco Maggini, Marco Gori, and Leonardo Rigutini.
2024b. Clue-instruct: Text-based clue generation
for educational crossword puzzles. arXiv preprint
arXiv:2404.06186.

3540

https://doi.org/10.18653/v1/2023.acl-long.429
https://doi.org/10.18653/v1/2023.acl-long.429


A Scenario and Tasks in Full Detail

The following pages present the complete texts of the scenarios and subtasks referenced in Figures 2
and 1, which previously showed only brief excerpts. This includes the original Wikipedia passage, the
generated scenario, and all six associated tasks.

B Prompts (full text)

You will receive one short Farsi passage.

1. Extract every explicit factual statement from the passage (keep them concise and
literal no interpretation).

2. Convert each fact into a plausible , everyday commonsense scenario that implies
the fact without stating it directly.

3. Using every fact from step 1, expand the scenario from step 2 into a 100 to 300
word Farsi narrative , adding natural detail or a minor hypothetical twist. Be
sure every extracted fact is clearly included.

Return only the narrative from step 3 no labels , explanations , JSON , or extra text
of any kind.

Text:
{{ WikiPedia_Paragraph }}

Listing 1: Scenario Re-writing Prompt

For the following narrative , create all six commonsense reasoning task types below ,
entirely in Farsi , each with its correct answer:

Make sure the question requires implicit understanding and is not answerable through
rote memorization.

1) Multiple -choice QA

Write one commonsense question with four choices (A - D)
The question should require reasoning beyond direct sentence recall.
Provide the correct option letter.

2) True/False statements
Write two declarative statements:

One must be clearly true , based on commonsense reasoning.
One must be clearly false , based on contradiction or implausibility.

Each item: {"statement": "...", "answer": true|false}.

3) Cause -and -Effect pairs

- Write one plausible cause -effect pair based on the story.
- Focus on why something happened or what its result was.
Use commonsense logic , not just temporal order.
One pair: {"cause": "...", "effect": "..."}.

4) Cloze completion
Choose a meaningful sentence and blank out a key word or phrase using <_____ >.
The answer must be non -obvious without understanding the context.
Provide the missing text as "answer".

5) Explanation generation
Ask a Why or How question about a behavior , intention , or event.
Answer it in 1-2 short Farsi sentences.
The answer should show inference , not surface repetition.

6) Counterfactual reasoning
Ask a "What␣if␣..." question that changes one detail in the scenario.
Predict a reasonable alternate outcome.
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Wikipedia text 
 

های رفتاری است. باید توجه شود که گِریستنَ یکی از واکنش 

گریستن با تولید اشک متفاوت است. اشک واکنش چشم به یک 

آور است و مواد  محرک شیمیایی مانند بوی پیاز یا گاز اشک

شیمیایی موجود در اشک و گریه با هم تفاوت دارند؛ مانند اشکی که  

آید از اشک حاصل از بوی پیاز،  انگیز پدید می فیلم غمبا دیدن یک 

 .پروتئین بیشتری دارد 

گریه با جاری شدن اشک از چشمان و در بسیاری موارد با ناله و 

تغییر حالت دهان همراه است. گریه واکنش و نمود ایجاد وضعیتی 

احساسی است. بیشتر گریه در مواقعی که فرد غمگین است صورت  

 .گیرد می 

آیند حاصل این هستند  هایی که در اثر ناراحتی پدید می معمولاً گریه 

تواند توجیه و توصیفی برای مشکل یا که مغز یا فلسفه ذهن نمی 

کند. ناراحتیِ به وجود آمده پیدا کند و برای تخلیه احساسات گریه می 

کنند یا افسرده هستند، یِ آدم هایی که مرتب گریه می از این رو گریه 

بست و شکست برخورد محصولِ این است که مغز آنقدر به بن 

 .تواند هیچ توجیهی برای مشکلات پیدا کند است که نمی کرده

ها پدید  گریه، حالتی است که از برخورد انسان با یک سلسله واقعیت

 .آید و ریشه در سوز دل و شکستن قلب یا شادی روزافزون دارد می 
 

Crying is a behavioral response. It should be 

noted that crying is different from tear 

production. Tears are the eyes' reaction to a 

chemical stimulus such as the smell of 

onions or tear gas, and the chemical 

composition of emotional tears differs from 

reflex tears; for example, tears shed while 

watching a sad movie contain more protein 

than those caused by cutting onions.Crying 

involves the flow of tears from the eyes, and 

often includes sobbing and changes in facial 

expression. It is a reaction that reflects an 

emotional state, typically occurring when a 

person feels sadness.Crying due to 

emotional distress usually happens when the 

brain or mind fails to find an explanation or 

justification for a troubling situation, 

leading to crying as a way to release 

emotions. This is why people who cry 

frequently or are depressed often do so 

because their minds are overwhelmed and 

unable to rationalize their problems.Crying 

emerges from confronting certain realities 

and stems from heartbreak, deep sorrow, or 

even overwhelming joy. 

 

 

Scenario 
 

اختیار اشک از چشمانش جاری انگیزی دید و بی دیشب فیلم غم سارا 

کند، متوجه شد. او که معمولاً فقط وقتی واقعاً غمگین است گریه می 

های لرزید و نالههایش می شد که این یک واکنش رفتاری است. لب 

ای واضح از وضعیت آمد. این نشانهآرامی از گلویش بیرون می 

کرد و احساسی او بود. سارا به یاد آورد روزی را که پیاز خرد می 

دانست که گریستن با آلود شده بود. او میدلیل اشکچشمانش بی 

های پیاز، فقط واکنشی شیمیایی  صرف تولید اشک فرق دارد. اشک

شناسش، بود و هیچ احساسی پشت آن نبود. به گفته استاد زیست 

داشت. سارا اشک فیلم غمگین پروتئین بیشتری نسبت به اشک پیاز 

گرید. زمانی که مغزش  ها می فکر کرد، انسان در مواجهه با واقعیت

نتوانست برای مشکل پیش آمده توجیهی پیدا کند، گریست تا  

کرد؛ شاید احساساتش تخلیه شود. یاد دوستش افتاد که مدام گریه می 

توانست هیچ بست رسیده بود که دیگر نمی مغز او آنقدر به بن 

توجیهی برای مشکلاتش بیابد. در نهایت، سارا دریافت که ریشه  

حد و حصر،  شکستگی باشد و چه از شادی بیگریه، چه از دل

 .همیشه عمیق است

 

 

Last night, Sara watched a sad movie and 

tears flowed from her eyes uncontrollably. 

She, who usually cries only when she is 

truly sad, realized that this was a behavioral 

reaction. Her lips were trembling, and soft 

sobs came from her throat—clear signs of 

her emotional state.She recalled a day when 

she was chopping onions and her eyes had 

teared up for no reason. She knew that 

crying is different from simply producing 

tears. Onion-induced tears were just a 

chemical reaction, with no emotion behind 

them. According to her biology professor, 

tears shed during a sad movie contain more 

protein than onion tears.Sara thought about 

how humans cry when faced with reality. 

When the brain fails to find a justification 

for a problem, it cries to release emotions. 

She remembered her friend who cried 

constantly; perhaps his mind had hit such a 

dead end that it could no longer explain his 

struggles. In the end, Sara realized that the 

root of crying—whether from heartbreak or 

overwhelming joy—is always deep. 
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Task 1: Multiple Choice Question 

 

Q: داند؟انگیز را با گریه ناشی از خرد کردن پیاز متفاوت میسارا از چه نظر گریه ناشی از تماشای فیلم غم  

Q:In what way does Sara consider crying from watching a sad movie different from crying 

while chopping onions? 

 

A)  هامیزان پروتئین اشک  

A: The protein content of the tears 

B)  وجود یا عدم وجود احساسات عمیق پشت آن 

B : The presence or absence of deep emotions behind it 

C) ها شدت لرزش لب  

C: The intensity of lip trembling 

D)  توانایی مغز برای یافتن توجیه 

D : The brain’s ability to find justification 

Correct Answer: B) وجود یا عدم وجود احساسات عمیق پشت آن 

Correct Answer B: The presence or absence of deep emotions behind it 

Task 2: True/False judgment 

1. Statement: ای از ناراحتی عاطفی او نبودهایی که سارا هنگام خرد کردن پیاز ریخت، نشانهاشک . 

Statement : The tears Sara shed while chopping onions were not a sign of emotional 

distress. 

Answer:  True 

2. Statement:  دهددر مواجهه با اتفاقات ناخوشایند رخ میگریه کردن فقط . 

Statement : Crying only happens in response to unpleasant events. 

Answer: False 

Task 3: Cause -Effect inference 

 

Cause:  مغز انسان نتواند برای مشکل پیش آمده توجیهی پیدا کند 

Cause : The human brain cannot find a justification for a problem that has occurred 

Effect:  احساسات فرد تخلیه شود 

Effect : The person's emotions are released 
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Task 4: Completion 

 

 :Sentence. ندارد «-----» و شود، صرفاً یک واکنش شیمیایی استهایی که هنگام خرد کردن پیاز تولید میاشک

Sentence: The tears produced while chopping onions are merely a chemical reaction and 

lack "-----". 

Answer:  احساس 

Answer : emotion 

Task 5: Explanation  

 

Q: تری روبرو باشد؟کند، ممکن است با مشکلات عمیقکند دوستش که مدام گریه میچرا سارا فکر می  

Q : Why does Sara think that her friend who cries constantly might be facing deeper 

problems? 

A: افتد که مغز نتواند برای مشکلات راه حلی پیدا کند. گریه مداوم دوستش  سارا معتقد است گریه زمانی اتفاق می

ای از ناتوانی مغز او در یافتن توجیه یا راهکار برای مشکلاتش استنشانه . 

A : Sara believes that crying happens when the brain cannot find a solution to problems. 

Her friend's constant crying is a sign that his brain is unable to justify or cope with his 

issues. 

Task 6: Counterfactual reasoning 

 

Q:  دار تماشا کرده بود، آیا ممکن بود باز هم اشک بریزد؟انگیز، یک کمدی بسیار خندهفیلم غماگر سارا به جای  

Q : If Sara had watched a very funny comedy instead of a sad movie, could she still have 

cried? 

A: حد و حصر نیز باشد  تواند ناشی از شادی بیکند که گریه میبله، بسیار محتمل بود. سارا در پایان متن اشاره می

های عمیقی داردو ریشه . 

A : Yes, it is quite possible. Sara mentions at the end that crying can also result from 

overwhelming joy and has deep roots. 
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Quality gates apply to every item: the correct answer must never appear verbatim in
the narrative (the no-span rule); each item must include a key named 'cs_skill '
whose value is one of physical , social , temporal , intentional , causal , or
deontic to state which commonsense capacity is being exercised; each item must
also contain a single -sentence Farsi explanation under 'why_cs ' that clarifies
what piece of world knowledge is required. If any item fails one of these three
requirements , delete it and regenerate until it conforms. A weak example would
be asking the hero's␣age␣when␣it␣is␣explicitly␣given␣in␣the␣text;␣a␣strong␣
example␣would␣ask␣why␣the␣hero␣chose␣the␣more␣distant␣bakery ,␣which␣requires␣
understanding␣a␣social␣norm␣about␣quality␣preferences.

--------------------------------------------
OUTPUT␣FORMAT␣-␣RETURN␣EXACTLY␣THIS␣JSON
--------------------------------------------
{

␣␣␣␣"multiple_choice ":␣{
␣␣␣␣␣␣"question ":␣"...",
␣␣␣␣␣␣"options ":␣["A)␣...",␣"B)␣...",␣"C)␣...",␣"D)␣..."],
␣␣␣␣␣␣"answer ":␣"B,
␣␣␣␣␣␣"cs_skill ":␣"social",
␣␣␣␣␣"why_cs ":␣"..."
␣␣␣␣},
␣␣␣␣"true_false ":␣[
␣␣␣␣␣␣{" statement ":␣"...",␣"answer ":␣true ,␣"cs_skill ":␣"social",␣␣"why_cs ":␣"..."} ,
␣␣␣␣␣␣{" statement ":␣"...",␣"answer ":␣false ,␣"cs_skill ":␣"social",␣␣"why_cs ":␣"..."}
␣␣␣␣],
␣␣␣␣"cause_effect ":
␣␣␣␣␣␣{" cause":␣"...",␣"effect ":␣"...",␣"cs_skill ":␣"social",␣␣"why_cs ":␣"..."}
␣␣␣␣,
␣␣␣␣"cloze":
␣␣␣␣␣␣{" sentence ":␣"...␣<_____ >␣...",␣"answer ":␣"...",␣"cs_skill ":␣"social",␣␣"

why_cs ":␣"..."}
␣␣␣␣,
␣␣␣␣"explanation ":␣{
␣␣␣␣␣␣"prompt ":␣"...",
␣␣␣␣␣␣"answer ":␣"...",
␣␣␣␣␣␣"cs_skill ":␣"social",
␣␣␣␣␣␣"why_cs ":␣"..."
␣␣␣␣},
␣␣␣␣"counterfactual ":␣{
␣␣␣␣␣␣"question ":␣"...?" ,
␣␣␣␣␣␣"answer ":␣"...",
␣␣␣␣␣␣"cs_skill ":␣"social",
␣␣␣␣␣␣"why_cs ":␣"..."
␣␣␣␣}

}

Do␣not␣output␣anything␣outside␣this␣JSON␣object.
The␣JSON␣must␣be␣valid␣and␣parseable.

Text:
{{ Senario }}

Listing 2: Task Derivation Prompt
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C Human Evaluation Guidelines

Each item (scenario or task) should be rated as A, B, or C, based on its quality, clarity, and alignment with
the original Farsi content. After evaluating each item, annotators must assign:

• A final rating (A, B, or C).

Scenario Text Evaluation
• Grade A: A well-formed, coherent narrative that captures most of the key information from the

original Wikipedia article. It reads naturally, is grammatically sound, and avoids English words or
unnatural expressions.

• Grade B:

The output is generally coherent, informative, and aligned with the topic, but it has some shortcomings
that prevent it from achieving top quality. These may include:

– Slightly awkward phrasing or minor grammatical issues
– Soft or unclear metaphors that reduce clarity
– A story that is topically aligned but omits some important details from the original text
– A text that contains all the relevant details but lacks a natural story-like flow and instead

resembles a descriptive passage or question-answer format

• Grade C: The structure is weak, content is inaccurate or off-topic, or the tone is overly exaggerated
or unrealistic. Also applies when the text is missing, in English, or uses hard-to-follow metaphors.

Multiple-Choice Questions
• Grade A: Properly formatted (1 question + 4 options), logically consistent, and clearly grounded in

the scenario or commonsense. Fluent and grammatical.

• Grade B: Follows the correct format and remains answerable, but the phrasing is slightly awkward,
or the logic is less precise. Generally clear and on-topic.

• Grade C: Disorganized, unclear, or not connected to the scenario. The language may be confusing,
overly metaphorical, or missing altogether.

True/False Statements
• Grade A: A concise and accurate claim with a clear truth value, well-aligned with the original

content or commonsense.

• Grade B: The statement is still valid and clearly related, but phrasing may be slightly imprecise or
contain mild metaphorical distractions. Overall understandable.

• Grade C: The statement is vague, irrelevant, unrealistic, or structurally broken. Also applies if left
blank or poorly generated or not generated.

Cloze (Fill-in-the-Blank) Questions
• Grade A: A fluent and complete sentence with a meaningful blank that is clearly inferable from the

text or commonsense.

• Grade B: Mostly understandable and contextually appropriate, but phrasing may feel slightly forced
or less polished. Still logically constructed.

• Grade C: Incoherent, unrelated, confusing, or not generated. May also include awkward metaphors
or illogical sentence structure or not generated.

3546



Cause-Effect Questions
• Grade A: A natural and logical cause-effect relation clearly grounded in the scenario or general

knowledge.

• Grade B: The causal relationship is generally correct and relevant, but phrasing may lack fluency or
contain small inconsistencies. Still logical.

• Grade C: Illogical or confusing relation, weak connection to the source, or severely flawed wording.
Also includes empty or non-generated output.

Explanation Questions
• Grade A: Directly asks for a reason, detail, or concept from the text; clearly worded and well-

targeted.

• Grade B: Still addresses a relevant idea and remains understandable, but may suffer from slight
vagueness or awkward formulation.

• Grade C: Unclear purpose, poor language, or unrelated to the scenario. Also applies if missing or
dominated by confusing metaphors.

Counterfactual Questions
• Grade A: A plausible and meaningful hypothetical based on the scenario (e.g., “What if...”), with

fluent structure and clear logic.

• Grade B: The counterfactual is still reasonable and text-related, but may be phrased less smoothly
or include minor flaws. Understandable overall.

• Grade C: Implausible, unclear, disconnected, or exaggerated. Also applies if not generated or if
difficult metaphors interfere with clarity.

D Full Dialogue Examples

Below, we present representative examples for each models: GPT-4o, Gemini-2.5-Flash, Mistral-Large,
Qwen-Plus, and DeepSeek-Chat. Each example includes the original Wikipedia passage, the generated
scenario derived from it, and a set of six tasks constructed from the scenario. All items were evaluated
by human annotators and assigned a quality rating of A, B, or C, based on the criteria described in our
evaluation guidelines.
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Agreement % κ (Quadratic)
Scenario 85.6 0.405

Task 1 Multiple-choice questions 94.4 0.201
Task 2 True/False statement 97.8 0.409
Task 3 Explanation 98.0 0.493
Task 4 Cloze 96.8 0.373
Task 5 Cause-effect inference 96.0 0.282
Task 6 Counterfactual reasoning 93.8 0.240

Table 10: Inter-annotator agreement across scenario outputs and task types.

E Inter-Annotator Agreements

As shown in Table 10, although the overall percent agreement between annotators is high (e.g., 85.6%
at the scenario level), Cohen’s κ remains moderate (e.g., 0.405). This discrepancy arises because the
annotations are heavily skewed toward one dominant class—typically rating “A”. Since classes “B” and
“C” occur rarely in the dataset, the expected agreement by chance (pe) becomes disproportionately high,
which mathematically reduces the value of κ. This is a well-known limitation of κ in imbalanced rating
distributions, where even near-perfect agreement on the majority class can result in deceptively low scores.
In our case, the high agreement primarily reflects consistent use of the dominant rating, while κ penalizes
the lack of variability across categories.
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F Representative Gemini-2.5-Flash Outputs and Their Human-Annotated Revisions

Below, we present three examples generated by the Gemini-2.5-Flash model. In the first two cases,
the model used inappropriate metaphors (e.g., comparing the human body to a garden) that were not
aligned with the topic, resulting in scenarios that lacked clarity and semantic coherence. As a result,
human annotators regenerated the scenarios using the model to produce more accurate and meaningful
versions. In contrast, the third example was well-formed from the start — the initial generation by the
model was both coherent and natural, requiring no modifications and receiving a high-quality rating from
annotators.Each example includes the original Wikipedia passage, the scenario generated from it, and a
set of six tasks constructed based on the scenario.
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باشد که یافته، دستوری و روندگرا می شونده، سطح میانی، ساخت منظوره، کامپایلنویسی از نوع همه ، ( یک زبان برنامهCسی )به انگلیسی: 

را برای نوشتن  BCPLمارتین ریچاردز زبان  ۱۹۶۷های بل ساخته شد. در سال توسط دنیس ریچی در آزمایشگاه ۱۹۷۲در سال 

های زبان را بر مبنای ویژگی Bکن تامسون زبان  ۱۹۷۰عامل و کامپایلر در دانشگاه کمبریج ابداع کرد. سپس در سال افزارهای سیستم نرم

BCPL  های بل استفاده کرد. زبان عامل یونیکس در آزمایشگاه های سیستمنوشت و از آن برای ایجاد اولین نسخهC  توسط   ۱۹۷۲در سال

ها نیز به آن اضافه شد. های جدیدی همچون نظارت بر نوع دادهشد و ویژگیدر آزمایشگاه بل ساخته  BCPLو  Bدنیس ریچی از روی زبان 

 شدند. این زبان با های دیگر نیز با همین زبان نوشتهعاملعامل یونیکس استفاده کرد اما بعدها اکثر سیستمریچی از این زبان برای ایجاد سیستم

توسط برایان کرنیگان و ریچی باعث  ۱۹۷۸" در سال The C Programming Languageسرعت بسیاری گسترش یافت و چاپ کتاب "

 رشد روزافزون این زبان در جهان شد.

وجود آید که با یکدیگر های مختلفی از این زبان بهافزارهای مختلف باعث شد که نسخه ها و سخت استفادهٔ گسترده این زبان در انواع رایانه

را را مأمور کرد تا یک تعریف فاقد   X3J11ای موسوم به ( کمیتهANSIمؤسسه استانداردهای ملی آمریکا ) ۱۹۸۳ناسازگار بودند. در سال 

به تصویب رسید و سپس در سال   ANSI Cاین استاندارد تحت عنوان  ۱۹۸۹ابهام و مستقل از ماشین را از این زبان تدوین نماید. در سال 

منتشر  ANSI/ISO C( نیز این استاندارد را پذیرفت و مستندات مشترک آنها تحت عنوان ISOالمللی استانداردسازی )، سازمان بین۱۹۹۰

 گردید.

شونده، نویسی کامپایلنویسی، روزی بود که "بافنده کد" )یک زبان برنامهدر دنیای برنامه

یافته و دستوری بود و روش  منظوره و سطح میانی( ظهور کرد. این بافنده کد که ساخت همه

های "بل" ابداع شد.  توسط آقای دنیس ریچی در کارگاه  ۱۹۷۲روندگرا داشت، در سال 

، آقای مارتین ریچاردز "پروتوتایپ  ۱۹۶۷داستان از این قرار بود که پیش از آن، در سال 

عامل و کامپایلرها افزارهای سیستم( را در آکادمی کمبریج برای نوشتن نرمBCPLساز" )

، آقای کن تامپسون، با الهام از "پروتوتایپ ساز"،  ۱۹۷۰معرفی کرده بود. سپس، در سال 

های بل برای خلق اولین  وشت و از آن در همان کارگاه ( را ن B"سازنده نسخه دوم" )زبان 

 عامل جهانی" )یونیکس( بهره گرفت. های "سیستم نسخه 

 

اما "بافنده کد" گام بلندتری برداشت؛ ریچی آن را بر پایه "سازنده نسخه دوم" و "پروتوتایپ  

ها را به آن افزود. ریچی  های جدیدی چون نظارت دقیق بر نوع داده ساز" بنا نهاد و ویژگی 

عامل جهانی" استفاده کرد و سپس، این ابزار آنقدر از "بافنده کد" برای توسعه همین "سیستم

آور  های دیگر نیز با آن نوشته شدند. رشد "بافنده کد" سرسام عاملقدرتمند شد که اکثر سیستم 

توسط آقایان برایان   ۱۹۷۸بود، خصوصاً پس از انتشار "کتاب راهنمای بافنده کد" در سال 

 کرنیگان و ریچی که شهرت جهانی آن را تضمین کرد.

 

افزارهای مختلف باعث شد  با این حال، استفاده گسترده از این ابزار در کامپیوترها و سخت 

، "نگهبانان استاندارد ملی آمریکا" ۱۹۸۳های" ناسازگاری از آن پدید آید. در سال "گویش 

(ANSI گروه ویژه ) ای به نامX3J11   تشکیل دادند تا تعریفی بدون ابهام و مستقل از ماشین

، این استاندارد با عنوان "بافنده کد ۱۹۸۹برای "بافنده کد" ارائه دهند. سرانجام، در سال 

ANSI اتحادیه بین۱۹۹۰" تأیید شد و در سال" ،( "المللی هماهنگیISO  نیز آن را پذیرفت )

" منتشر گردید تا همه از یک ANSI/ISOو "طرح مشترک" نهایی با عنوان "بافنده کد 

 زبان واحد سخن بگویند

Rate 

 

C 
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Multiple Choice Question: 

تصمیم گرفتند یک گروه ویژه برای بافنده کد   (ANSI)  چرا نگهبانان استاندارد ملی آمریکا 

 تشکیل دهند؟

A) المللی هماهنگیبرای رقابت با »اتحادیه بین  (ISO). 

B)  های مختلف زبانبرای حل مشکل ناسازگاری در نسخه . 

C) نویسان مبتدیبه دلیل پیچیدگی بیش از حد زبان برای برنامه . 

D)  های جدید و پیشرفته به زبانبرای معرفی قابلیت . 

Answer: B 

B 

True/False Judgment 1: 

نویسی مشابه وجود داشت  های برنامههایی برای توسعه زبانقبل از ابداع »بافنده کد«، تلاش 

 .ای برای آن شدندکه پایه

Answer: 

 (True) درست 

B 

True/False Judgment 2: 

انتشار »کتاب راهنمای بافنده کد« پیش از اختراع خود زبان »بافنده کد« اتفاق افتاد و به  

 .معرفی اولیه آن کمک کرد

Answer: 

 (False) نادرست 

C 

Cause and Effect: 

Cause: 

های مختلف را توسعه  عاملای قدرتمند و کارآمد بود که بتوان با آن سیستمبافنده کد به اندازه 

 .داد

Effect: 

 .ای قرار گرفت و شهرت جهانی پیدا کرداین زبان به سرعت مورد استفاده گسترده 

B 

Cloze: 

Sentence: 

 .«_____» این بود که همه بتوانند «ANSI/ISO هدف نهایی انتشار استاندارد »بافنده کد

Answer: 

 های سازگار بنویسند بدون مشکل از زبان استفاده کنند و برنامه 

B 

Explanation: 

Question: 

ها« به »بافنده کد« یک گام بلند به حساب  چرا اضافه شدن ویژگی »نظارت دقیق بر نوع داده 

 آمد؟می

Answer: 

های کرد، زیرا نوع داده ها کمک میاین ویژگی به کاهش خطاها و افزایش پایداری برنامه 

 .نمودکرد و از عملیات ناسازگار جلوگیری می ورودی و خروجی را بررسی می 

B 

Counterfactual: 

Question: 

نتوانسته   (ISO) المللی هماهنگیو اتحادیه بین (ANSI) اگر نگهبانان استاندارد ملی آمریکا

 افتاد؟بودند استانداردی واحد برای »بافنده کد« ارائه دهند، چه اتفاقی می

Answer: 

های مختلف به  های نوشته شده با گویش شد و برنامه استفاده از »بافنده کد« بسیار دشوارتر می

 .های متفاوت نبودندراحتی قابل همکاری یا جابجایی بین سیستم

C 
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C (in English: C) is a general-purpose, compiled, mid-level, structured, imperative, and procedural 

programming language, developed in 1972 by Dennis Ritchie at Bell Labs. 

In 1967, Martin Richards developed the BCPL language at the University of Cambridge to write operating 

system software and compilers. Then in 1970, Ken Thompson created the B language based on features from 

BCPL, and used it to develop the first versions of the Unix operating system at Bell Labs. 

The C language was created in 1972 by Dennis Ritchie at Bell Labs, evolving from the B and BCPL 

languages. It introduced new features such as type checking. Ritchie used C to develop the Unix operating 

system, and later, most other operating systems were also written in C. 

C spread rapidly, and the publication of the book "The C Programming Language" in 1978 by Brian 

Kernighan and Dennis Ritchie significantly boosted its popularity worldwide. 

Due to its widespread use across various computers and hardware platforms, multiple versions of the language 

emerged, which were often incompatible with one another. In 1983, the American National Standards Institute 

(ANSI) formed a committee called X3J11 to create an unambiguous, machine-independent definition of the 

language. In 1989, this standard was approved as ANSI C, and in 1990, the International Organization for 

Standardization (ISO) also adopted it. The combined documentation was published under the name ANSI/ISO 

C. 

 

C is a general-purpose, compiled, mid-level, structured, procedural 

programming language created in 1972 by Dennis Ritchie at Bell 

Laboratories. In 1967, Martin Richards invented the BCPL language to 

write operating system software and compilers at the University of 

Cambridge. Then, in 1970, Ken Thompson wrote the B language based 

on the features of BCPL and used it to develop the first versions of the 

Unix operating system at Bell Labs. In 1972, Dennis Ritchie created the 

C language at Bell Labs, building on the B and BCPL languages, and 

added new features such as data type checking. Ritchie used this 

language to develop the Unix operating system, but later most other 

operating systems were also written in C. The language spread rapidly, 

and the publication of the book The C Programming Language in 1978 

by Brian Kernighan and Ritchie contributed to its growing popularity 

worldwide. 

The widespread use of C on various computers and hardware led to the 

emergence of incompatible versions of the language. In 1983, the 

American National Standards Institute (ANSI) formed a committee 

called X3J11 to develop an unambiguous, machine-independent 

definition of the language. In 1989, this standard was approved as ANSI 

C, and in 1990, the International Organization for Standardization (ISO) 

adopted the standard. The joint documents were published under the title 

ANSI/ISO C, so that everyone could refer to a unified language. 
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Multiple Choice Question: 

Why did the American National Standards Institute (ANSI) decide to 

form a special committee for “Code Weaver”? 

A) To compete with the International Organization for Standardization 

(ISO). 

B) To solve the problem of incompatibility between different versions of 

the language. 

C) Because the language was too complex for beginner programmers. 

D) To introduce new and advanced features to the language. 

Answer: B 

B 

True/False Judgment 1: 

Before the invention of “Code Weaver,” there were efforts to develop 

similar programming languages that became its foundation. 

Answer: True 

B 

True/False Judgment 2: 

The “Code Weaver Handbook” was published before the language itself 

was invented and helped introduce it. 

Answer: False 

C 

Cause and Effect: 

Cause: 

“Code Weaver” was powerful and efficient enough to be used for 

developing operating systems. 

Effect: 

The language quickly gained widespread adoption and became globally 

recognized. 

B 

Cloze: 

Sentence: 

The ultimate goal of publishing the ANSI/ISO “Code Weaver” standard 

was to ensure that everyone could “_____.” 

Answer: use the language without issues and write compatible programs 

B 

Explanation: 

Question: 

Why was the addition of “strict type checking” to “Code Weaver” 

considered a major advancement? 

Answer: 

Because it helped reduce bugs and improve program stability by 

verifying input and output data types and preventing incompatible 

operations. 

B 

Counterfactual: 

Question: 

What would have happened if ANSI and ISO had failed to agree on a 

unified standard for “Code Weaver”? 

Answer: 

Using “Code Weaver” would have become much more difficult, and 

programs written in different dialects would not easily work together or 

be portable across systems. 

C 
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بود که   یزی مشغول خلق چ یچی ر سی بل، دن  یهاشگاهی آزما یاهوی پره یدر فضا ش،ی ها پ سال 

زبان   کی نو ساخت؛   ی، او ابزار۱۹۷۲محاسبات را دگرگون کند. در سال  یای قرار بود دن 

  یاری بس یکارها یاز آن برا شدی منظوره بود و مابزار همهجعبه   کی که مثل  دی جد یسی نوبرنامه

به   هی داشت، شب  یسازبه ترجمه و آماده  ازی از به کار رفتن، ن  شی ابزار، پ  نی استفاده کرد. ا

به  نکهی ا نی زبان در ع نی بفهمدشان. ا وتری شوند تا کامپ  ل ی تبد نی به کد ماش دی که با ییهانقشه 

گام دستورات را  بهگام کرد،ی م یرو ی پ  یمشخص یهاتوجه داشت، از چارچوب  هانی ماش اتی جزئ 

 .داشت  یمشخص یهاه ی رو و کردی اجرا م

در دانشگاه  چاردزی ر نی ، مارت ۱۹۶۷الهام گرفته بود. در سال  یقبل یرا از کارها اشدهی ا یچی ر

گذاشته  لرهای و کامپا عاملستمی س  یافزارهانوشتن نرم یرا برا BCPL زبان یبناسنگ ج،ی کمبر

را نوشت و آن   B ، زبانBCPL یهای ژگی ، کن تامسون با الهام از و۱۹۷۰بود. بعدتر، در سال 

به کار برد.   کسی ون ی  عاملستمی س یهانسخه  نی خلق اول ی بل برا یهاشگاهی در همان آزما ار

  قی مثل نظارت دق یدی جد یهایژگی بنا نهاد و و B و BCPL نی را بر اساس هم C زبان ،یچی ر

استفاده  کسی ون ی  عاملستمی ساخت س  یخود برا دی زبان جد نی ها را به آن افزود. او از ابر نوع داده

 .ابزار قدرتمند نوشته شدند نیبا هم زی ن  گری د یهاعاملستمی از س یاری که بس دی نکش یطول وکرد 

 The C" ، چاپ کتاب۱۹۷۸. در سال دی چی پ  ای در دن  نی سهمگ یمانند موج C شهرت

Programming Language" نی بود، به ا گانی کرن  انی و برا یچی ر یکه حاصل همکار  

و  هاانهی زبان در انواع را نی و حصر ا حدیدامن زد. اما استفاده ب  یجهان  تی محبوب 

مشکل، در   نی حل ا یمنجر شد. برا ییهای ها و ناسازگارکم به تفاوت گوناگون، کم ی افزارهاسخت 

را   X3J11 به نام یاژهی ، گروه و(ANSI) کای آمر یمل  ی، مؤسسه استانداردها۱۹۸۳سال 

  نی که فارغ از نوع ماش  یکرد، استاندارد C یاستاندارد جامع و روشن برا  کی  فی مسئول تعر

سال   کی و   دی رس بی به تصو ANSI C استاندارد تحت عنوان نی ، ا۱۹۸۹باشد. سرانجام در سال 

و مستندات   رفتی آن را پذ زی ن  (ISO) یاستانداردساز یالمللنی ، سازمان ب ۱۹۹۰بعد، در سال 

 یکی خود را به عنوان  گاهی جا C بود که نگونهی منتشر شد. ا ANSI/ISO C ها با ناممشترک آن

 .کرد تی تثب  یسی نوبرنامه  یای دن  یاصل یهااز ستون

Rate 

A 
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Multiple Choice Question: 

نویسی پرکاربرد تبدیل شد؟ های برنامهبه سرعت به یکی از زبان C چرا زبان  

A) کرداش را برای همگان آسان میبه دلیل سادگی مطلق آن که یادگیری . 

B) افزارهای اساسی متنوعها و نرمعاملقابلیت استفاده آن برای ایجاد سیستم . 

C) انتشار زودهنگام و گسترده کتاب راهنمای آن پیش از هر کاربرد عملی. 

D) شدنویسی سطح بالا بود که توسط کامپیوترها فهمیده میچون اولین زبان برنامه . 

Answer: B 

Rate 

A 

True/False Judgment 1: 

عمدتاً به دلیل نیاز به حل مشکلات ناسازگاری در کاربردهای گسترده   C استانداردسازی زبان

 .آن صورت گرفت

Answer: 

 (True) درست

A 

True/False Judgment 2: 

سازی یا ترجمه مستقیم توسط کامپیوترها قابل فهم بودگونه آمادهبدون نیاز به هیچ C زبان . 

Answer: 

 (False) نادرست

A 

Cause and Effect: 

Cause: 

نویسی جدیدانتشار یک کتاب مرجع جامع و استاندارد برای یک زبان برنامه . 

Effect: 

نویسانتسریع و تسهیل پذیرش و گسترش آن زبان در میان برنامه  

A 

Cloze: 

Sentence: 

C زبان های معماری است که باید به  ، قبل از اینکه توسط کامپیوترها اجرا شود، مانند نقشه 

 .»_____« تبدیل گردند تا قابل فهم و ساخت باشند

Answer: 

 کد اجرایی

A 

Explanation: 

Question: 

کمک   C به شهرت جهانی زبان "The C Programming Language" چگونه انتشار کتاب

 کرد؟

Answer: 

شد و   C این کتاب با ارائه یک مرجع جامع و معتبر، باعث استانداردسازی دانش مربوط به زبان

نویسان در سراسر جهان به آن را تسهیل کرددسترسی برنامه  . 

A 

Counterfactual: 

Question: 

 کرد، چه اتفاقی ممکن بود بیفتد؟ استانداردی تعریف نمی C برای زبان ANSI اگر مؤسسه

Answer: 

افزارهای گوناگون  در سخت  C های مختلفها بین نسخه بدون یک استاندارد یکپارچه، ناسازگاری 

توانست مانع از گسترش و تثبیت موقعیت آن به عنوان یک زبان یافت و این امر میادامه می 

 .نویسی بنیادین شودبرنامه

A 
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Years ago, in the bustling halls of Bell Labs, Dennis Ritchie was busy 

creating something that would revolutionize the world of computing. In 

1972, he developed a new tool—a programming language that acted like a 

versatile toolbox, capable of handling a wide range of tasks. Before it could 

be used, this tool needed to be translated and prepared, much like 

architectural plans that must be turned into machine code for a computer to 

understand. While this language was mindful of machine-level details, it 

also followed structured frameworks, executed instructions step by step, 

and adhered to well-defined procedures. 

Ritchie’s idea was inspired by earlier work. In 1967, Martin Richards at the 

University of Cambridge laid the foundation for the BCPL language, which 

was designed for writing system software and compilers. Later, in 1970, 

Ken Thompson, drawing on the features of BCPL, created the B language 

and used it at Bell Labs to build the early versions of the UNIX operating 

system. Ritchie based the C language on both BCPL and B, enhancing it 

with new features like strict data type checking. He then used C to build the 

UNIX operating system itself—and before long, many other operating 

systems were written using this powerful language. 

The fame of C spread like a tidal wave across the world. In 1978, the 

publication of The C Programming Language, co-authored by Ritchie and 

Brian Kernighan, further accelerated its global popularity. However, the 

widespread use of C across different computers and hardware eventually 

led to incompatibilities and variations. To address this, in 1983, the 

American National Standards Institute (ANSI) formed a special committee 

named X3J11 to define a clear, machine-independent standard for C. This 

effort resulted in the adoption of ANSI C in 1989, and a year later, in 1990, 

the International Organization for Standardization (ISO) also approved it. 

The joint documentation, published as ANSI/ISO C, ensured that 

programmers around the world could speak the same language. In this way, 

C firmly established itself as one of the fundamental pillars of the 

programming world. 
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Multiple Choice Question: 

Why did the C programming language quickly become one of the most widely used 

languages? 

A) Because it was extremely simple and easy for everyone to learn. 

B) Because it could be used to develop operating systems and essential software. 

C) Because its handbook was published widely before any real use. 

D) Because it was the first high-level language computers could understand 

directly. 

Answer: B 

A 

True/False Judgment 1: 

The standardization of the C language was primarily done to resolve 

incompatibilities caused by its widespread use. 

Answer: True 

A 

True/False Judgment 2: 

C could be directly understood by computers without any preparation or 

translation. 

Answer: False 

A 

Cause and Effect 

Cause: The release of a comprehensive and standardized reference book for a new 

programming language. 

Effect: Accelerated and facilitated the language’s acceptance and growth among 

programmers. 

Answer: Causal 

 

A 

Cloze: 

Sentence: 

Before being executed by computers, the C language is like architectural blueprints 

that must be converted into “_____” to be understood and built. 

Answer: executable code 

A 

Explanation: 

Question: 

How did the publication of The C Programming Language contribute to the global 

popularity of C? 

Answer: 

The book provided a comprehensive and reliable reference that helped standardize 

knowledge of C and made it more accessible to programmers worldwide. 

A 

Counterfactual: 

Question: 

What might have happened if ANSI had not defined a standard for the C language? 

Answer: 

Without a unified standard, incompatibilities across different versions of C would 

likely have persisted, preventing the language from becoming a foundational tool 

in programming. 

A 
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راه، گمیزراه، مجرای ادراری، تیبل وی یا ای به نام میزراه، پیشابدر بدن انسان و گروهی دیگر از جانوران، مثانه ادرار را از طریق لوله 

کند. میزراه در زنان کوتاه است، اما در مردان این مجرا درازتر است و از میان غده پروستات و  ( تخلیه میUrethraاورِترا )به انگلیسی: 

 گذرد. آلت تناسلی می

تر است و به همین دلیل  شود در ابتدای میزراه قرار دارد. چون میزراه در زنان کوتاهاسفنکتر خارجی مثانه که مانع دفع غیرارادی ادرار می 

 تناسلی زنان چندین برابر بیشتر از مردان است. - عفونت در دستگاه ادراری

 متریسانت  ۵تا  ۲/۵ نیب  زی در زنان ن  زراهی و اندازه م  شودیباز م یبوده و در سر آلت تناسل متریسانت  ۲۵تا   ۲۰ نی در مردان ب  زراهی اندازه م

 است. 

ی تخلیه آب مازاد را  در یک باغ بزرگ، دو مخزن آب حیاتی وجود داشت که هر دو وظیفه 

ای مخصوص به خود داشت که آب را به بیرون هدایت بر عهده داشتند. هر مخزن، لوله 

ها حکم مجرایی برای خروج آب بودند و در انتهایشان یک شیر  کرد. این لوله می

ی دقیق قرار گرفته بود که باز و بسته شدنش کاملاً ارادی بود و مانع هدر رفتن کنندهکنترل

 شد. ی آب می ناخواسته 

 

تر بگوییم، لوله  لوله مخزن »مردانه« بسیار بلندتر از لوله مخزن »زنانه« بود. اگر دقیق 

متر طول داشت و  سانتی ۲۵تا  ۲۰کش استاندارد، یعنی حدود مردانه تقریباً به اندازه یک خط 

آمد. جالب اینکه این لوله در  درست در نوک یک برآمدگی خاص از بدنه مخزن بیرون می 

مسیر خود از میان یک »گلوگاه« مهم )غده پروستات( و سپس از دل یک »برج« مرکزی  

 کرد تا به انتهای خود برسد. )آلت تناسلی( عبور می 

 

متر، یعنی تنها به سانتی ۵تا  ۲.۵تر بود، چیزی در حد اما لوله مخزن »زنانه« بسیار کوتاه 

شد که نظافت و محافظت از لوله  اندازه یک سرکلید کوچک. همین تفاوت طول باعث می 

تر،  ها به این لوله کوتاه ها و آلودگی برانگیزتر باشد. راه ورود میکروب زنانه کمی چالش 

های داخلی در سیستم تر بود، به همین دلیل احتمال گرفتگی یا آلودگیتر و سریعبسیار مستقیم

زنانه، چندین برابر بیشتر از سیستم مردانه بود. این تفاوت در طراحی، نگهداری از هر دو  

 طلبید.های خاص خود میسیستم را به روش 

Rate 

C 
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Multiple Choice Question: 

های  با توجه به توضیحات، کدام یک از دلایل زیر به افزایش احتمال گرفتگی یا آلودگی

 داخلی در سیستم زنانه اشاره دارد؟ 

A) شودآوری بیشتر آلودگی می طول زیاد لوله آن باعث جمع . 

B)  کندزا را آسان میکوتاهی و مستقیم بودن مسیر لوله، ورود عوامل بیماری . 

C)  کننده در انتهای لوله آنعدم وجود شیر کنترل . 

D) قرار گرفتن لوله در میان یک گلوگاه و برج مرکزی. 

Answer: B 

B 

True/False Judgment 1: 

کند که برای هر کدام رویکردهای مراقبتی و های مخازن، ایجاب می تفاوت در طراحی لوله 

 .بهداشتی متفاوتی در نظر گرفته شود

Answer: 

 (True) درست 

 

B 

True/False Judgment 2: 

تر بودن مسیرش، بیشتر از لوله »زنانه« در معرض  لوله مخزن »مردانه« به دلیل طولانی

 .ها قرار داردها و آلودگی ورود مستقیم میکروب 

Answer: 

 (False) نادرست 

B 

Cause and Effect 

Cause: 

 کوتاهی و مستقیم بودن مسیر لوله مخزن زنانه 

Effect: 

 ها به سیستمها و آلودگی افزایش چشمگیر احتمال ورود مستقیم میکروب 

B 

Cloze: 

Sentence: 

ها به »_____« خود را  با توجه به تفاوت در طراحی دو سیستم، نگهداری از هر کدام از آن

 .طلبیدمی

Answer:  های خاص روش 

B 

Explanation: 

Question: 

تر و عبور از گلوگاه و برج مرکزی، کمتر  چرا لوله مخزن »مردانه« با وجود مسیر طولانی 

 گیرد؟های داخلی قرار میدر معرض آلودگی 

Answer: 

کند و موانع موجود  تر میها را دشوارتر و طولانیطول بیشتر این لوله مسیر ورود میکروب 

 .کننددر مسیر نیز به عنوان فیلتر یا سدی طبیعی عمل می 

B 

Counterfactual: 

Question: 

اگر طول لوله مخزن »زنانه« مانند لوله مخزن »مردانه«، بسیار بلندتر بود، چه تغییری در  

 شد؟ پذیری آن در برابر آلودگی ایجاد میمیزان آسیب

Answer: 

یافت و در  ها به آن به طور قابل توجهی کاهش میها و آلودگیاحتمال ورود مستقیم میکروب 

 .پذیری کمتری داشتنتیجه آسیب 

B 
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In the human body and some other animals, the urinary bladder expels urine through a tube called the urethra 

(also known as the urethral canal, urinary duct, or Tible Way in some texts). The urethra is shorter in women, 

while in men, it is longer and passes through the prostate gland and the penis. 

The external urethral sphincter, which prevents involuntary urination, is located at the beginning of the 

urethra. Because the female urethra is shorter, urinary tract infections (UTIs) are several times more common 

in women than in men. 

In men, the length of the urethra ranges between 20 to 25 centimeters, and it opens at the tip of the penis. 

 

In a large garden, there were two vital water tanks, each responsible for 

draining excess water. Each tank had its own dedicated pipe that directed 

the water outward. These pipes acted as channels for water discharge, 

and at their end was a precisely controlled valve that could be 

voluntarily opened or closed, preventing unintended water loss. 

The “male” tank’s pipe was significantly longer than that of the 

“female” tank. To be more precise, the male pipe measured 

approximately the length of a standard ruler — about 20 to 25 

centimeters — and exited from the tip of a distinct protrusion on the 

body of the tank. Interestingly, this pipe passed through a critical 

bottleneck (the prostate gland) and then through a central tower (the 

penis) before reaching its outlet. 

In contrast, the female tank’s pipe was much shorter, only around 2.5 to 

5 centimeters — about the size of a small key head. This difference in 

length made hygiene and protection of the female pipe more 

challenging. The shorter and more direct path allowed germs and 

contaminants to enter more easily and quickly, which is why the risk of 

internal blockage or infection in the female system was significantly 

higher than in the male system. This structural difference meant that 

each system required its own specific maintenance approach. 

 

Rate 
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Multiple Choice Question: 

According to the description, which of the following explains the 

increased risk of blockages or internal infections in the female system? 

A) Its long tube causes more accumulation of contaminants. 

B) The short and straight path of the tube makes it easier for pathogens 

to enter. 

C) The absence of a control valve at the end of the tube. 

D) The tube is located between a bottleneck and a central tower. 

Answer: B 

B 

True/False Judgment 1: 

The difference in the design of tank tubes requires that each system be 

maintained with a different hygiene and care approach. 

Answer: True 

B 

True/False Judgment 2: 

The tube of the “male” tank, because of its longer path, is more exposed 

to direct entry of germs and contaminants than the “female” one. 

Answer: False 

B 

Cause and Effect 

Cause: The short and straight path of the “female” tank tube 

Effect: Significantly increases the risk of direct entry of germs and 

contaminants into the system 

B 

Cloze: 

Sentence: 

Due to the design differences between the two systems, maintaining 

each of them required its own “_____.” 

Answer: specific methods 

B 

Explanation: 

Question: 

Why is the “male” tank tube, despite being longer and passing through a 

bottleneck and central tower, less prone to internal contamination? 

Answer: 

Its longer path makes it harder and slower for germs to enter, and the 

obstacles in the path act as natural filters or barriers. 

 

B 

Counterfactual: 

Question: 

If the tube of the “female” tank were as long as that of the “male” tank, 

what change would occur in its vulnerability to contamination? 

Answer: 

The risk of direct entry of germs and contaminants would significantly 

decrease, resulting in lower vulnerability. 

B 
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بدن ما، شگفتی از مهندسی است! فرض کنید مثانه، برای مایعات اضافه است. برای تخلیه این   

کننده اصلی را گوییم. این لوله، نقش تخلیه ، یک لوله ضروری است که به آن "میزراه" می عضو

 کند.بازی می

 

بدن "مریم" و دیگری برای  بدن  کشی متفاوت داریم، یکی برایحالا تصور کنید دو نوع لوله 

متر.  سانتی ۵تا  ۲.۵مریم، لوله تخلیه )میزراه( بسیار کوتاه است، تقریباً بین  بدن "رضا". در 

شود که گاهی اوقات "مشکلات خارجی" یا  این نزدیکی به فضای بیرون، متاسفانه باعث می

مردانه، راه خود را پیدا کرده و سبب ناراحتی شوند. در   تر از لوله ها، چندین برابر راحتعفونت

 تناسلی زنان به همین دلیل، چندین برابر بیشتر از مردان است. - واقع، عفونت در دستگاه ادراری 

 

تا  ۲۰کند. لوله میزراه او بسیار درازتر است، طولی حدود رضا، وضعیت فرق می بدن  اما در

هایی دارد و از میان یک "محفظه محافظ" )غده پروستات(  متر دارد. این لوله پیچ و خمسانتی ۲۵

کند تا در نهایت به سر آن برسد و  و سپس از یک "بخش بیرونی" )آلت تناسلی( عبور می 

 محتویات را خارج کند. 

 

های تخلیه، یک شیر کنترل هوشمند قرار  و یک نکته مهم دیگر: درست در ابتدای هر دو این لوله 

شود. این شیر وظیفه بسیار مهمی دارد؛ مانند یک  دارد که "اسفنکتر خارجی مثانه" نامیده می

دهد. شود و به ما امکان کنترل کامل را مینگهبان، مانع از دفع ناخواسته و غیرارادی مایعات می 

ای کنترل شده  در بدن، در زمان مناسب و به شیوه  مثانهکند که این طراحی دقیق، تضمین می

 تخلیه شود. 

Rate 

A 
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Multiple Choice Question: 

تر بود؟تر بود، کدام یک از پیامدهای زیر محتملاگر میزراه زنانه نیز مانند میزراه مردانه بلندتر و پیچیده  

A) شددفع مایعات بدن با سرعت بیشتری انجام می . 

B) گرفتهای ادراری قرار میبدن زنان کمتر در معرض عفونت . 

C) یافتغده پروستات در زنان نیز توسعه می . 

D) رفتنیاز به کنترل ارادی دفع ادرار از بین می . 

Answer: B 

 

Rate 

A 

True/False Judgment 1: 

زا از محیط بیرون کوتاه بودن میزراه در زنان، یکی از دلایل اصلی افزایش احتمال ورود عوامل بیماری

 .به دستگاه ادراری است

Answer: 

 (True) درست

A 

True/False Judgment 2: 

 .بر اساس متن، غده پروستات یک عضو کلیدی برای کنترل ارادی خروج ادرار در مردان است

Answer: 

 (False) نادرست

A 

Cause and Effect: 

Cause: 

 وجود یک "شیر کنترل هوشمند" به نام اسفنکتر خارجی مثانه 

Effect: 

 قابلیت انسان برای کنترل ارادی و جلوگیری از دفع ناخواسته مایعات بدن 

 

A 

Cloze: 

Sentence: 

طراحی متفاوت سیستم دفع مایعات در زنان نسبت به مردان، به خصوص در طول میزراه، متاسفانه 

 .«_____» هاتواند باعث شود که عفونتمی

Answer: 

 تر راه خود را پیدا کنند چندین برابر راحت

A 

Explanation: 

Question: 

 تواند به عنوان یک مزیت تلقی شود؟ چرا وجود غده پروستات در سیستم ادراری مردان، از نظر متن، می

Answer: 

تر  تر و پیچیدهکند که مسیر میزراه مردانه را طولانیغده پروستات مانند یک مانع فیزیکی عمل می

 .کندزا از خارج بدن را دشوارتر میتر شدن مسیر، ورود عوامل بیماریسازد. این پیچیدگی و طولانیمی

A 

Counterfactual: 

Question: 

 آمد؟ کرد، چه پیامد ناخواسته و مهمی برای فرد به وجود میاگر اسفنکتر خارجی مثانه به درستی کار نمی

Answer: 

بود و مایعات بدن به صورت غیرارادی و ناخواسته تخلیه  فرد قادر به کنترل ارادی دفع ادرار خود نمی

 .های جدی مواجه کندتوانست زندگی روزمره و اجتماعی او را با چالششدند. این امر میمی

A 

 

 

 

Gemini: 

 

3591



 

Our body is a marvel of engineering! Imagine the bladder as a reservoir for 

excess fluids. To empty this organ, there's a crucial tube called the urethra, 

which plays the main role in discharging urine. 

Now imagine two different plumbing systems—one for Mary and another 

for Reza. In Mary’s body, the urethra is very short, about 2.5 to 5 

centimeters long. This close proximity to the external environment 

unfortunately means that "external problems" or infections can more easily 

and quickly find their way in compared to the male system. In fact, urinary 

tract infections (UTIs) occur several times more often in women due to this 

anatomical difference. 

In Reza’s body, however, the situation is different. His urethra is much 

longer, measuring about 20 to 25 centimeters. This tube has curves and 

passes through a protective chamber (the prostate gland) and then through 

an external structure (the penis) before reaching its end and releasing its 

contents. 

And one more important detail: right at the beginning of both urethras, 

there is a smart control valve called the external urethral sphincter. This 

valve plays a crucial role—like a gatekeeper, it prevents involuntary 

leakage of urine and gives us full control over when we urinate. This 

precise design ensures that the bladder empties at the right time and in a 

controlled manner. 

 

Rate 
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Multiple Choice Question: 

If the female urethra were as long and complex as the male urethra, which of the 

following outcomes would be more likely? 

A) Bodily fluids would be expelled more quickly. 

B) Women’s bodies would be less exposed to urinary tract infections. 

C) The prostate gland would also develop in women. 

D) The need for voluntary control of urination would disappear. 

Answer: B 

A 

True/False Judgment 1: 

The short length of the female urethra is one of the main reasons for the increased 

likelihood of external pathogens entering the urinary system. 

Answer: 

True 

A 

True/False Judgment 2: 

According to the text, the prostate gland is a key organ responsible for voluntary 

control of urination in men. 

Answer: 

False 

A 

Cause and Effect: 

Cause: 

The presence of an intelligent control valve known as the external urethral 

sphincter 

Effect: 

The human ability to voluntarily control and prevent unintentional discharge of 

bodily fluids 

A 

Cloze: 

Sentence: 

The structural difference in fluid discharge systems between men and women—

especially in urethral length—unfortunately means that infections can “_____.” 

Answer: 

find their way in far more easily 

A 

Explanation: 

Question: 

Why is the presence of the prostate gland in the male urinary system considered an 

advantage according to the text? 

Answer: 

The prostate gland acts as a physical barrier that makes the male urethral path 

longer and more complex. This added complexity and length make it harder for 

external pathogens to enter the body. 

A 

Counterfactual: 

Question: 

What would happen if the external urethral sphincter didn’t function properly? 

Answer: 

The person would lose voluntary control over urination, leading to involuntary and 

unwanted discharge of bodily fluids. This could seriously affect their daily life and 

social interactions. 

A 
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ها از به  یکِشَنبِه یک روز بین شنبه و دوشنبه است، ایزد مهر نگهبان این روز در فرهنگ ایران است. نام این روز در میان سغدیان و مانوی

است. بخش نخست نام سغدی ایزد پیمان یا مهر است و بخش دوم همان واژه روز در زبان فارسی ساخته شده   jmnwو    Mirهم پیوستن دو واژه  

 و برگردان این نام به فارسی، مهر روز است.   Mir jmnwاست؛ بنابراین نام یکشنبه در ایران باستان 

شماری میلادی است. در کشورهای اروپایی و آمریکایی این شماری خورشیدی و آخرین و هفتمین روز هفته در گاه دومین روز هفته در گاه 

روز تعطیل رسمی هفتگی است. برای بیشتر مسیحیان، یکشنبه به عنوان روز عبادت و استراحت است و به عنوان روز خداوند و روز رستاخیز 

است. در اسرائیل، ایالات متحده، کانادا، چین، ژاپن و فیلیپین و همچنین در آمریکای جنوبی، یکشنبه اولین روز هفته  مسیح در نظر گرفته شده 

 است. 

شنبه... روزی خاص که همیشه حس و حال خودش را دارد. دقیقاً بین شنبه شلوغ و دوشنبه  یک

ها، از دیرباز ایزد مهر،  پرهیاهو قرار گرفته، مثل یک پل آرامش. در فرهنگ غنی ما ایرانی

نگهبان این روز بوده، گویی سایه لطفش را بر آن گسترانیده است. تصورش را بکنید، مردمان 

ها، این روز را با ترکیب دو کلمه »میر« و »جمنو« نامگذاری  ها و مانوی باستانی مثل سغدی 

ها ایزد پیمان یا همان مهر بود و »جمنو« هم درست مثل »روز«  کرده بودند. »میر« برای آن

می »روز«  معنای  به  فارسی،  در  یکما  نام  باستان  ایران  در  خاطر،  همین  به  شنبه  آمد. 

 شود »مهر روز«. رجمه فارسی آن می»میرجمنو« بود که ت 

 

آید، اما شنبه دومین روز هفته به حساب می شماری خورشیدی ما، یک جالب اینجاست که در گاه 

شماری میلادی، آخرین و هفتمین روز هفته است؛ یک تناقض شیرین تقویمی! در سفر  در گاه

دیده بارها  آمریکایی  و  اروپایی  کشورهای  و  به  است  هفتگی  رسمی  تعطیل  روز  این  که  ام 

شنبه روز عبادت و استراحت است،  ها آرامشی خاص دارند. برای بیشتر مسیحیان، یکخیابان

و روز رستاخیز مسیح می  را روز خداوند  آن  که  کلیسا  روزی  به  احترام خاصی  با  و  دانند 

شود؛ اگر در اسرائیل،  شنبه به اینجا ختم نمیگیرند. اما ماجرای یک روند یا در خانه آرام میمی

شوید ا، چین، ژاپن، فیلیپین یا حتی آمریکای جنوبی زندگی کنید، متوجه میایالات متحده، کاناد

شنبه با شنبه اولین روز هفته است و آغازگر همه چیز! گویی هر کجا که باشی، یک که یک 

 پررنگ دارد. های متفاوتش، همیشه حضوری ها و نقشداستان

Rate 
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Multiple Choice Question: 

 چرا یکشنبه در متن به عنوان »پل آرامش« توصیف شده است؟ 

A) چون ایزد مهر نگهبان این روز است. 

B)   زیرا بین دو روز پرمشغله شنبه و دوشنبه قرار گرفته و خود روزی برای استراحت

 .است

C) به خاطر قدمت تاریخی آن در فرهنگ باستانی. 

D)  شماری میلادی آخرین روز هفته است چون در گاه . 

Answer: B 

A 

True/False Judgment 1: 

ای از کار نکردن ها در کشورهای اروپایی و آمریکایی در روز یکشنبه، نشانه آرامش خیابان

 .عمومی و روحیه آرام این روز است

Answer: 

 (True) درست 

A 

True/False Judgment 2: 

ی کشورها یک روز کاری و پرمشغله استدر متن آمده که یکشنبه در همه  . 

Answer: 

 (False) نادرست 

 

A 

Cause and Effect: 

Cause: 

 قرار گرفتن یکشنبه بین دو روز شلوغ و کاری  

Effect: 

 ایجاد حس آرامش و فرصت استراحت در میان روزهای پرتنش هفته  

 

A 

Cloze: 

Sentence: 

شود که فرصت مناسبی ها، یکشنبه به عنوان »_____« شناخته می در بسیاری از فرهنگ

 .آوردبرای استراحت ذهن و بدن فراهم می

Answer: 

 پل آرامش  

 

A 

Explanation: 

Question: 

چرا موقعیت زمانی یکشنبه در تقویم هفتگی باعث شده تا از آن به عنوان روزی برای  

 استراحت یاد شود؟ 

Answer: 

چون یکشنبه بین شنبه )شروع پرشور هفته( و دوشنبه )روز بازگشت جدی به کار( قرار  

دارد و از نظر روانی و زمانی فرصتی برای توقف، استراحت و تجدید انرژی فراهم  

 .آوردمی

 

A 

Counterfactual: 

Question: 

اگر یکشنبه نیز مانند دیگر روزهای هفته کاری و شلوغ بود، چه تأثیری بر زندگی و سلامت  

گذاشت؟ روان افراد می   

Answer: 

افراد فرصت کمتری برای استراحت و تجدید قوا داشتند، که ممکن بود منجر به افزایش  

وری و فشار روانی بیشتر شودخستگی مزمن، کاهش بهره . 

 

A 
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C (in English: C) is a general-purpose, compiled, mid-level, structured, imperative, and procedural 

programming language, developed in 1972 by Dennis Ritchie at Bell Labs. 

Sunday is the day between Saturday and Monday, and in Iranian culture, Mithra (the deity of kindness) is the 

guardian of this day. The name of this day among the Sogdians and Manicheans is formed by combining two 

words: Mir and jmnw. The first part, Mir, refers to the deity of covenant or Mithra, and the second part, jmnw, 

means “day” in Persian. Therefore, the name Sunday in ancient Iran was Mir jmnw, which translates to 

“Mithra’s day” in Persian. 

Sunday is the second day of the week in the solar calendar and the last, seventh day of the week in the 

Gregorian calendar. In European and American countries, this day is a weekly public holiday. For most 

Christians, Sunday is considered a day of worship and rest, regarded as the Lord’s day and the day of Christ’s 

resurrection. In Israel, the United States, Canada, China, Japan, the Philippines, and also in South America, 

Sunday is the first day of the week. 

 

Sunday... a special day that always carries its own unique feeling. It sits 

exactly between the busy Saturday and the hectic Monday, like a bridge 

of calm. In our rich Iranian culture, from ancient times, Mithra—the 

deity of kindness—has been the guardian of this day, as if spreading a 

protective shadow over it. Imagine this: ancient peoples like the 

Sogdians and Manicheans named this day by combining two words—

“Mir” and “Jamnū.” For them, “Mir” meant the deity of covenant or 

Mithra, and “Jamnū,” just like our Persian word for “day,” meant “day.” 

That’s why in ancient Iran, Sunday was called “Mirjamnū,” which 

translates to “Mithra’s day” in Persian. 

Interestingly, in our solar calendar, Sunday is considered the second day 

of the week, but in the Gregorian calendar, it is the last and seventh day 

of the week—a charming calendar contradiction! During my travels in 

European and American countries, I have often noticed that Sunday is an 

official weekly holiday, and the streets hold a special kind of calm. For 

most Christians, Sunday is a day of worship and rest, regarded as the 

Lord’s day and the day of Christ’s resurrection, when people go to 

church with great respect or rest quietly at home. But the story of 

Sunday doesn’t end there; if you live in Israel, the United States, 

Canada, China, Japan, the Philippines, or even South America, you will 

notice that Sunday is the first day of the week—the beginning of 

everything! It seems wherever you are, Sunday—with its stories and 

different roles—always has a prominent presence. 

 

Rate 

A 
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Multiple Choice Question: 

Why is Sunday described as the "Bridge of Peace" in the text? 

A) Because Mithra (the deity of kindness) is the guardian of this day. 

B) Because it is placed between two busy days, Saturday and Monday, and is 

itself a day for rest. 

C) Due to its historical significance in ancient culture. 

D) Because in the Gregorian calendar it is the last day of the week. 

Answer: B 

 

A 

True/False Judgment 1: 

The calmness of the streets in European and American countries on Sunday is a 

sign of general non-working and the peaceful spirit of this day. 

Answer:  

True 

 

A 

True/False Judgment 2: 

According to the text, Sunday is a busy and working day in all countries. 

Answer: 

 False 

 

A 

Cause and Effect: 

Cause:  

Sunday is positioned between two busy and working days. 

Effect:  

It creates a sense of calm and provides an opportunity for rest amid the hectic 

days of the week. 

 

A 

Cloze: 

Sentence: 

In many cultures, Sunday is known as the "_____" which offers a suitable 

opportunity for mental and physical rest. 

Answer:  

Bridge of Peace 

 

A 

Explanation: 

Question: 

Why does the timing of Sunday in the weekly calendar cause it to be considered 

a day of rest? 

Answer: 

Because Sunday falls between Saturday (the energetic start of the week) and 

Monday (the serious return to work), providing a psychological and temporal 

opportunity to pause, rest, and renew energy. 

 

 

A 

Explanation: 

Question: 

Why does the timing of Sunday in the weekly calendar cause it to be considered 

a day of rest? 

Answer: 

Because Sunday falls between Saturday (the energetic start of the week) and 

Monday (the serious return to work), providing a psychological and temporal 

opportunity to pause, rest, and renew energy. 

 

A 
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G Experimental Setup

G.1 Training Configuration
We fine-tune six instruction-tuned base mod-
els (MISTRAL-SMALL–24B, MISTRAL-7B,
MISTRAL-NEMO, and LLAMA-3 variants with
1–8 B parameters) on the CS_Farsi corpus (100%
of the train split). All experiments are run with
DEEPSPEED ZeRO-3 and Flash-Attention 2 on
three NVIDIA RTX A6000 GPUs (48 GB each);
bfloat16 mixed precision is enabled.

Effective batch: 4 sequences/GPU × 2 grad-
accum. steps ⇒ 8 sequences (≈ 16k tokens
with packing).

Max sequence length: 2,048 tokens (samples
are packed).

Epochs: 3.

Optimizer: AdamW with cosine decay; initial
LR 1 × 10−4; weight decay 1 × 10−4; no
warm-up.

LoRA: rank r = 128, scaling α = 256,
dropout 0.10.

Adapted modules: q_proj, k_proj, v_proj,
o_proj, down_proj, up_proj, gate_proj,
embed_tokens, lm_head.

Regularisation: gradient clipping at 1.0.

G.2 Inference Configuration
Decoding uses nucleus sampling with tempera-
ture 0.8, top_p = 0.95, and top_k = 50; a repetition
penalty of 1.1 mitigates degeneration.
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Table 11: Wall-clock training time per base model (3× A6000).

Base model Parameters Runtime

MISTRAL-SMALL-24B-INSTRUCT-2501 24 B 13 h 22 m
MISTRAL-7B-INSTRUCT-V0.3 7 B 9 h 37 m
MISTRAL-NEMO-INSTRUCT-2407 12 B 5 h 48 m
LLAMA-3.1-8B-INSTRUCT 8 B 4 h 03 m
LLAMA-3.2-3B-INSTRUCT 3 B 2 h 01 m
LLAMA-3.2-1B-INSTRUCT 1 B 55 m
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