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Abstract

Although persona prompting in large language
models appears to trigger different styles of
generated text, it is unclear whether these trans-
late into measurable behavioral differences,
much less whether they affect decision-making
in an adversarial strategic environment that we
provide as open-source. We investigate the im-
pact of persona prompting on strategic perfor-
mance in PERIL, a world-domination board
game. Specifically, we compare the effective-
ness of persona-derived heuristic strategies to
those chosen manually. Our findings reveal
that certain personas associated with strategic
thinking improve game performance, but only
when a mediator is used to translate personas
into heuristic values. We introduce this media-
tor as a structured translation process, inspired
by exploratory factor analysis, that maps LLM-
generated inventory responses into heuristics.
Results indicate our method enhances heuris-
tic reliability and face validity compared to di-
rectly inferred heuristics, allowing us to better
study the effect of persona types on decision-
making. These insights advance our under-
standing of how persona prompting influences
LLM-based decision-making and propose a
heuristic generation method that applies psy-
chometric principles to LLMs.

1 Introduction

“If you would read a [person’s] Disposition, see him
Game, you will then learn more of him in one hour,
than in seven Years Conversation,” according to a
letter of advice written over 300 years ago (Lingard
and Erb, 1907). If this advice is correct, perhaps
nowhere is one’s personality more apparent than
in strategic adversarial games, where individual be-
havioral tendencies such as aggression, patience,
caution, and others dictate the heuristics that guide
players’ decision-making. Such settings present
a unique opportunity to study the relationship be-
tween how modern large language models (LLMs)

Figure 1: PERIL, our implementation inspired by a pop-
ular strategic world conquest board game, was used to
study the effects of persona-based prompting in LLMs.

relate personality descriptions (often called per-
sonas) and decision-making in strategic environ-
ments.

In this paper, we investigate whether person-
ality traits inferred from prompts reliably trans-
late into actionable heuristics in a strategy board
game. Strategic reasoning is a critical capability
for advancing AI in decision-making and human-
machine collaboration. Beyond gaming, the find-
ings have broader implications for simulation, train-
ing, and the development of automated systems
requiring strategic adaptability. Such work con-
tributes to advancing AI’s role in team-based envi-
ronments, military simulations, and other domains
where human-like variability and strategic decision-
making are essential.

Isolating strategic reasoning ability is difficult,
especially when that strategy must apply to an en-
vironment that has a large search space, nondeter-
ministic outcomes, and high-pressure conditions
that require rapid decision-making under time and
computation constraints. In such environments,
strategic actors may benefit from precommitment,
or the fixing of rules and heuristics that will con-
strain one’s behavior ahead of time, so that cog-
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nitive overhead, behavioral inconsistencies, and
the effect of time pressure on decisions will be
minimized later. In this paper, we will focus on
this aspect of strategic thinking by studying the
performance of LLMs in a variant of a popular
strategy board game. More specifically, we will
study the effect of persona prompting, a prompting
strategy in which a pre-trained LLM is prompted
with a description of a personality and asked to
act in accordance with it. We do this through a
fixed set of heuristics tailored to the PERIL envi-
ronment, which should be understood as design
choices rather than a comprehensive taxonomy of
player attributes. Despite its promise, the effect
of persona prompting on tasks requiring strategic
reasoning, particularly in dynamic and uncertain
environments, remains underexplored.

We primarily address two research questions:
(1) Does persona prompting using personalities
with traits associated with strategic reasoning im-
prove performance on strategic games? (2) Does
using a personality inventory to translate persona
descriptions into heuristics lead to decision-making
heuristics with more face validity?

Novel Contributions and Summary of Findings

• This is the first work to specifically study
the effect of persona prompting on decision-
making in a strategic reasoning game. We
found a positive relationship between person-
ality traits that intuitively would lead to bet-
ter performance in the game and actual game
performance, thus contributing to the ongo-
ing research on how and when to use persona
prompting.

• We introduce PERIL, a new platform for eval-
uating strategic decision-making capabilities
of AI players. In this paper, we compare the
effects of persona prompting on players with
the same mission, but the platform we imple-
mented allows for multiple missions (which
can in the future be used for studying strategic
deception). We will make our full source code
and platform available.

• We introduce the use of personality inven-
tory questionnaires to translate personas into
heuristic choices in an end-to-end fashion. We
observe that this method results in heuristics
that align with features of those personalities
(much more so than when the questionnaire

is not used). Without it the variation in how
each persona translates into heuristics is small,
suggesting that persona prompting alone does
not lead to significant behavior differences.

2 Related Work

In recent years, pre-trained LLMs have become
increasingly difficult to fine-tune, due to a combi-
nation of model size, computation requirements,
and reduced access to pre-trained models’ weights.
As a result, many researchers have turned to strate-
gies exploring the extent to which prompts can be
adjusted to improve performance. An approach
rapidly gaining popularity is based on the concept
of the persona, where a personality description is
provided to the LLM, and it is asked to act in ac-
cordance with that personality (Tseng et al., 2024;
Zhang et al., 2024; Bhandari et al., 2025a). New
frameworks are rapidly emerging to compare dif-
ferent persona prompts on a variety of tasks (Pan
et al., 2024; Lin et al., 2024; Samuel et al., 2024;
Liu et al., 2024; Potertì et al., 2025), and datasets
of high-quality LLM-generated personas are now
available (Schuller et al., 2024; Chan et al., 2024;
Wang et al., 2025).

However, it is unclear how well persona prompt-
ing can affect performance in action spaces. There
are early results showing how LLMs can play a
role in the command and conquer domain space
(Goecks and Waytowich, 2024) and in strategic
board games (Meta Fundamental AI Research
Diplomacy Team (FAIR) et al., 2022; Lorè and
Heydari, 2024; Hu et al., 2024; Belle et al., 2025),
but very little studying the effects of persona
prompting. There are mixed results on its gen-
eral effectiveness: (Liu et al., 2024) used multiple
personas to improve scientific ideation. (Kamruzza-
man and Kim, 2024) found that nationality-based
persona prompting introduced preference biases
towards the assigned country of origin. And other
authors have found that multi-agent systems con-
sisting of multiple personas working together can
produce differences in reasoning, hallucination rate,
and more (Sreedhar and Chilton, 2024; Wang et al.,
2024; Olea et al., 2024; Jiang et al., 2025).

Strangely, not all recent work agrees that persona
prompting has a significant effect, or even an ef-
fect that would be expected given the persona. For
example, (Hu and Collier, 2024) find that persona
variables accounted for less than 10% of annotation
variance in subjective NLP datasets. (Kim et al.,
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2024) found that role-playing prompts decreased
reasoning abilities in some datasets. And (Zheng
et al., 2024) find that on a subset of the MMLU
benchmark tasks (Hendrycks et al., 2021), the use
of personas does not seem to improve performance
beyond random chance. Conflicting results can
appear even in the same study, suggesting that per-
sona prompting results are very sensitive to prompt
structure (Phelps and Russell, 2025). Further cloud-
ing the effective application of personas is their use
in so-called psychological inventories (Li et al.,
2025; Wu et al., 2025). While there is plenty of
quality literature on the reliability of using personas
in inventories (Bhandari et al., 2025b; Frisch and
Giulianelli, 2024), there is significantly less work
exploring the validity of such inventory results (Ma-
harjan et al., 2025). Another relevant line of work
examines how persona prompting interacts with
broader tendencies to anthropomorphize LLMs.
Researchers have proposed multi-level frameworks
describing how human-like qualities are attributed
across perceptual, linguistic, and cognitive dimen-
sions (Xiao et al., 2025), as well as taxonomies
of linguistic expressions that make language tech-
nologies appear more human-like (DeVrio et al.,
2025). These works address that part of the dif-
ficulty in interpreting persona effects may stem
from how human expectations shape prompts. This
is without even addressing the central concern of
what theoretical foundation such results rest upon
(even assuming reliability and validity) since the
responses generated by LLMs do not conform to
human distributions (Pratelli and Petrocchi, 2025).

Given this gap in the literature, it is clear more
work is needed to observe the effects of persona
prompting in new scenarios, so that a deeper the-
ory can be developed. Drawing on work showing
that the use of personality questionnaires can im-
prove LLM performance (Bodroža et al., 2024;
Jiang et al., 2024), we set out to study the extent to
which persona-based prompting, augmented with
personality questionnaires, can affect performance
in a game of strategic reasoning, as well as gain
deeper insight into how LLMs translate personas
into decisions. As discussed in the previous para-
graph, we do not make claims about the theory be-
hind why the LLM makes generations as it does, but
rather to show that personas do result in meaning-
ful changes and that an exploratory factor analysis
method bears fruit when applied to LLM reasoning.

3 Experimental Setup

Our experimental design has four components:
game environment, persona selection, heuristic gen-
eration, and tournament. The game environment in-
troduces our PERIL software and the set of heuris-
tics used to guide play. Persona selection explains
how we sampled personas and identified the subset
used in experiments. Heuristic generation describes
how we constructed a questionnaire with GPT-4
and used it to map persona responses into heuristic
values. Finally, tournament games outlines how
matches were run and how performance metrics
were collected.

3.1 Game Environment
For our strategic reasoning test environment, we
implemented a game loosely inspired by the board
game Risk®, which we call PERIL.1 In our game,
up to six players control units on a map of regions
divided into zones. The objective of the game is
to achieve an assigned mission, but for the present
work all players have the same mission, in order
to minimize confounding factors: to achieve world
domination by occupying all regions. The regions
are connected to each other and either connect over
land or water. Players control a set of units rep-
resenting armies. Every region must have at least
one unit on it (except in the beginning of the game,
when no regions have any). Regions can contain an
unlimited number of units, but all units on a single
region must belong to the same player.

The game starts in an initialization phase, where
all players are given a number of units. They alter-
nate, placing one unit on an unoccupied region at
a time, until all regions are occupied, and then all
units initially given to each player are placed. Each
player then takes their regular turns. Each turn
is broken up into three subphases: reinforcement
(players receive additional units they can place), at-
tack (players decide which regions to attack, where
they are only able to attack regions adjacent to
those they control), and redeployment (players can
move units to connected regions).

Using Python and the Dash Cytoscape library
(Inc., 2018), we implemented a framework for cre-
ating custom maps and allowing AI-controlled play-
ers to compete (Figure 1).2 We also implemented
the ability to assign different missions to players,

1PERIL stands for Please Everyone, we’re Repelling
Infringement Lawsuits.

2https://github.com/Advancing-Machine-Human-
Reasoning-Lab/PERIL
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Table 1: Decision-Making Heuristics Available in PERIL

PHASE
Initialization / Deployment Phase

PTM/PTL Place a unit in a region T1 that is adjacent to region T2 if T2 is owned by the player with the most
(PTM) or least (PTL) regions.

PUM/PUL Place a unit in a region T1 that is adjacent to region T2 if T2 is owned by the player with the most
(PUM) or least (PUL) units.

PCM/PCL Place a unit in a region T1 that is adjacent to region T2 if T2 is owned by the player with the most
(PCM) or least (PCL) zones owned (measured by total zone bonuses).

ETE/ETN Place a unit in a region if it is adjacent to an enemy region (ETE) / not adjacent to any enemy regions
(ETN).

EAC Place a unit in a region if it is on a zone boundary.
EACM/EACL Place a unit in a region if it is adjacent to the largest (EACM) / smallest (EACL) zone.
EACO Place a unit in a region if it is adjacent to a zone that is completely owned by an enemy player.

Attack Phase
PTM/PTL Attack from region T1 to T2 if T2 is owned by the player with the most (PTM) or least (PTL) regions.
PUM/PUL Attack from region T1 to T2 if T2 is owned by the player with the most (PUM) or least (PUL) units.
PCM/PCL Attack from region T1 to T2 if T2 is owned by the highest (PCM) or lowest (PCL) number of zones

owned (measured by total zone bonuses).
ONM/ONL Attack if the units in T1 are greater (ONM) / fewer (ONL) than the units in T2.
ON2 Attack if the units in T1 are at least twice the number of units in T2.
ICD/ICS Attack from T1 to T2 if they are (ICD) / are not (ICS) in different zones.
L Attack from T1 to T2 if T2 connects T1 to a region you own that it isn’t currently connected to.
PASS Likelihood of passing, ending your turn without more attacks. If set to 100, you will never attack; if

set to 0, you will always attack.
Redeployment Phase

OBTM/OBTL Move from T1 to T2 if T2 is adjacent to more regions occupied by the player with the most (OBTM)
or least (OBTL) regions.

OBUM/OBUL Move from T1 to T2 if T2 is adjacent to more regions occupied by the player with the most (OBUM)
or least (OBUL) units.

OBCM/OBCL Move from T1 to T2 if T2 is adjacent to more regions occupied by the player with the most (OBCM)
or least (OBCL) zones owned (measured by total zone bonuses).

CNM/CNL Move from T1 to T2 if T2 is connected to more (CNM) / fewer (CNL) regions.
CB Move from T1 to T2 if T2 is on a zone boundary and T1 is not.
CA Move from T1 to T2 if T2 is adjacent to at least one region occupied by an enemy player and T1 is

not.
CAC Move from T1 to T2 if T2 is on a zone boundary and T1 is not.
M/L Move from T1 to T2 if T2 has more (M) / fewer (L) units on it.
SI Move from T1 to T2 if T2 is adjacent to a region that has a higher chance of successful invasion than

those connected to T1, calculated using the ratio of available troops from attacking region to troops
on target region.

PASS Likelihood of passing, ending your turn without more redeployments. If set to 100, you will never
redeploy; if set to 0, you will always redeploy.

although that feature was not utilized in this pa-
per. AI-controlled players can access the entire
game state at any point of the game directly, but
for this paper we focused on the setting of strategic
priorities in the form of heuristics, implemented
as follows: At the beginning of each game, the
AI-controlled player is given its assigned persona
and a list of allowed heuristics in the game. It is
then asked to assign priorities for each of these
heuristics (more details on how these priorities are
selected in §3.2). During the game, at each game
phase the set of allowed moves are enumerated and
assigned point values based on the heuristics se-
lected by the player. The move is then selected
using a random selection with the point value as
the weight. By default, all heuristics have the point
value of 5. The set of heuristics is in Table 1.

3.2 Persona Selection
To select our personas, we started with Persona
Hub (Chan et al., 2024), a collection of one billion
diverse, synthetically-generated persona descrip-
tions. Each persona consists of a short personality
description, e.g., “An elderly woman who loves
watching makeup tutorials online and enjoys dis-
cussing beauty products.” We randomly-selected
175,000 personas and annotated them using GPT-
4o-mini, by asking it to independently rate each
persona on the following features that we hypothe-
sized would be predictive of game performance:

• strategicThinker a strategic thinker.

• domainExpert someone who has experience
in combat, military warfare, or similar areas
of expertise.

3500



• perilSpecific someone who is likely to per-
form well on the game of PERIL specifically.

• riskTaker someone who is likely to take risks.

• doOrBe an instruction to act a certain way by
describing actions (do) or if it is an instruction
to play a role by describing a personality or
character background (be).

Instructions were provided to rate all features on a
scale from -1 to +1, in increments of 0.5. A quali-
tative description for each rating was provided to
increase reliability. These ratings serve as a refer-
ence for evaluating how well heuristic generation
methods correlate with persona characteristics, but
they are not intended as ground-truth measures of
personality. We then used a greedy algorithm to
find the 50 personas that maximize the product of
the variances across all features F :

argmax
P

∏

f∈F

∑

p∈P
(fp − fP )

2 (1)

Where fp is the rating of feature f given to persona
p in subset P , and fP is the average f rating of
all items in P . To find a greedy approximation,
for each persona p in the original set of 175K per-
sonas, we started with the set {p} and iteratively
added the persona that most increased Equation 1,
until we reached the maximum set size of 50. This
was repeated for all possible personas i as starting
points. The best set P is the final set of personas
we will refer to for the remainder of this paper.

3.3 Heuristic Selection
Four LLMs were selected to generate heuristics:
gpt-4o-2024-11-20, Meta-Llama-3-8B-Instruct,
Llama-4-Maverick-17B-128E-Instruct-FP8, and
Mistral-Small-Instruct-2409. These models were
selected due to their relevance in current literature
(GPT4) and to examine how model size impacts
heuristic generation (Llama). Mistral small was
chosen to provide an additional small sized model.
Non-GPT models were downloaded from Hugging-
Face3 and run with stock configurations on 6 H100
GPUs. Two strategies were used to convert per-
sonas into heuristic values. In the first (which we
will call the “direct heuristic” (DH) players), the
LLM was prompted with the instructions of the
game, a list of the heuristics available for a given
game phase, and an example of how to provide

3https://huggingface.co/models

values for each heuristic (ranging from 0 to 100,
with a default value of 5). However, this generation
method can lead to inconsistencies. For example,
two similar personas may lead to proportional but
different values assigned to each heuristic. Further-
more, the same persona may manifest in different
ways in the three different phases, motivating a
need to have personality features translate more
evenly into heuristic values.

For this reason, our second strategy (which we
will call the “personality inventory” (PI) play-
ers) utilizes a personality inventory, inspired by
the American Psychiatric Association’s Personal-
ity Inventory for DSM-5 (PID-5)—Adult (Krueger
et al., 2012). A set of question items are provided,
each with a first-person statement (e.g., “I deserve
special treatment.”) and the option to select how
true this statement is: Very false or often false (-2
points), Sometimes or somewhat false (-1 points),
Sometimes or somewhat true (+1 points), Very true
or often true (+2 points). Each item maps either
positively or negatively to some heuristics. For ex-
ample, one item is “I prefer to spread my influence
to less contested or peripheral regions." This maps
positively to heuristics PTL, PUL, PCL, ETN, and
EACL. It maps negatively to PTM, PUM, PCM,
ETE, and EACM. If a LLM responds to this item
with “very true or often true”, then 2 points will be
added to heuristics in the positive set, and 2 points
will be subtracted from the negative set.

To generate the PI heuristics, we followed three
steps. First, we used an LLM (GPT-4) to draft
a questionnaire inventory. Second, we manually
curated this inventory to ensure clarity and consis-
tency. Third, we prompted an LLM to answer each
item in the questionnaire using a persona (note that
heuristic information and mappings were not pro-
vided at this stage). These point values were then
converted into heuristic weights in a range match-
ing that of the direct heuristic players. For some
heuristic value H , let r(H) be the number of points
assigned to that heuristic divided by the maximum
amount of possible points that could have been
assigned to it. Then the weight w(H) is:

max(0, λ ∗ (r(H)/5) + 5) r(H) ≤ 0
min(100, λ ∗ (95 ∗ r(H)) + 5) r(H) > 0

This transformation ensures that if r(H) = 0, then
w(h) = 5, and 0 ≤ r(H) ≤ 100, since 5 was the
default value in the prompt. For the experiments in
this paper, we use λ = 0.5, which made the average
heuristic value across all personas of personality
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inventory players approximately equal to that of
the direct heuristic players.

3.4 Tournament Games

To compare players, we set up a series of matches
between the fifty personas. In each round, the 50
players were paired up randomly. When all 25
games are played, the players are paired up again
for another round. This process is repeated for
49 rounds per run (1225 games). We carried out
two runs with the 50 personality inventory players,
and two additional runs with the 50 direct heuris-
tic players. To measure player skill level, we use
the TrueSkill algorithm (Herbrich et al., 2006), a
generalization of the more well-known ELO score,
allowing for games involving more than two play-
ers at a time (although we do not use that feature
in this paper). If a game extended past 250 turns,
it is declared a draw and all players are counted as
having lost for the purpose of the TrueSkill calcu-
lation (this occurred in < 0.05% of games). We
use two-player games to reduce the confounding
effect of larger numbers of players, but note that
many of the heuristics we defined (Table 1) only
produce observably different behaviors when there
are more than two players total. Nevertheless, we
retain them here to study how persona-prompted
LLMs select values for those heuristics.

4 Results

Our results can be summarized in four main find-
ings, presented in the order they appear below.
First, we compare player performance, showing
that strategically themed personas (e.g., strate-
gists, officers, athletes) consistently achieve higher
TrueSkill scores than other personas (e.g., students
or children; Table 2). Second, we analyze cor-
relations between inferred persona features and
generated heuristics, finding that the PI method
produces significant correlations with features such
as strategicThinker, domainExpert, and perilSpe-
cific, whereas the DH method shows weak or incon-
sistent correlations (Table 3). Third, we examine
cross-run reliability of final rankings, finding that
DH players were more stable across trials, but this
stability was not tied to persona features. Finally,
we evaluate opposite-value consistency in heuris-
tic assignments, where GPT-4 generated coherent
mappings under the PI method, while smaller mod-
els produced noisier and less reliable patterns (Ta-
ble 4). Overall, these results demonstrate that the

PI method yields more distinct and interpretable
persona-driven behaviors than the DH method.

4.1 Comparison of Personality Inventory
Players

The relationship between actual performance and
inferred personality features are apparent when
comparing the top 5 and bottom 5 performers of
the first run of personality inventory players (Ta-
ble 2). To determine whether a relationship ex-
isted between inferred personality features and final
TrueSkill score, we calculated the Spearman cor-
relation (Table 3). For personality inventory runs,
performance was significantly correlated with the
features strategicThinker, domainExpert, and peril-
Specific, but not with riskTaker and doOrBe. For
the direct heuristic runs, the majority of features
showed no significant correlation with performance.
Additionally, the DH feature correlations are prone
to dramatic changes across trials providing addi-
tional concern for the reliability of directly prompt-
ing for inventory responses. Conversely, the PI
generations repeatedly provided highly significant
correlations across multiple trials. LLaMA 3 was
an exception to this trend, but as Mistral was able
to generate highly correlated scores the difference
in results is not accounted for by model size but by
training or architecture choices.

These results support our suspicion that the di-
rect heuristic method does not produce actual be-
haviors that differentiate strongly between person-
ality prompts, whereas the personality inventory
method does (at least with respect to the person-
ality features we studied here). Furthermore, the
correlations of personality inventory player per-
formance with the LLM-annotated perilSpecific
feature (row 3 of Table 3) is a promising sign that,
given a shallow description of a player’s personal-
ity, and assuming their personality translates pre-
dictably into their play style, LLMs may have some
ability to predict player performance. Note that this
does not necessarily demonstrate that the reason for
the performance difference is that the top perform-
ers actually are exhibiting the personality traits we
have identified as winning. At a minimum, this data
shows that some qualitative difference exists which:
(1) affects performance in the game of Peril, (2)
was elicited by the persona prompting method aug-
mented with personality inventories, and (3) was
successfully identified by an LLM annotator which
looked only at persona descriptions. Additionally,
these early results show that the personality inven-
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Rating Persona Description
28.08 A geopolitical strategist who often appears on

different networks presenting an alternative
viewpoint on policies and events

27.89 A government agency using GIS analysis to
plan efficient land use and infrastructure devel-
opment

27.81 A competitive collegiate football player always
seeking for custom-designed team merchandise

27.35 A retired intelligence officer who had previ-
ously worked for the CIA.

27.11 A person who struggles with Discardia – a fear
of throwing things away.

23.03 A genealogist researching family histories con-
nected to Biddeford, Maine.

22.04 A genealogist helping clients trace their family
roots, particularly those with connections to the
Somme department in France.

21.83 A healthcare blogger who spreads misinforma-
tion about vaccines and challenges the nurse’s
beliefs

21.70 A struggling high school student who has no
interest in biology.

18.64 A young child who laughs uncontrollably at the
street performer’s antics

Table 2: TrueSkill for GPT4 - PI1 - Run 1. Higher
TrueSkill ratings align with human expectations: tac-
tically minded personas (e.g., strategists, officers,
athletes) outperform less focused ones (e.g., under-
performing students, children).

tory method of translating persona descriptions into
heuristic choices leads to more observably distinct
behaviors than the direct heuristic method. We sus-
pect that this is due to the personality inventory’s
ability to enforce that interpretations of personality
traits apply more evenly across all heuristics.

However, the TrueSkill algorithm has a bit of
a locking-in effect, where after a large number of
games, the amount that subsequent games change
one’s TrueSkill rating is decreasingly small. This
is the reason that we had two separate runs for the
personality inventory players, and likewise for the
direct method players. Given this fact, was the final
ranking of players consistent between these runs?
The final player ranking of all players in the first
and second runs had a close-to-significant Spear-
man correlation (ρ = 0.278, p = 0.051). However,
interestingly (and counter-intuitively), the correla-
tion between runs three and four was much stronger
(ρ = 0.524, p < 0.001). Likewise, the final rank-
ings of personality inventory player runs did not
correlate significantly with final rankings of the
direct heuristic runs (all were p > 0.2). Thus, al-
though the personality inventory method produced
behaviors whose performance spreads more closely
aligned with personality features (Table 3), the di-

rect heuristic method produced behaviors that per-
formed more consistently relative to other players.
Alternatively, this shows that although previous
performance of direct heuristic players is more pre-
dictive of future performance than previous per-
formance of personality inventory players, inferred
personality features are more predictive of personal-
ity inventory player performance than it is of direct
heuristic player performance.

4.2 Comparison of Personality Inventory and
Direct Heuristic Players

One of the motivators for our introduction of the
personality inventory method was the observation
that the direct heuristic method led to inconsistent
heuristic choices. It is expected that, given a sin-
gle persona P, and a set of heuristics, the value
assigned to each heuristic should have what we call
opposite-value consistency: heuristics specifying
opposite properties should have opposite values
(Table 4). To measure opposite-value consistency,
for each heuristic that has a direct opposite, we mea-
sure the ratio between them (using the larger value
as the numerator), and average across all players P.
Because the range of possible heuristic values is 0
to 100, we cap this ratio at 100. For some oppo-
site heuristic pair (h1, h2), if player p has heuristic
values hp1, h

p
2, the opposite-value consistency is:


∑

p∈P
max(

hp1
hp2

,
hp2
hp1

, 100)


 /|P|

The opposite-value consistency for personality
inventory heuristics are strongly impacted by the
models used to generate them, and the smaller mod-
els did not behave in a manner consistent with
expectations based on the prompts. The ability
for GPT-4 to correctly identify mutually exclusive
heuristics may need to manually be accounted for
when transferring the prompts to smaller models.

5 Conclusion

In this work, we explored the differences between
two methods of translating persona descriptions
into actual behaviors. The first, direct heuristics,
is by far the most common method seen in current
literature. However, we observed that this method
leads to heuristic selection that was inconsistent
for a given persona. As shown in Table 3, the DH
method resulted in correlations that were both weak
and non-significant. We therefore proposed a per-
sonality inventory technique, which involves the
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Feature Model PI1 PI2 DH1 DH2
strategicThinker GPT4 0.49*** 0.40*** 0.08 0.05

Mistral R1 0.2447 0.3826** 0.0046 0.0645
Mistral R2 0.4391** 0.4360** 0.2218 0.2644

LLaMA 3 R1 0.2192 0.2400 0.0211 0.1124
LLaMA 3 R2 0.2076 0.3938** 0.0370 -0.0572
LLaMA 4 R1 0.5707*** 0.2480 0.2218 0.3531*
LLaMA 4 R2 0.4730*** 0.5040*** 0.1999 0.0892

domainExpert GPT4 0.41*** 0.44*** 0.12 0.03
Mistral R1 0.2848* 0.2688 -0.0269 0.1239
Mistral R2 0.3538* 0.4900*** 0.1985 0.2696

LLaMA 3 R1 0.1994 0.1583 0.1027 0.1561
LLaMA 3 R2 0.2713 0.3687** -0.0275 -0.0548
LLaMA 4 R1 0.6166*** 0.2796* 0.2438 0.3817**
LLaMA 4 R2 0.4709*** 0.5021*** 0.3036* 0.0813

perilSpecific GPT4 0.41*** 0.39*** 0.11 0.02
Mistral R1 0.2961* 0.3460* -0.0008 0.0743
Mistral R2 0.4572*** 0.4859*** 0.2003 0.2448

LLaMA 3 R1 0.2033 0.2355 0.0221 0.0979
LLaMA 3 R2 0.3161* 0.4151** 0.0017 -0.0514
LLaMA 4 R1 0.6948*** 0.3967** 0.2272 0.3838**
LLaMA 4 R2 0.4826*** 0.5814*** 0.1877 0.0314

riskTaker GPT4 0.14 0.07 0.09 0.02
Mistral R1 0.1778 0.1473 0.0019 -0.0192
Mistral R2 0.4516*** 0.3366* -0.0015 0.0879

LLaMA 3 R1 0.0053 -0.0901 0.0142 0.2775
LLaMA 3 R2 -0.0776 -0.1119 -0.0350 0.0275
LLaMA 4 R1 0.1159 0.1205 -0.0401 0.2409
LLaMA 4 R2 0.0562 0.1416 0.1959 0.0950

doOrBe GPT4 -0.04 0.10 0.06 0.15
Mistral R1 0.2119 0.0182 -0.0814 -0.0293
Mistral R2 0.2516 0.2240 0.0337 0.0829

LLaMA 3 R1 0.0422 0.1111 0.2060 0.0007
LLaMA 3 R2 -0.1231 -0.0647 0.0082 -0.0422
LLaMA 4 R1 -0.1930 -0.2326 0.0940 0.1138
LLaMA 4 R2 -0.2227 -0.2128 -0.0643 0.2227

Table 3: The figures show the correlation between each
personality feature and heuristic weights, as chosen by
players using the direct and inventory heuristic methods.
Each figure caption indicates the heuristic (DH/PI) used
and its generation batch (1/2). All batches other than
GPT4 were generated twice. Additionally, the statistical
significance of each entry is indicated by asterisks "*"
as follows: ∗ = (p ≤ 0.05), ∗∗ = (p ≤ 0.01), ∗ ∗ ∗ =
(p ≤ 0.005). The direct heuristic methods are con-
sistently less statistically significant than the inventory
heuristics for all models and runs. This is to be expected
as direct generation of personality traits is known to
have lower reliability than generation via inventories.

Phase Heuristics Mistral LLaMA 3 LLaMA 4 GPT4
0 EACM–EACL 18.16 38.25 6.515 -2.61

ETE–ETN 3.93 8.82 39.13 -1.63
PCM–PCL 26.18 17.46 29.45 -13.03
PTM–PTL 23.02 22.46 18.55 -4.00
PUM–PUL 23.82 22.38 33.82 -13.00

1 ICD–ICS 8.75 25.30 -2.05 -5.20
ONM–ONL 26.22 7.73 71.20 -4.20
PCM–PCL 12.85 16.99 10.40 -47.87
PTM–PTL 21.49 11.19 12.76 -0.61
PUM–PUL 18.09 14.74 14.13 -14.62

2 CNM–CNL -4.98 -4.92 38.49 -15.33
M–L -3.49 11.61 16.93 -11.28

OBCM–OBCL 14.21 33.15 21.18 1.36
OBTM–OBTL 4.33 26.49 20.74 -37.74
OBUM–OBUL 2.60 39.03 19.21 -18.84

Table 4: Average difference in scores between opposite
heuristics for models across phases. Positive values
indicate higher DH scores and negative values indicate
higher PI scores. Bold values indicate more similar
opposite value consistency across DH and PI methods.
Non-GPT models produced more conflicting from PI
than DH, shown in larger average DH values.

creation of an inventory questionnaire that trans-
lates personas into heuristic values. We showed

that the inventory method leads to heuristic values
that are more consistent also shown in Table 3. The
overwhelming majority of significant high correla-
tion heuristics were generated by the PI method. It
is also important to note that while smaller models
(Mistral and LLaMA 3) did not provide correla-
tions as strong, they still clearly behave similarly to
the larger models in regards to heuristic correlation.
Additional results can be found in the Appendix.

This work contributes to research showing that
although persona prompting alone may lead to
LLM outputs with different styles of text, it
does not necessarily lead to substantially different
decision-making behaviors. This further highlights
the difficulty in translating personality descriptions
into anything beyond surface-level expressions,
since predicting behavioral differences between
personalities requires a much deeper knowledge of
the causality underlying human behavior than sim-
ply mimicking speech patterns. To address this, we
showed that a personality inventory questionnaire-
based approach can be more effective at eliciting
behavioral heuristics that seem to better align with
expectations of various personality descriptions,
when compared to an approach that directly infers
heuristics from personality descriptions. In short:
a main takeaway from this work is that simply ask-
ing an LLM to act in accordance with a persona,
without using a moderator like the personality in-
ventory method, may not suffice to produce realistic
and diverse behaviors and decision-making.

6 Future Work.

As part of this work, we did implement a PERIL
mission mode, in which all players are assigned
missions to achieve victory other than world domi-
nation. Although we did not utilize this function-
ality in the present paper (as it introduces another
confounding variable), we will release the source
code both of PERIL and the code used to replicate
this paper’s results, in order to encourage other re-
searchers to explore the interesting problems in this
space. For example, recent work shows that multi-
agent systems may perform better at simulations
than single-agent systems (Sreedhar and Chilton,
2024; Bui et al., 2025), but it is unclear how current
state-of-the-art agents perform when playing adver-
sarially against other potentially deceptive agents.
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7 Limitations.

It should be noted that any observations we make
here about how well a persona-prompted LLM
matches its given persona can only at most have
face validity—i.e., they only appear intuitively to
match personality archetypes. We cannot fully es-
tablish whether these patterns have deeper align-
ment with actual human personalities without a
proper psychometrically-designed empirical study
on a population of people. Instead, the value in our
present work is in the introduction of the person-
ality inventory method, and the finding that with-
out it, the variance in behaviors between persona
prompts and the adherence to expected patterns
such as opposite-value consistency are very small.
Indeed, if it can be shown that the translation of
personality features into heuristic behaviors has
more than face validity, it can lead to powerful sim-
ulation technologies, as well as tools for studying
the effect of personality on decision-making. For
example, it might allow us to predict that a human
being who matches a given persona would behave
a certain way in a new scenario.

In this exploratory work, a single strategic en-
vironment (the game of PERIL). Within this envi-
ronment, we used a limited number of heuristics,
which are not fully representative of the range of
possible decision-making heuristics in this game.
Furthermore, our heuristic-guided agents made
their heuristic choices in the beginning of the game,
which reduced their adaptivity, since they could
not adjust those heuristics in response to game con-
ditions. Finally, we used TrueSkill as a way of
estimating player performance, but it should be
noted that not enough games were played to allow
every player to face every other one, and due to
the way TrueSkill is calculated, ordering affects
final scores. This effect seemed to affect individ-
ual players more in the personality inventory runs
than in the direct heuristic runs (as measured by
correlation of final rankings of players), but it did
not significantly change the effect of personality
features on final player ordering (Table 3). The low
correlation between final player rankings in the two
PI runs is counter-intuitive to us, and future work
will need to explore why this was the case.

Ethical Statement

We do not anticipate significant ethical issues, as
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ciated with Hasbro, Inc. The use of Risk® as a
reference point is solely for comparative analysis
and academic purposes under the principles of fair
use. No proprietary elements, such as trademarked
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A Appendix

This section contains the PERIL gameplay cycle,
prompts, heuristic correlation tables, top 5 and bot-
tom 5 TrueSkill persona rankings, and opposite
value consistency tables. This material is not re-
quired to understand the main body of work, but
readers may find it useful to gain a broader under-
standing of model impact on the results.

A.1 Gameplay Cycle

• Initialize Game: Up to six players are placed
on a map of regions divided into zones. The
mission is world domination by occupying all
regions. Each region must eventually contain
at least one unit.

• Initialization Phase: Each player is given a
pool of units. Players alternate placing one
unit on an unoccupied region until all regions
are taken. Remaining units are then placed on
the regions they control.

• Gameplay Loop (per turn):

– Reinforcement: Player receives new
units and places them on controlled re-
gions.

– Attack: Player may attack adjacent en-
emy regions using armies from their own
regions.

– Redeployment: Player may move units
between connected regions they control.

• End Condition: If a player occupies all re-
gions, they are declared the winner.

A.2 Graphic

Figure 2: Pipeline from persona descriptions to heuristic
agents. Note that LLMs generate heuristic proxies (DH
or PI), but do not play PERIL directly.

A.3 Prompts

We used three prompt sets to generate the heuristics
used in this work. The first set was used to gen-
erate the initial assessments used for identifying
fifty personas that are maximally distinct from each
other. Usage of the assessment results is discussed
in detail in section 3.2. The second set was to gener-
ate the direct heuristics used in playing the PERIL
game. The third set was also used in gameplay,
but it was used to generate the inventory heuris-
tics. When generating any assessment or heuristic,
the persona in question is always included in the
prompt.

A.3.1 Assessment Prompt
You will be given a personality of an individual.
You must estimate how well that person would do
on the strategic board game Peril. In the game of
Peril, you are a player who must achieve world
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conquest, very similar to the popular board game
Risk. For the personality you are given, return a
JSON object with the following values: - ’index’:
An integer describing the index of the prompt in
the dataset. We will provide this for you. - ’person-
ality’: The personality of the individual, which we
also provided to you. - ’strategicThinker’: A rating
of whether this personality describes a strategic
thinker. This should be one of the numbers in -1,
-0.5, 0, 0.5, 1. Use the following scale: - +1 : This
is certain to be a very capable strategic thinker, who
combines systematic thinking with appropriate use
of intuition and can consistently perform at a high
level. - +0.5 : This is more likely than not to be
someone with good strategic thinking capabilities,
but they may not be consistent or fully developed. -
0 : There is no evidence to suggest that this person
is or is not a capable strategic thinker. - -0.5 : This
is more likely than not to be someone with poor
or no strategic thinking capabilities. - -1: This is
certain to be someone with poor or no strategic
thinking capabilities, who is unable to perform at
an acceptable level at any task requiring strategic
thinking. - ’domainExpert’: A rating of whether
this personality describes someone who has experi-
ence in combat, military warfare, or other similar
areas of expertise. This should be one of the num-
bers in -1, -0.5, 0, 0.5, 1. Use the following scale:
- +1 : This is certain to be someone who has high
level experience in combat, military warfare, or
other similar areas of expertise. - +0.5 : This is
more likely than not to be someone who has expe-
rience in combat, military warfare, or other similar
areas of expertise. - 0 : There is no evidence to
suggest that this person does or does not have expe-
rience in combat, military warfare, or other similar
areas of expertise. - -0.5 : This is more likely than
not to be someone who has poor or no experience in
combat, military warfare, or other similar areas of
expertise. - -1: This is certain to be someone with
poor or no experience in combat, military warfare,
or other similar areas of expertise. - ’perilSpecific’:
A rating of whether this personality describes some-
one who is likely to perform well on the game Peril
specifically. This should be one of the numbers in
-1, -0.5, 0, 0.5, 1. Use the following scale: - +1
: This is certain to be someone who is likely to
perform well on the game Risk. - +0.5 : This is
more likely than not to be someone who is likely
to perform well on the game Risk. - 0 : There is
no evidence to suggest that this person is or is not
likely to perform well on the game Risk. - -0.5 :

This is more likely to be someone who will perform
poorly on the game Risk. - -1: This is certain to
be someone who will perform poorly on the game
Risk. - ’riskTaker’: A rating of whether this per-
sonality describes someone who is likely to be a
high risk taker. This should be one of the numbers
in -1, -0.5, 0, 0.5, 1. Use the following scale: - +1
: This is certain to be someone who is likely to
take dangerous risks, always making moves that
are likely to have a high payoff but also a high risk
of failure. - +0.5 : This is more likely than not to
be someone who is likely to take dangerous risks,
often making moves that are likely to have a high
payoff but also a high risk of failure. - 0 : There
is no evidence to suggest that this person is or is
not likely to take dangerous risks. - -0.5 : This is
more likely to be someone who will not take dan-
gerous risks, often making moves that are likely
to have a low payoff but also a low risk of failure.
- -1: This is certain to be someone who will not
take dangerous risks, always making moves that
are likely to have a low payoff but also a low risk
of failure. - ’doOrBe’: A rating of whether this per-
sonality description is an instruction to act a certain
way by describing actions (do) or if it is an instruc-
tion to play a role by describing a personality or
character background (be). This should be one of
the numbers in -1, 0, 1. Use the following scale: -
+1 : This personality description describes how to
act a certain way primarily by describing specific
actions. - 0 : This personality description has a
balance between describing specific actions and
describing a personality or character background.
- -1: This personality description describes how to
play a role primarily by describing a personality or
character background.

A.3.2 Peril Introduction Prompt
You are playing the board game "Peril" with other
players, which is inspired by the popular board
game "Risk". In this game, you are battling to
conquer the world. The first player to achieve this
wins the game.

BOARD The board consists of seven zones
(North America, South America, Europe, Asia,
Africa, and Australia), which are divided into re-
gions. The regions are connected to each other and
either connect over land, or over water. Players con-
trol units, which can be thought of as armies. Every
region must have at least one unit on it (except in
the beginning of the game, when no regions have
any). Regions can contain an unlimited number of
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units, but all units on a single region must belong
to the same player.

GAMEPLAY - First, all players are given a num-
ber of units. They alternate, placing one unit on an
unoccupied region at a time. When all regions are
occupied, players can place units on regions they
already occupy. At no time are players allowed to
place units in regions occupied by other players.
They continue in this manner, placing one unit at a
time, until all players have placed their units. This
ends the initial placement phase. - Each player now
takes their regular turns. Each turn is broken up
into three subphases: reinforcement, attack, and de-
ployment. - In the reinforcement phase, the player
is given a number of units depending on which re-
gions and zones they own. If they own all regions
in a zone at the beginning of their turn, they get a
bonus number of units depending on the size of the
zone. They are allowed to place units on regions
they already occupy. - In the attack phase, players
may attack from a region they own into any adja-
cent enemy-occupied region. They must declare
how many units they wish to send in the attack, and
this number must be less than or equal to the num-
ber of units on the attacking region. A number of
attackers and defenders will be killed in this attack,
and the higher the number of attackers, the greater
the chance of success. If all defenders are killed,
then the number of units remaining in the attack
must all move to the defending region, leaving at
least one unit behind in the attacking region. The
player may then perform additional attacks until
they are done or cannot attack any more. - In the
redeployment phase, the player may relocate any
of their units to any other region they control, so
long as: (1) they leave at least one unit on every
region they own, and (2) if a unit is moved from
one region T1 to another region T2, T1 and T2
must be either directly connected, or connected via
a sequence of connected regions that are all owned
by the player.

A.3.3 Direct Heuristic Prompt
We need to determine what values to assign these
heuristics, based on your assigned personality. For
each of the heuristics above, we need to determine a
value between 0 and 100 that represents how much
this heuristic should be weighted in the decision
making process. This value should be based on
your assigned personality. For example, a player
who is very aggressive might have a high value for
the heuristic that says to attack from region T1 to

region T2 if T2 is owned by the player with the
fewest units. By default, every heuristic has a value
of 5. So if you want to deprioritize a heuristic,
you can assign it a value less than 5. If you want
to prioritize a heuristic, you can assign it a value
greater than 5. If you want to ignore a heuristic,
you can assign it a value of 0. If you want to use a
heuristic as much as possible, you can assign it a
value of 100.

A.3.4 Deployment Heuristics (Phase 0)
Prompt

PTM - Place a unit in a region T1 that is adjacent
to region T2 if T2 is owned by the player with the
most regions. PTL - Place a unit in a region T1
that is adjacent to region T2 if T2 is owned by the
player with the fewest regions. PUM - Place a unit
in a region T1 that is adjacent to region T2 if T2
is owned by the player with the most units. PUL -
Place a unit in a region T1 that is adjacent to region
T2 if T2 is owned by the player with the fewest
units. PCM - Place a unit in a region T1 that is
adjacent to region T2 if T2 is owned by the player
with the most zones owned (measured by total zone
bonuses). PCL - Place a unit in a region T1 that is
adjacent to region T2 if T2 is owned by the player
with the fewest zones owned (measured by total
zone bonuses). ETE - Place a unit in region T if T is
adjacent to an enemy region. ETN - Place a unit in
region T if T is not adjacent to any enemy regions.
EAC - Place a unit in region T if T is on a zone
boundary. EACM - Place a unit in region T if T is
adjacent to the largest zone (by number of regions).
EACL - Place a unit in region T if T is adjacent to
the smallest zone (by number of regions). EACO -
Place a unit in region T if T is adjacent to a zone
that is completely owned by another player.

A.3.5 Attack Heuristics (Phase 1) Prompt
PTM - Attack from region T1 to region T2 if T2 is
owned by the player with the most regions. PTL -
Attack from region T1 to region T2 if T2 is owned
by the player with the fewest regions. PUM - At-
tack from region T1 to region T2 if T2 is owned
by the player with the most units. PUL - Attack
from region T1 to region T2 if T2 is owned by the
player with the fewest units. PCM - Attack from
region T1 to region T2 if T2 is owned by the player
with the most zones owned (measured by total zone
bonuses). PCL - Attack from region T1 to region
T2 if T2 is owned by the player with the fewest
zones owned (measured by total zone bonuses).
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ONM - Attack if the units on T1 are greater than
the units on T2. ONL - Attack if the units on T1
are fewer than the units on T2. ON2 - Attack if
the units on T1 are at least 2x the number of units
on T2. ICD - Attack if T1 and T2 are in different
zones. ICS - Attack if T1 and T2 are in the same
zone. ICOE - Attack if T2 is in a zone completely
owned by a single player. L - Attack if T2 connects
to a region you own that T1 isn’t currently linked
to. PASS - Likelihood of passing (ending your turn
and not doing any more attacks). If set to 100, you
will never attack; if 0, you will always attack.

A.3.6 Redeployment Heuristics (Phase 2)
Prompt

OBTM - Move from region T1 to T2 if T2 is adja-
cent to more regions occupied by the player with
the most regions. OBTL - Move from region T1 to
T2 if T2 is adjacent to more regions occupied by
the player with the fewest regions. OBUM - Move
from region T1 to T2 if T2 is adjacent to more re-
gions occupied by the player with the most units.
OBUL - Move from region T1 to T2 if T2 is adja-
cent to more regions occupied by the player with
the fewest units. OBCM - Move from region T1 to
T2 if T2 is adjacent to more regions occupied by
the player with the most zones owned (measured by
total zone bonuses). OBCL - Move from region T1
to T2 if T2 is adjacent to more regions occupied by
the player with the fewest zones owned (measured
by total zone bonuses). CNM - Move from region
T1 to T2 if T2 is connected to more regions than
T1 is. CNL - Move from region T1 to T2 if T2 is
connected to fewer regions than T1 is. CB - Move
from region T1 to T2 if T2 is on a zone boundary
and T1 is not. CA - Move from region T1 to T2 if
T2 is adjacent to at least one enemy-owned region
and T1 is not. CAC - Move from region T1 to T2
if T2 is adjacent to a region in a zone completely
owned by a single enemy player and T1 is not. M
- Move from region T1 to T2 if T2 has more units
than T1. L - Move from region T1 to T2 if T2 has
fewer units than T1. SI - Move from region T1 to
T2 if T2 is adjacent to a region with a higher chance
of successful invasion than any of those connected
to T1, calculated using the ratio of available troops
from attacking region to troops on target region.
PASS - Likelihood of passing (ending your turn
and not doing any more redeployments). If set to
100, you will never redeploy; if 0, you will always
redeploy.

A.3.7 Redeployment Heuristics (Phase 2)
Prompt

We are interested in how you would describe your-
self. Given the statement "item_question", you
must choose a number from 0 to 3: 0 - Very false
or often false 1 - Sometimes or somewhat false 2 -
Sometimes or somewhat true 3 - Very true or often
true
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A.4 Correlation Between Heuristics and
Personality

This section expands upon the relationship between
the annotated assessments in section 3.2 and the
generated heuristics (both direct and inventory) as
described in section 3.3. The figures show the
correlation between each personality feature and
heuristic weights, as chosen by players using the
direct and inventory heuristic methods. Each figure
caption indicates the heuristic (DH/PI) used and
its generation batch (1/2). All batches other than
GPT4 were generated twice. The figures are or-
dered by phase from top to bottom: Phase 1 heuris-
tics (initialization / deployment), Phase 2 (attack),
Phase 3 (redeployment). Additionally, the statisti-
cal significance of each entry is indicated by aster-
isks "*" as follows: ∗ = (p ≤ 0.05), ∗∗ = (p ≤
0.01), ∗ ∗ ∗ = (p ≤ 0.005). Heuristic appearing
as ‘nan’ are due to not having been selected by the
LLM. Relevant Figures: 3 - 16.

Figure 3: Heuristic Correlations - DH1 - GPT4
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Figure 4: Heuristic Correlations - PI1 - GPT4

Figure 5: Heuristic Correlations - DH1 - Mistral Small
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Figure 6: Heuristic Correlations - PI1 - Mistral Small Figure 7: Heuristic Correlations - DH2 - Mistral Small
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Figure 8: Heuristic Correlations - PI2 - Mistral Small Figure 9: Heuristic Correlations - DH1 - LLaMA 3
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Figure 10: Heuristic Correlations - PI1 - LLaMA 3 Figure 11: Heuristic Correlations - DH2 - LLaMA 3
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Figure 12: Heuristic Correlations - PI2 - LLaMA 3 Figure 13: Heuristic Correlations - DH1 - LLaMA 4
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Figure 14: Heuristic Correlations - PI1 - LLaMA 4 Figure 15: Heuristic Correlations - DH2 - LLaMA 4
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Figure 16: Heuristic Correlations - PI2 - LLaMA 4

3519



A.5 Persona Descriptions
This section contains tables similar to Table 2.
These tables show the top and bottom five perform-
ing personas based on their final TrueSkill ratings
after 1200 tournament games. Relevant Tables: 5 -
28.

Rating Persona Description
29.5914 A nanny who works with the widower to pro-

vide additional support and care for the chil-
dren

29.1766 A literary critic who dismisses the Madam
Tulip series as shallow and predictable

28.7519 A military historian writing a book on the im-
pact of military leaders on shaping discipline
and leadership

28.5374 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

28.2439 A recently promoted Major General in the
Nigerian Army

18.3503 A U.S. Army veteran who served alongside the
retired interpreter and shares a deep bond of
mutual trust and respect

20.1616 A military historian specializing in the
Napoleonic Wars, with a focus on the Peninsu-
lar Campaign and the strategies employed by
both the Allied and French forces

20.6356 An amateur genealogist tracing family histo-
ries with possible connections to noble lin-
eages in Scotland and England

21.2993 A struggling high school student who has no
interest in biology

21.3212 A supply chain and logistics consultant for avi-
ation and defense industries, aiming to analyze
the effectiveness of Axis supply lines and Al-
lied interdiction efforts

Table 5: TrueSkill for LLaMA 3 - DH1 - Run 1

Rating Persona Description
29.1663 A retired naval officer with experience in air-

craft carrier operations and a deep knowledge
of US Navy history and traditions.

28.9431 A military historian writing a book on the im-
pact of military leaders on shaping discipline
and leadership.

28.7413 A retired military general with extensive expe-
rience in national defense, providing insights
on border security strategies.

27.5964 A competitive collegiate football player always
seeking for custom-designed team merchan-
dise

27.3898 An ancient deity known for their wisdom in
cosmic affairs and mastery of temporal phe-
nomena

18.7251 A U.S. Army veteran who served alongside the
retired interpreter and shares a deep bond of
mutual trust and respect

19.4858 A military historian specializing in the
Napoleonic Wars, with a focus on the Peninsu-
lar Campaign and the strategies employed by
both the Allied and French forces.

21.9361 A photographer skilled at capturing detailed
images of the artifacts.

21.9867 A geopolitical strategist who often appears on
different networks presenting an alternative
viewpoint on policies and events

22.0864 A 7-year-old child diagnosed with autism spec-
trum disorder, seeking support in managing
their social behaviors

Table 6: TrueSkill for LLaMA 3 - DH1 - Run 2

Rating Persona Description
30.2914 An elderly relative who relies on the journal-

ist’s explanations to stay up-to-date on the lat-
est technology trends.

27.9751 A teenager struggling with anxiety and looking
for coping mechanisms

27.7713 A government agency using GIS analysis to
plan efficient land use and infrastructure devel-
opment

27.7561 A military strategist in the Department of De-
fense, interested in the use of real-time satellite
data to support decision-making and improve
mission effectiveness.

27.6661 A struggling high school student who has no
interest in biology.

19.4921 A young child who comes to the shop every
day with their parents to buy Kinder Eggs

20.6314 A young child who laughs uncontrollably at
the street performer’s antics

20.8708 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

21.3603 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

21.3628 A grassroots activist advocating for defund-
ing the police and investing in alternative
community-based solutions

Table 7: TrueSkill for LLaMA 3 - PI1 - Run 1
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Rating Persona Description
28.9910 A retired intelligence officer who had previ-

ously worked for the CIA.
28.0686 A 7-year-old child diagnosed with autism spec-

trum disorder, seeking support in managing
their social behaviors

27.8405 A retired military general with extensive expe-
rience in national defense, providing insights
on border security strategies.

27.6526 A struggling high school student who has no
interest in biology.

27.5939 A wargaming enthusiast who designs and sim-
ulates historical military scenarios to explore
the decision-making processes, strategies, and
outcomes of various engagements, including
the Capture of Guam.

20.3536 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

21.4205 A young child who comes to the shop every
day with their parents to buy Kinder Eggs

21.9011 A person who struggles with Discardia – a fear
of throwing things away.

22.3848 A young child who laughs uncontrollably at
the street performer’s antics

22.5022 A nanny who works with the widower to pro-
vide additional support and care for the chil-
dren

Table 8: TrueSkill for LLaMA 3 - PI1 - Run 2

Rating Persona Description
29.5645 An elderly woman who relies on the apothe-

cary for her herbal remedies and trusts their
expertise.

29.0417 A genealogist studying the origins and vari-
ations of Arabic-language surnames, includ-
ing Al-Marri and its related surnames such as
Marri and Al Murrah.

28.7365 A young child fascinated by Disney movies
and loves to hear stories from their collection

28.3787 A genealogist researching family histories con-
nected to Biddeford, Maine.

28.0665 A military historian writing a book on the im-
pact of military leaders on shaping discipline
and leadership.

16.0860 A recently promoted Major General in the
Nigerian Army

17.3984 A rare bird species critically affected by habitat
loss

19.1394 An amateur genealogist tracing family histo-
ries with possible connections to noble lin-
eages in Scotland and England.

20.2137 A traditional comedian who believes in adher-
ing to mainstream comedy and disapproves of
pushing boundaries

20.5467 A U.S. Army veteran who served alongside the
retired interpreter and shares a deep bond of
mutual trust and respect

Table 9: TrueSkill for LLaMA 3 - DH2 - Run 1

Rating Persona Description
30.0065 A young child who comes to the shop every

day with their parents to buy Kinder Eggs
29.1161 A 7-year-old child diagnosed with autism spec-

trum disorder, seeking support in managing
their social behaviors

28.8581 A nanny who works with the widower to pro-
vide additional support and care for the chil-
dren

28.8233 A genealogist researching family histories con-
nected to Biddeford, Maine.

28.6546 A highly respected admiral known for their
strategic thinking and ability to inspire and
motivate sailors

14.7580 A rare bird species critically affected by habitat
loss

15.9706 A traditional comedian who believes in adher-
ing to mainstream comedy and disapproves of
pushing boundaries

16.1548 A recently promoted Major General in the
Nigerian Army

18.7521 An amateur genealogist tracing family histo-
ries with possible connections to noble lin-
eages in Scotland and England.

20.2914 A seasoned military strategist sharing stories
from their covert operations and offering guid-
ance in a fast-paced world of intelligence

Table 10: TrueSkill for LLaMA 3 - DH2 - Run 2

Rating Persona Description
30.4708 An Indian military personnel who served his

country for 30 years and received the 50th In-
dependence Anniversary Medal.

28.5833 A confused person who is not familiar with
iGEM and Synthetic Biology

27.7430 A retired Navy veteran who now works as a
military consultant and shares practical knowl-
edge

27.4178 An elderly woman who relies on the apothe-
cary for her herbal remedies and trusts their
expertise.

27.3379 A retired intelligence officer who had previ-
ously worked for the CIA.

19.7349 A young child fascinated by Disney movies
and loves to hear stories from their collection

20.3243 A supply chain and logistics consultant for avi-
ation and defense industries, aiming to analyze
the effectiveness of Axis supply lines and Al-
lied interdiction efforts.

21.2134 A young child who laughs uncontrollably at
the street performer’s antics

21.3314 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

21.5132 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

Table 11: TrueSkill for LLaMA 3 - PI2 - Run 1
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Rating Persona Description
29.4089 A military tactician specializing in special op-

erations, particularly in counter-terrorism and
hostage situations, with a focus on strategic
planning and equipment selection for elite
units.

29.3058 An elderly woman who relies on the apothe-
cary for her herbal remedies and trusts their
expertise.

28.9895 A military historian writing a book on the im-
pact of military leaders on shaping discipline
and leadership.

28.0034 A traditional comedian who believes in adher-
ing to mainstream comedy and disapproves of
pushing boundaries

27.9695 A retired military general with extensive expe-
rience in national defense, providing insights
on border security strategies.

18.5998 A young child who laughs uncontrollably at
the street performer’s antics

19.2635 A grassroots activist advocating for defund-
ing the police and investing in alternative
community-based solutions

19.3120 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

21.0551 A person who struggles with Discardia – a fear
of throwing things away.

21.3481 A young child fascinated by Disney movies
and loves to hear stories from their collection

Table 12: TrueSkill for LLaMA 3 - PI2 - Run 2

Rating Persona Description
29.4089 A military tactician specializing in special op-

erations, particularly in counter-terrorism and
hostage situations, with a focus on strategic
planning and equipment selection for elite
units.

29.3058 An elderly woman who relies on the apothe-
cary for her herbal remedies and trusts their
expertise.

28.9895 A military historian writing a book on the im-
pact of military leaders on shaping discipline
and leadership.

28.0034 A traditional comedian who believes in adher-
ing to mainstream comedy and disapproves of
pushing boundaries

27.9695 A retired military general with extensive expe-
rience in national defense, providing insights
on border security strategies.

18.5998 A young child who laughs uncontrollably at
the street performer’s antics

19.2635 A grassroots activist advocating for defund-
ing the police and investing in alternative
community-based solutions

19.3120 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

21.0551 A person who struggles with Discardia – a fear
of throwing things away.

21.3481 A young child fascinated by Disney movies
and loves to hear stories from their collection

Table 13: TrueSkill for LLaMA 4 - DH1 - Run 1

Rating Persona Description
29.0400 A retired intelligence officer who had previ-

ously worked for the CIA.
28.5427 A young child who comes to the shop every

day with their parents to buy Kinder Eggs
28.4108 A genealogist helping clients trace their family

roots, particularly those with connections to
the Somme department in France.

27.7573 A military historian writing a book on the im-
pact of military leaders on shaping discipline
and leadership.

27.6677 A teenager struggling with anxiety and looking
for coping mechanisms

16.8731 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

20.3059 A nanny who works with the widower to pro-
vide additional support and care for the chil-
dren

20.6517 A struggling high school student who has no
interest in biology.

21.2158 A photographer skilled at capturing detailed
images of the artifacts.

21.2810 A wargaming enthusiast who enjoys designing
and playing strategic simulations of historical
military conflicts, particularly those involving
Chinese forces.

Table 14: TrueSkill for LLaMA 4 - DH1 - Run 2

Rating Persona Description
28.4912 A competitive collegiate football player always

seeking for custom-designed team merchan-
dise

28.3990 A retired naval officer with experience in air-
craft carrier operations and a deep knowledge
of US Navy history and traditions.

27.7828 An Indian military personnel who served his
country for 30 years and received the 50th In-
dependence Anniversary Medal.

27.6983 A geopolitical strategist who often appears on
different networks presenting an alternative
viewpoint on policies and events

27.5775 A retired intelligence officer who had previ-
ously worked for the CIA.

20.3577 A graphic designer seeking advice on how to
prevent repetitive strain injuries

21.1707 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

21.6260 A 7-year-old child diagnosed with autism spec-
trum disorder, seeking support in managing
their social behaviors

21.6414 A young child who laughs uncontrollably at
the street performer’s antics

21.7782 A photographer skilled at capturing detailed
images of the artifacts.

Table 15: TrueSkill for LLaMA 4 - PI1 - Run 1
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Rating Persona Description
29.4422 A retired military general with extensive expe-

rience in national defense, providing insights
on border security strategies.

29.1101 A retired Navy veteran who now works as a
military consultant and shares practical knowl-
edge

28.5151 A struggling high school student who has no
interest in biology.

27.9740 A genealogist helping clients trace their family
roots, particularly those with connections to
the Somme department in France.

27.8130 A geopolitical strategist who often appears on
different networks presenting an alternative
viewpoint on policies and events

19.0300 A young child who laughs uncontrollably at
the street performer’s antics

19.6486 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

19.9231 A graphic designer seeking advice on how to
prevent repetitive strain injuries

20.9841 A 7-year-old child diagnosed with autism spec-
trum disorder, seeking support in managing
their social behaviors

21.1041 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

Table 16: TrueSkill for LLaMA 4 - PI1 - Run 2

Rating Persona Description
30.0335 A grassroots activist advocating for defund-

ing the police and investing in alternative
community-based solutions

28.3202 A healthcare blogger who spreads misinforma-
tion about vaccines and challenges the nurse’s
beliefs

28.1103 A retired naval officer with experience in air-
craft carrier operations and a deep knowledge
of US Navy history and traditions.

27.9493 A wargaming enthusiast who enjoys designing
and playing strategic simulations of historical
military conflicts, particularly those involving
Chinese forces.

27.7971 An elderly woman who relies on the apothe-
cary for her herbal remedies and trusts their
expertise.

16.9432 A teenager struggling with anxiety and looking
for coping mechanisms

19.2549 A traditional comedian who believes in adher-
ing to mainstream comedy and disapproves of
pushing boundaries

20.7565 A confused person who is not familiar with
iGEM and Synthetic Biology

21.7609 A struggling high school student who has no
interest in biology.

22.7316 A retired Navy veteran who now works as a
military consultant and shares practical knowl-
edge

Table 17: TrueSkill for LLaMA 4 - DH2 - Run 1

Rating Persona Description
28.1846 A supply chain and logistics consultant for avi-

ation and defense industries, aiming to analyze
the effectiveness of Axis supply lines and Al-
lied interdiction efforts.

27.8466 A geopolitical strategist who often appears on
different networks presenting an alternative
viewpoint on policies and events

27.8174 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

27.5886 A grassroots activist advocating for defund-
ing the police and investing in alternative
community-based solutions

27.5369 An elderly woman who relies on the apothe-
cary for her herbal remedies and trusts their
expertise.

21.3166 A confused person who is not familiar with
iGEM and Synthetic Biology

21.5359 A struggling high school student who has no
interest in biology.

21.7931 A disaster relief coordinator working on pre-
paredness and emergency response plans for
towns in Tornado Alley

21.9628 A traditional comedian who believes in adher-
ing to mainstream comedy and disapproves of
pushing boundaries

22.9009 A genealogist researching family histories con-
nected to Biddeford, Maine.

Table 18: TrueSkill for LLaMA 4 - DH2 - Run 2

Rating Persona Description
28.4403 A nanny who works with the widower to pro-

vide additional support and care for the chil-
dren

28.0372 A geopolitical strategist who often appears on
different networks presenting an alternative
viewpoint on policies and events

27.4786 A highly respected admiral known for their
strategic thinking and ability to inspire and
motivate sailors

27.3847 A rare bird species critically affected by habitat
loss

27.2912 A retired naval officer with experience in air-
craft carrier operations and a deep knowledge
of US Navy history and traditions.

20.3037 A healthcare blogger who spreads misinforma-
tion about vaccines and challenges the nurse’s
beliefs

20.7256 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

21.2932 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

21.6368 An elderly French woman who shares stories
of her youth in Paris and offers traditional bak-
ing tips.

21.6622 A young child who laughs uncontrollably at
the street performer’s antics

Table 19: TrueSkill for LLaMA 4 - PI2 - Run 1
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Rating Persona Description
30.2238 A competitive collegiate football player always

seeking for custom-designed team merchan-
dise

29.2156 A nanny who works with the widower to pro-
vide additional support and care for the chil-
dren

28.2542 A teenager struggling with anxiety and looking
for coping mechanisms

27.9331 A wargaming enthusiast who designs and sim-
ulates historical military scenarios to explore
the decision-making processes, strategies, and
outcomes of various engagements, including
the Capture of Guam.

27.9087 A retired naval officer with experience in air-
craft carrier operations and a deep knowledge
of US Navy history and traditions.

19.4226 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

20.1626 A 7-year-old child diagnosed with autism spec-
trum disorder, seeking support in managing
their social behaviors

21.2523 A government agency using GIS analysis to
plan efficient land use and infrastructure devel-
opment

21.5645 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

21.6047 A healthcare blogger who spreads misinforma-
tion about vaccines and challenges the nurse’s
beliefs

Table 20: TrueSkill for LLaMA 4 - PI2 - Run 2

Rating Persona Description
29.8093 An elderly relative who relies on the journal-

ist’s explanations to stay up-to-date on the lat-
est technology trends.

27.7350 A teenager struggling with anxiety and looking
for coping mechanisms

27.6069 A grassroots activist advocating for defund-
ing the police and investing in alternative
community-based solutions

27.5729 A retired intelligence officer who had previ-
ously worked for the CIA.

27.3498 A 7-year-old child diagnosed with autism spec-
trum disorder, seeking support in managing
their social behaviors

21.0631 A risk management consultant advising organi-
zations on safety measures in high-risk regions,
including Afghanistan.

21.3249 A confused person who is not familiar with
iGEM and Synthetic Biology

21.4664 An elderly woman who relies on the apothe-
cary for her herbal remedies and trusts their
expertise.

21.8820 A genealogist studying the origins and vari-
ations of Arabic-language surnames, includ-
ing Al-Marri and its related surnames such as
Marri and Al Murrah.

22.1924 A graphic designer seeking advice on how to
prevent repetitive strain injuries

Table 21: TrueSkill for Mistral Small - DH1 - Run 1

Rating Persona Description
29.3532 A teenager struggling with anxiety and looking

for coping mechanisms
28.5395 A military strategist in the Department of De-

fense, interested in the use of real-time satellite
data to support decision-making and improve
mission effectiveness.

28.5144 An elderly relative who relies on the journal-
ist’s explanations to stay up-to-date on the lat-
est technology trends.

28.4752 A 7-year-old child diagnosed with autism spec-
trum disorder, seeking support in managing
their social behaviors

28.0034 A young child fascinated by Disney movies
and loves to hear stories from their collection

20.0316 A risk management consultant advising organi-
zations on safety measures in high-risk regions,
including Afghanistan.

20.0726 A person who struggles with Discardia – a fear
of throwing things away.

22.0895 A young child who laughs uncontrollably at
the street performer’s antics

22.1544 A startup CTO who emphasizes rapid deploy-
ment and market responsiveness over meticu-
lous code craftsmanship

22.2729 A healthcare blogger who spreads misinforma-
tion about vaccines and challenges the nurse’s
beliefs

Table 22: TrueSkill for Mistral Small - DH1 - Run 2

Rating Persona Description
30.7565 A seasoned military strategist sharing stories

from their covert operations and offering guid-
ance in a fast-paced world of intelligence

29.9239 A military historian specializing in the
Napoleonic Wars, with a focus on the Peninsu-
lar Campaign and the strategies employed by
both the Allied and French forces.

28.7850 A nanny who works with the widower to pro-
vide additional support and care for the chil-
dren

28.3912 A government agency using GIS analysis to
plan efficient land use and infrastructure devel-
opment

28.1505 A retired Navy veteran who now works as a
military consultant and shares practical knowl-
edge

19.6633 A young child who laughs uncontrollably at
the street performer’s antics

20.8942 A genealogist researching family histories con-
nected to Biddeford, Maine.

21.5948 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

21.6085 A young child who comes to the shop every
day with their parents to buy Kinder Eggs

21.8016 A struggling high school student who has no
interest in biology.

Table 23: TrueSkill for Mistral Small - PI1 - Run 1
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Rating Persona Description
28.9724 Another military strategist from a rival nation,

constantly attempting to outwit and outmaneu-
ver

28.1851 A government agency using GIS analysis to
plan efficient land use and infrastructure devel-
opment

28.1572 A wargaming enthusiast who enjoys designing
and playing strategic simulations of historical
military conflicts, particularly those involving
Chinese forces.

28.0173 A recently promoted Major General in the
Nigerian Army

27.4219 A wargaming enthusiast who designs and sim-
ulates historical military scenarios to explore
the decision-making processes, strategies, and
outcomes of various engagements, including
the Capture of Guam.

18.5387 A young child who laughs uncontrollably at
the street performer’s antics

19.4294 A struggling high school student who has no
interest in biology.

19.7970 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

22.2818 A genealogist researching family histories con-
nected to Biddeford, Maine.

22.3399 A young child who comes to the shop every
day with their parents to buy Kinder Eggs

Table 24: TrueSkill for Mistral Small - PI1 - Run 2

Rating Persona Description
31.4374 A nanny who works with the widower to pro-

vide additional support and care for the chil-
dren

29.8648 A struggling high school student who has no
interest in biology.

28.6752 A teenager struggling with anxiety and looking
for coping mechanisms

28.5229 A retired military general with extensive expe-
rience in national defense, providing insights
on border security strategies.

28.3828 A wargaming enthusiast who enjoys designing
and playing strategic simulations of historical
military conflicts, particularly those involving
Chinese forces.

17.7759 a confused person who is not familiar with
iGEM and Synthetic Biology

17.8619 A young child who laughs uncontrollably at
the street performer’s antics

18.0121 A person who struggles with Discardia – a fear
of throwing things away.

18.8108 A literary critic who dismisses the Madam
Tulip series as shallow and predictable.

20.9075 A genealogist researching family histories con-
nected to Biddeford, Maine.

Table 25: TrueSkill for Mistral Small - DH2 - Run 1

Rating Persona Description
29.0947 An elderly relative who relies on the journal-

ist’s explanations to stay up-to-date on the lat-
est technology trends.

28.8704 A 7-year-old child diagnosed with autism spec-
trum disorder, seeking support in managing
their social behaviors

28.5627 A young child who comes to the shop every
day with their parents to buy Kinder Eggs

28.1359 A retired military general with extensive expe-
rience in national defense, providing insights
on border security strategies.

27.6784 A nanny who works with the widower to pro-
vide additional support and care for the chil-
dren

15.6622 A person who struggles with Discardia – a fear
of throwing things away.

17.5323 A young child who laughs uncontrollably at
the street performer’s antics

17.8052 a confused person who is not familiar with
iGEM and Synthetic Biology

18.3785 A literary critic who dismisses the Madam
Tulip series as shallow and predictable.

20.2392 A risk management consultant advising organi-
zations on safety measures in high-risk regions,
including Afghanistan.

Table 26: TrueSkill for Mistral Small - DH2 - Run 2

Rating Persona Description
30.0935 A seasoned military strategist sharing stories

from their covert operations and offering guid-
ance in a fast-paced world of intelligence

29.1228 A wargaming enthusiast who enjoys designing
and playing strategic simulations of historical
military conflicts, particularly those involving
Chinese forces.

29.0169 A geopolitical strategist who often appears on
different networks presenting an alternative
viewpoint on policies and events

28.1472 A wargaming enthusiast who designs and sim-
ulates historical military scenarios to explore
the decision-making processes, strategies, and
outcomes of various engagements, including
the Capture of Guam.

27.3938 A government agency using GIS analysis to
plan efficient land use and infrastructure devel-
opment

20.5554 A young child who laughs uncontrollably at
the street performer’s antics

20.5604 A genealogist researching family histories con-
nected to Biddeford, Maine.

21.3149 A curious toddler who eagerly explores and
enjoys playing with the DIY toys

21.3640 A young child who comes to the shop every
day with their parents to buy Kinder Eggs

22.0657 A literary critic who dismisses the Madam
Tulip series as shallow and predictable.

Table 27: TrueSkill for Mistral Small - PI2 - Run 1
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Rating Persona Description
28.0526 A 7-year-old child diagnosed with autism spec-

trum disorder, seeking support in managing
their social behaviors

28.0013 A competitive collegiate football player always
seeking for custom-designed team merchan-
dise

27.7001 A military historian specializing in the
Napoleonic Wars, with a focus on the Peninsu-
lar Campaign and the strategies employed by
both the Allied and French forces.

27.6578 An Indian military personnel who served his
country for 30 years and received the 50th In-
dependence Anniversary Medal.

27.4933 A wargaming enthusiast who designs and sim-
ulates historical military scenarios to explore
the decision-making processes, strategies, and
outcomes of various engagements, including
the Capture of Guam.

20.2685 A young child who laughs uncontrollably at
the street performer’s antics

21.0522 A young child who comes to the shop every
day with their parents to buy Kinder Eggs

21.1988 A healthcare blogger who spreads misinforma-
tion about vaccines and challenges the nurse’s
beliefs

21.8348 a confused person who is not familiar with
iGEM and Synthetic Biology

22.1529 A struggling high school student who has no
interest in biology.

Table 28: TrueSkill for Mistral Small - PI2 - Run 2
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A.6 Opposite Value Consistency
As discussed in Table 4, the direct heuristic method
almost always results in values that are signifi-
cantly higher than those generated by the inventory
prompts. Relevant Tables: 29 - 35.

Phase Categories DH avg. PI avg.
1 PTM, PTL 5.02 7.63

PUM, PUL 4.45 6.08
PCM, PCL 6.32 19.35
ETE, ETN 6.84 10.84

EACM, EACL 4.58 17.58
2 PTM, PTL 3.26 8.46

PUM, PUL 4.09 8.29
PCM, PCL 4.04 51.91
ONM, ONL 9.99 10.60

ICD, ICS 2.01 16.63
3 OBTM, OBTL 3.10 18.43

OBUM, OBUL 3.49 14.77
OBCM, OBCL 4.64 3.28

CNM, CNL 3.66 41.40
M, L 2.73 21.57

Table 29: Direct heuristics (DH avg.) and inventory
heuristics (PI avg.) by heuristic pair and phase for the
first heuristic set generated with GPT4.

Phase Heuristic Pair DH avg. PI avg.
0 EACM-EACL 31.51 11.60
0 ETE-ETN 10.43 7.03
0 PCM-PCL 32.27 4.20
0 PTM-PTL 26.52 4.44
0 PUM-PUL 28.87 3.83
1 ICD-ICS 16.81 9.80
1 ONM-ONL 31.07 13.61
1 PCM-PCL 22.06 11.25
1 PTM-PTL 24.36 3.66
1 PUM-PUL 22.32 3.53
2 CNM-CNL 5.74 12.35
2 M-L 5.82 10.69
2 OBCM-OBCL 16.99 3.50
2 OBTM-OBTL 15.35 7.15
2 OBUM-OBUL 9.26 6.08

Table 30: Direct heuristics (DH avg.) and inventory
heuristics (PI avg.) by heuristic pair and phase for the
first heuristic set generated with Mistral Small.

Phase Heuristic Pair DH avg. PI avg.
0 EACM-EACL 27.89 11.48
0 ETE-ETN 11.82 7.37
0 PCM-PCL 28.82 4.54
0 PTM-PTL 28.45 4.50
0 PUM-PUL 26.47 3.87
1 ICD-ICS 20.75 10.27
1 ONM-ONL 47.20 12.23
1 PCM-PCL 25.98 11.10
1 PTM-PTL 25.82 3.54
1 PUM-PUL 21.25 3.87
2 CNM-CNL 10.32 13.66
2 M-L 8.10 10.21
2 OBCM-OBCL 18.57 3.65
2 OBTM-OBTL 7.94 7.49
2 OBUM-OBUL 8.20 6.19

Table 31: Direct heuristics (DH avg.) and inventory
heuristics (PI avg.) by heuristic pair and phase for the
second heuristic set generated with Mistral Small.

Phase Heuristic Pair DH avg. PI avg.
0 EACM-EACL 47.19 10.94
0 ETE-ETN 15.04 8.65
0 PCM-PCL 22.27 4.57
0 PTM-PTL 41.73 5.14
0 PUM-PUL 24.31 4.38
1 ICD-ICS 19.54 9.73
1 ONM-ONL 20.37 11.78
1 PCM-PCL 34.46 12.93
1 PTM-PTL 13.68 1.97
1 PUM-PUL 21.50 2.72
2 CNM-CNL 7.46 9.28
2 M-L 25.24 10.02
2 OBCM-OBCL 45.90 4.90
2 OBTM-OBTL 26.08 4.06
2 OBUM-OBUL 43.79 3.11

Table 32: Direct heuristics (DH avg.) and inventory
heuristics (PI avg.) by heuristic pair and phase for the
first heuristic set generated with LLaMA 3.

Phase Heuristic Pair DH avg. PI avg.
0 EACM-EACL 50.77 10.52
0 ETE-ETN 18.50 7.26
0 PCM-PCL 21.96 4.74
0 PTM-PTL 13.96 5.64
0 PUM-PUL 29.62 4.79
1 ICD-ICS 48.57 7.79
1 ONM-ONL 18.75 11.88
1 PCM-PCL 26.71 14.26
1 PTM-PTL 12.53 1.86
1 PUM-PUL 12.91 2.21
2 CNM-CNL 3.35 11.37
2 M-L 16.16 8.17
2 OBCM-OBCL 29.11 3.82
2 OBTM-OBTL 35.31 4.35
2 OBUM-OBUL 40.81 3.43

Table 33: Direct heuristics (DH avg.) and inventory
heuristics (PI avg.) by heuristic pair and phase for the
second heuristic set generated with LLaMA 3.
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Phase Heuristic Pair DH avg. PI avg.
0 EACM-EACL 18.17 11.53
0 ETE-ETN 44.36 7.08
0 PCM-PCL 43.85 4.85
0 PTM-PTL 23.07 2.96
0 PUM-PUL 42.09 2.63
1 ICD-ICS 2.05 5.51
1 ONM-ONL 83.72 14.55
1 PCM-PCL 27.81 14.07
1 PTM-PTL 14.19 4.62
1 PUM-PUL 15.94 2.41
2 CNM-CNL 52.89 15.15
2 M-L 30.02 12.77
2 OBCM-OBCL 29.95 4.92
2 OBTM-OBTL 34.30 4.72
2 OBUM-OBUL 24.43 3.68

Table 34: Direct heuristics (DH avg.) and inventory
heuristics (PI avg.) by heuristic pair and phase for the
first heuristic set generated with LLaMA 4.

Phase Heuristic Pair DH avg. PI avg.
0 EACM-EACL 16.34 9.95
0 ETE-ETN 47.17 6.19
0 PCM-PCL 25.00 5.11
0 PTM-PTL 19.76 2.78
0 PUM-PUL 30.67 2.49
1 ICD-ICS 3.58 4.21
1 ONM-ONL 86.18 12.95
1 PCM-PCL 20.96 13.90
1 PTM-PTL 19.83 3.88
1 PUM-PUL 17.00 2.27
2 CNM-CNL 52.39 13.15
2 M-L 28.34 11.74
2 OBCM-OBCL 21.32 3.99
2 OBTM-OBTL 15.83 3.94
2 OBUM-OBUL 21.14 3.47

Table 35: Direct heuristics (DH avg.) and inventory
heuristics (PI avg.) by heuristic pair and phase for the
second heuristic set generated with LLaMA 4.
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