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Abstract

Entity-level sentiment analysis is becoming
increasingly important in the context of di-
verse financial texts, and large language models
demonstrate significant potential under zero-
shot settings. While it is well recognized that
different languages embody distinct cognitive
patterns, the use of multilingual capabilities in
large language models to enable cross-lingual
collaborative reasoning in the financial do-
main remains insufficiently studied. To address
this, we propose a Cross-Lingual Collaboration
(CLC) method: first, financial texts are aligned
from one language to another based on seman-
tic and syntactic structures, enabling the model
to capture complementary linguistic features.
Then, we integrate sentiment analysis results
from both languages through redundancy re-
moval and conflict resolution, enhancing the ef-
fectiveness of cross-lingual collaboration. Our
experiments cover seven languages from three
language families, including six UN official
languages, and evaluate CLC on two English
datasets and one Chinese dataset. Results show
that multilingual collaboration improves senti-
ment analysis accuracy, especially among lin-
guistically similar languages. Furthermore,
stronger reasoning capabilities in LLMs am-
plify these benefits. Our code is available
at https://anonymous.4open.science/r/
Cross-lingual-Collaboration.

1 Introduction

In a dynamic and globalized financial environment,
accurate entity-level sentiment analysis has become
a cornerstone of various financial activities. It sup-
ports investors in making informed decisions, as-
sists financial institutions in risk assessment, and
enables companies to monitor market reputation.
The rapid advancement of large-language models
(LLMs), particularly their zero-shot capabilities,
expands new opportunities for entity-level finan-
cial sentiment analysis (EFSA). Zero-shot learning
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( English Text:

A Last week, Biren, a company founded
Q'L D | by alumni of Nvidia and Alibaba,

unveiled a 7am chip that experts say
marks notable progress for China's
chip sector.

Aligned French Text:

La semaine derniere, B , une
entreprise fondée par des anciens éleves
de Nvidia et d'Alibaba, a dévoilé une
puce de 7 nm qui, selon les experts,
marque des progres notables pour le
secteur des puces en Chine.
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Figure 1: Our cross-lingual collaboration strategy in
the financial text entity-level sentiment analysis task:
an example in English and French. By integrating the
execution results of both languages, better results are
achieved in a zero-shot setting.
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enables models to analyze financial sentiment with-
out explicit training on specific data, addressing the
challenge of emerging financial entities and market
trends. Meanwhile, the global financial landscape
is inherently complex and multilingual, with each
language reflecting a unique way of thinking (Vy-
gotsky, 2012). While LLMs possess a natural ad-
vantage in processing financial texts across differ-
ent languages (Li et al., 2023), how to leverage this
capability for cross-lingual collaborative reasoning
remains an open research question.

Existing research on entity-level financial senti-
ment analysis has several limitations. Most stud-
ies focus on single-language analysis, overlooking
the benefits of multilingual information. Multilin-
gual approaches often rely on simplistic integration
methods, which may cause information loss and
inaccuracies due to linguistic and cultural differ-
ences.

Our study proposes a cross-lingual collaboration
approach. It first aligns financial texts between
languages based on semantic and syntactic relation-
ships, then integrates results to capture unique lin-
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guistic features and perspectives, improving EFSA
performance (see Figure 1).

We examine language pairs from three language
families to analyze intra- and inter-family interac-
tions in sentiment analysis. Experiments use two
English-language and one Chinese-language finan-
cial dataset.

The main contributions of this paper are as fol-
lows:

* We design a novel three-turn interactive zero-shot
cross-lingual collaboration prompting method.

* Extensive experiments across multiple LL.Ms
demonstrate that the CLC method enhances the
zero-shot EFSA performance.

* Our research explores the performance differ-
ences among various languages and language fam-
ilies in cross-lingual collaboration, revealing the
collaborative relationships among major languages.

2 Related Work

2.1 Entity-level Financial Sentiment Analysis

Natural language processing (NLP) techniques
have been widely adopted in financial sentiment
classification (Yang et al., 2022; Chuang and Yang,
2022; Xing et al., 2020). Existing financial senti-
ment classification datasets primarily provide an-
notations at the document or sentence level (Cor-
tis et al., 2017; Huang et al., 2023a; Shah et al.,
2023a). With the advancement of NLP models, sen-
timent analysis has evolved from coarse-grained
to fine-grained approaches (Du et al., 2024). Re-
cent studies have achieved state-of-the-art perfor-
mance in benchmarks such as SemEval 2017 Task
5 and FiQA Task 1 (Du et al., 2023). The FiQA
dataset introduces aspect-level sentiment annota-
tion, but lacks entity-specific sentiment labels. For
financial entity recognition, FINER (Shah et al.,
2023b) and FNXL (Sharma et al., 2023) provide
entity annotations and numerical span recognition,
respectively, but do not include sentiment annota-
tions. The FinEntity dataset is currently one of
the few datasets incorporating both financial en-
tity spans and sentiment information (Tang et al.,
2023b), where the span index precisely locates each
entity mention to distinguish repeated entities with
different sentiments. Zhu et al. (2025) construct
a large-scale entity-level financial sentiment anal-
ysis dataset covering both English and Chinese',
and enhance sentiment prediction accuracy through
model calibration and example retrieval strategies.

lhttps ://github.com/NLP-Bin/SILC-EFSA

On the other hand, the study by Chen et al. (2024)
shows that large language models perform poorly
on EFSA tasks under zero-shot settings when using
the Chain-of-Thought (CoT) reasoning framework.
This finding highlights that the complexity of finan-
cial entities far exceeds that of general text entities,
thereby necessitating more advanced semantic un-
derstanding from models.

2.2 Cross-lingual Prompting

LLMs have demonstrated remarkable performance
across a wide range of NLP tasks (Brown et al.,
2020; Tang et al., 2023a; Qin et al., 2024). Unlike
traditional Pre-trained Language Models (PLMs)
(Wei et al., 2022; Wang et al., 2022), LLMs en-
able zero-shot learning without requiring modifi-
cations to model parameters during training and
inference, making them highly versatile (Wei et al.,
2022; Feng et al., 2023; Zhang et al., 2023). Shi
et al. (2022) introduce the first multilingual dataset
to assess the mathematical reasoning abilities of
LLMs, laying the foundation for research in cross-
lingual CoT. Prior research highlights the effec-
tiveness of LLMs in various cross-lingual tasks
(Chai et al., 2024; Huang et al., 2023b; Tanwar
et al., 2023), including spoken language under-
standing and summarization. However, Qin et al.
(2023) introduce Cross-lingual Prompting (CLP),
a novel zero-shot approach that aligns CoT reason-
ing across languages without requiring additional
training data. Furthermore, they propose Cross-
lingual Self-consistent Prompting (CLSP), lever-
aging structured multilingual reasoning pathways
designed by linguistic experts to enhance model
consistency and performance. Zhang et al. (2024)
further design an automated language selection and
weight allocation, achieving superior performance.
Chen et al. (2024) demonstrate that entity-level
financial sentiment analysis performs poorly in a
single-language inference setting. With over 200
countries and 7,000 languages worldwide, multi-
lingual inference presents the potential for perfor-
mance improvement.

3 Methodology

As shown in Figure 2, we propose a novel cross-
lingual collaboration method for enhancing zero-
shot EFSA, which is described in detail below.

3.1 Language Text Alignment

To achieve cross-lingual alignment, we define a
translation function 7 implemented by a large lan-
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) an expert entity ruogmzer and. sentiment classifier.

ldentify entities in the content that belong to companies
or organizations and classify their corresponding
sentiment into ‘Neutral’ ‘Positive’ or ‘Negative'. Stock
codes of companies do not need to be marked...Please
pay attention to the output format. .

English Text:

“The iPhone's popularity has endured, with the iconic
handsets still making up over half of net sales, even /
though the market is crowded with many smart phone /
rivals," said Hargreaves Lansdown analyst Susannah /
Streeter. [

Cross-lingual Alignment To Chinese Prompting

A Discard all the previous instructions. Behave like you are g
Y

| Result Merging and Redundancy Removal

Align the financial text into Chinese with careful semantic and syntactic

structure conversion, ensure consistency from the Chinese perspective,
and perform a more comprehensive entity-level sentiment analysis.
Consider entities such as organizations, companies, products, brands, etc.
Filter out meaningless generic terms.

Chinese Text:
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Entity-Level Sentiment Analysis:
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Figure 2: Overview of our cross-lingual collaboration method. The CLC method involves a three-turn interactive
process, consisting of: instructions for executing the EFSA-specific task, cross-lingual alignment instructions from
the source language to the collaborative language, and finally, instructions for fusing the results from both languages.

guage model M. The translation process is formu-
lated as follows.

T(S) = argmzaxr[llp(yj | y<i S, 00m) (1)
J:

T=T(S) 2)

where S and T' denote the source and target lan-
guage financial texts, respectively. The model gen-
erates 7' by maximizing the conditional probability
of each token y;, given the previously generated to-
kens y; and the source text S, ensuring semantic
alignment.

3.2 Cross-lingual Entity-Level Sentiment
Analysis

After alignment, we perform financial sentiment
analysis on both S and 7. We define the sentiment
classification function as:

Fi{S,T} — AUA’ 3)
AUA = {(er,pr) | exr €{S.T}} 4

M{S, T} = F({5,T}) (5)

where ey, represents detected financial entities
from either S or T, and p; denotes their corre-
sponding sentiment polarity. The large language
model M applies the function F to conduct entity-
level sentiment analysis across languages, ensuring
semantic consistency.

3.3 Result Merging and Redundancy Removal
3.3.1 Entity and Sentiment Merging

After obtaining entity-level sentiment predictions
from the large language model M, we integrate re-
sults from both languages using the merging func-
tion:

M(A,A") = C = {(ex,pr) | ex € SUT} (6)

where A U A’ represents the entity-level senti-
ment predictions from S and 7.

3.3.2 Redundancy Removal and Conflict
Resolution

To ensure consistency, we apply a redundancy re-
moval function R, which consolidates duplicate
entities:

R(C) = {(€4:Pq) | € is unique} (7

If sentiment conflicts arise for the same entity
across languages, we resolve them using a proba-
bilistic conflict resolution function:

H(py) = arg mgxIP)(p | S, T, 0r) ®
where P(p | S,T,0) represents the model’s

estimated probability distribution over sentiment
polarities. The final sentiment predictions are:

F =H(R(C)) ©)
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FinEntity |SEntFiN-Span| FinEntCN
Number of Texts 979 10753 10832
Single Entity Texts 390 (39.84%) | 7897 (73.44%) | 8194 (75.65%)
Multiple Entity Texts 589 (60.16%) | 2856 (26.56%) | 2638 (24.35%)
Average Text Length by Tokens 37.01 9.91 145.23

Positive Entities

Negative Entities

Neutral Entities

All Entities

Average Entity Num Per Text

503 (23.60%)
498 (23.37%)
1130 (53.03%)
2131
2.18

5084 (35.21%)

3828 (26.51%)

5527 (38.28%)
14439
1.34

8037 (53.89%)
5040 (33.79%)
1838 (12.32%)
14915
1.38

Table 1: The statistics of entity-level financial sentiment analysis datasets.

This approach ensures optimal cross-lingual sen-
timent integration, enhancing the accuracy of finan-
cial sentiment analysis.

4 Experiments

4.1 Datasets

Our experimental datasets include the FinEntity
dataset constructed by Tang et al. (2023b) and the
dataset created by Zhu et al. (2025), which com-
prises two subsets: SEntFiN-Span and FinEntCN.
This enables our experiments to be conducted on
the most comprehensive dataset to date, covering
both English and Chinese financial texts. The statis-
tical information of the dataset is presented in Table
1. In each experiment, 200 samples are selected
from the test sets of the three datasets. Although
the sample size is small, preliminary experiments
show stable performance, and each experiment is
repeated three times to ensure robustness.

4.2 Implementation Settings

In our experiments, we select GPT-3.52, GPT-4o,
DeepSeek-V2-Chat?, and qwen-turbo® as four ad-
vanced large language models to serve as our exper-
imental models. The experimental process consists
of language alignment, task execution, and result
fusion, all of which are independently performed
by the same model to ensure consistency and con-
trollability. We adopt a strict scoring system, where
a test example is considered correctly classified
only when all named entities and their boundaries
in the example are accurately identified and their
associated sentiments are correctly classified.

For fair comparison, top-p and temperature are
fixed to 1.0 and 0.0, respectively, in all experiments.

2https://openai.com
3https ://chat.deepseek.com
*https://huggingface.co/Quwen

Additionally, we focus on seven languages from
three major language families with large user pop-
ulations (Indo-European, Sino-Tibetan, and Afro-
Asiatic), including six official United Nations lan-
guages. We systematically investigate their impact
on English and Chinese task collaboration.

4.3 Main Results

The experimental results are presented in Table 2.
Experimental results indicate that cross-lingual col-
laboration significantly improves sentiment anal-
ysis accuracy in most cases. Meanwhile, we ob-
serve that major languages generally enhance per-
formance in cross-lingual collaboration, while mi-
nor languages may have the opposite effect. In
language combination experiments, collaborations
within the same language family yield the most
notable improvements. For instance, the combi-
nations of English with French, Spanish, and Rus-
sian, as well as Chinese with Tibetan, enhance sen-
timent analysis accuracy. Additionally, English-
Chinese collaboration demonstrates widespread
performance gains. However, cross-family com-
binations (e.g., English with Sino-Tibetan or Afro-
Asiatic languages) may lead to performance degra-
dation, suggesting that linguistic structure and
grammatical differences significantly impact cross-
lingual collaboration.

S Experimental Analysis

5.1 Impact of CLC on Model Performance

According to the experimental data, cross-lingual
collaboration (CLC) contributes to improved model
performance. As shown in Figure 3, using the GPT-
40 model as an example, the F1 score improves sub-
stantially when collaborating with most languages.
Notably, Chinese and English achieve the high-
est overall improvement when collaborating with

2996


https://openai.com
https://chat.deepseek.com
https://huggingface.co/Qwen

FinEntity(English) SEntFiN-Span(English) FinEntCN(Chinese)
Method  Model —5=——%=""F P &k  FI P R FI
G-3.5 0.5253 0.6723 0.5902 0.5143 0.6923 0.5902 0.1564 0.3725 0.2203
Origin G-4o 0.7989 0.6714 0.7296 0.5354 0.6721 0.5952 0.2097 0.4468 0.2854
DS-V2  0.5978 0.6370 0.6168 0.5839 0.6192 0.6010 0.2276 0.3972 0.2894
gw-tb  0.3115 0.2670 0.2875 0.2939 0.3096 0.3016 0.1756 0.2660 0.2116
Indo-European Family
G-3.5 0.5619 0.7143 0.6289 0.6850 0.5766 0.6261 0.2329 0.3420 0.2771
French-Co G-4o 0.8021 0.7624 0.7817 0.6934 0.5920 0.6387 0.2604 0.3846 0.3106
DS-V2  0.6481 0.6451 0.6465 0.6124 0.6690 0.6395 0.2410 0.4270 0.3081
gqw-tb  0.3844 0.3466 0.3645 0.2517 0.2598 0.2557 0.1704 0.2979 0.2168
G-3.5 0.6552 0.6032 0.6281 0.5293 0.6215 0.5717 0.1694 0.3696 0.2323
Spanish-Co G-4o 0.8690 0.7812 0.8203 0.6257 0.6006 0.6129 0.2788 0.4565 0.3462
DS-V2 0.6358 0.6745 0.6545 0.5990 0.6500 0.6235 0.2432 0.4091 0.3051
qw-tb  0.4143 0.3625 0.3867 0.2457 0.2562 0.2509 0.1940 0.3191 0.2413
G-3.5 0.6054 0.6792 0.6402 0.5517 0.6957 0.6154 0.1652 0.4043 0.2346
Russian-Co G-4o 0.7963 0.7771 0.7866 0.5827 0.6539 0.6163 0.2761 0.4054 0.3285
DS-V2  0.6231 0.6581 0.6401 0.6006 0.6904 0.6424 0.2704 0.4823 0.3465
gw-tb  0.3818 0.3443 0.3621 0.2876 0.3950 0.3328 0.1876 0.3227 0.2373
G-3.5 - - - - - - 0.1652 0.4043 0.2346
English-Co G-4o - - - - - - 0.2761 0.4054 0.3285
DS-V2 - - - - - - 0.2704 0.4823 0.3465
qw-tb - - - - - - 0.1876 0.3227 0.2373
Sino-Tibetan Family
G-3.5  0.5364 0.6909 0.6039 0.5148 0.6758 0.5784 - - -
Chinese-Co G-4o 0.8021 0.7424 0.7711 0.6263 0.5939 0.6097 - - -
DS-V2 0.6404 0.5854 0.6621 0.6311 0.7196 0.6725 - - -
qw-tb  0.4715 0.4075 0.4372 0.3055 0.3381 0.3209 - - -
G-3.5 0.5286 0.5747 0.5507 0.5833 0.5000 0.5385 0.2040 0.3723 0.2493
Tibetan-Co G-4o 0.7108 0.6614 0.6852 0.6047 0.4943 0.5440 0.3690 0.5586 0.4444
DS-V2 0.7450 0.7136 0.7181 0.5672 0.6470 0.6048 0.2899 0.4348 0.3478
gw-tb  0.3882 0.2435 0.2993 0.2548 0.1886 0.2168 0.2440 0.2872 0.2638
Afro-Asiatic Family
G-3.5  0.5091 0.6585 0.5692 0.5238 0.7097 0.6027 0.1839 0.4291 0.2574
Arabic-Co G-4o 0.8039 0.6508 0.7193 0.6252 0.5981 0.6113 0.3118 0.4775 0.3772
DS-V2 0.6812 0.7072 0.6847 0.5942 0.6643 0.6273 0.3110 0.4380 0.3637
gw-tb  0.3259 0.2803 0.3014 0.2563 0.2527 0.2545 0.1970 0.3250 0.2453

Table 2: Experimental results on two English datasets (FinEntity, SEntFiN-Span) and one Chinese dataset
(FinEntCN). "Origin" refers to directly performing the EFSA task in the source language. "French-Co" represents
collaboration between the source language and French, with other languages following a similar notation. "G-3.5"
denotes the GPT-3.5 model, while "G-40" denotes the GPT-40 model. "DS-V2" refers to DeepSeek-V2-Chat, and
"qw-tb" represents qwen-turbo. The best performance of each model is underlined, and the best performance on
each dataset is shown in bold. We evaluate the experimental results using Precision (P), Recall (R), and macro-F1
(F1), and report the average over three independent runs.

Spanish, with an average increase of 5.64 percent-
age points. The other three models also exhibit

5.2 Wider Languages Perform Better
The generalizability of the CLC method is validated

consistent performance gains across most language
collaborations. These results suggest that the CLC
method enables models to better comprehend and
reason about sentiment information.

across multiple datasets and languages. Based on
common sense, we hypothesize that the perfor-
mance of large language models is highly corre-
lated with the proportion of pretraining data avail-
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@ FinEntity SEntFiN-Span FinEntCN

0 31.06 3462 3285
3333 28.54 44.44 37.72

150 63.87 6129 6163
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Figure 3: The F1 score performance of the GPT-40
model across three datasets.

en
43.37%

de
° 558% 6.05%

Figure 4: The language distribution of Common Crawl
in 2024.

able for each language(Blevins and Zettlemoyer,
2022; Malkin et al., 2022). To investigate this, we
analyze the language distribution in the widely used
multilingual pretraining dataset, Common Crawl
20247 (see Figure 4). For some low-resource lan-
guages, such as Tibetan, the effectiveness of the
CLC method is relatively weaker and may even in-
troduce noise. For instance, in GPT-series models,
collaboration between English and Tibetan resulted
in an approximately 4.5 percentage point decrease
in performance. However, the DeepSeek model
achieved performance gains when English and Chi-
nese collaborated with Tibetan. This suggests that
the generalizability of cross-lingual prompting de-
pends on language resource availability.

5.3 Three-turn Prompting is Better Than
Single-turn Prompting

In our experiments, this three-turn approach sig-
nificantly enhances the model’s performance when
compared to single-turn prompting. As shown in
Figure 5, taking the FinEntity dataset as an ex-
ample, GPT-40 achieves a higher F1 score with
the three-turn prompt, on average improving by
2.55%. This indicates that the three-stage inter-
active prompting helps the model gain sufficient
contextual understanding in the initial phase, fol-

Shttps://www.commoncrawl.org/

— Single-turn prompting -= Three-turn interactive prompting

82.03

fr sp ru ch ti ar

Figure 5: F1 Score Comparison on the FinEntity: Three-
turn Interactive Prompting vs. Single-turn Prompting
(GPT-40).

lowed by more refined reasoning in subsequent
steps, resulting in more accurate sentiment analy-
sis.

— CLC — CLC(Task-Prompt-3-shot) — CLC(Complete-3-shot)

84.52

2 8136

80.2 79.63

75 7817 1 S48 T
7324 72.54
70 71.93
6 68.52
60
fr sp ru ch ti ar

Figure 6: The performance of GPT-40 on the FinEntity
dataset with few-shot learning is shown.

5.4 CLC Adapts to Few-shot Setting

EClCcEsc
378

3325
289
1 23
1 06 .78 82 ! ﬁ‘
avg

ar

.01 2.955

1 31
89

Figure 7: The table presents the experimental results
of the average F1 score improvement across three
datasets using four large language models, comparing
Cross-Lingual Collaboration (CLC) with standard Self-
Consistency (SC).

o = N w »

Few-shot learning further enhances the effective-
ness of the CLC method. On the FinEntCN dataset,
after incorporating task examples through few-shot
learning, GPT-40 shows an average F1 score im-
provement of 2%. When three-stage prompting
also utilizes few-shot learning, the F1 score in-
creases by approximately 3% (see Figure 6). "Task-
Prompt" refers to incorporating examples in the
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Figure 8: The collaboration results of English and Chinese with other languages. Red indicates an improvement in

F1 score, while green indicates a decrease in F1 score.

first round of specific task prompts, while "Com-
plete" indicates the inclusion of examples in all
three rounds of prompting. This demonstrates the
adaptability of the CLC method and its effective
support for sentiment analysis tasks.

5.5 Cross-lingual Self-consistent Prompting
Surpasses Vanilla Self-consistency

To verify the effectiveness of CLC, we conduct a
vanilla self-consistency (VSC) experiment(Wang
et al., 2022). As shown in Figure 7, the experimen-
tal results show that across three datasets, multi-
ple models using the CLC method achieve an F1
score 1.85 percentage points higher than standard
self-consistency prompting. This improvement in-
dicates that, compared to a monolingual setting,
cross-lingual prompting more effectively integrates
multilingual perspectives and reduces model bias.

5.6 Different Language Family Bring
Different Effects

As shown in Figure 8, from a linguistic family per-
spective, collaboration between English and other
Indo-European languages, such as French, Spanish,
and Russian, consistently enhances performance,
with an average F1 score increase of 3.46%. Col-
laboration within the Sino-Tibetan family produces
an average improvement of 1.18%, while cooper-
ation within the Afro-Asiatic family shows mini-
mal gains. Notably, collaboration between Chinese
and Tibetan, both part of the Sino-Tibetan fam-
ily, leads to a substantial enhancement, with an F1
score increase of 7.47%, while collaboration with
Indo-European languages results in an average im-
provement of 3.39%.

5.7 Linguistic Syntactic Analysis

To systematically analyze the cross-lingual inter-
action effects in multilingual financial sentiment

analysis, we conduct a multidimensional linguistic
evaluation across seven languages—English, Chi-
nese, Spanish, French, Russian, Arabic, and Ti-
betan. This evaluation encompasses syntactic struc-
ture, information density, and sentiment lexicon
mapping consistency.

Syntactic Similarity Heatmap Between Seven Languages

e
3

2 0.00

0.50 0.54 0.39
7= -
| . -

0.46 0.62

°
S

0.60 0.70
0.

° ° °
& = &
Syntactic Similarity

°
N

°

0.0

Figure 9: Syntactic similarity heatmap among seven lan-
guages based on POS trigram Jensen-Shannon distances.
Darker red indicates higher similarity (lower distance).

Following the methodology proposed by
(De Gregorio et al., 2024), we construct a syn-
tactic similarity matrix based on Jensen-Shannon
distances computed over POS trigram distributions
derived from financial text corpora. The heatmap
in Figure 9 visualizes the relative syntactic dis-
tances among the seven languages. This approach
captures differences in surface word order and syn-
tactic alignment, reflecting the degree of structural
similarity. The results reveal clear clustering ef-
fects along language family lines. For instance,
Indo-European languages such as English, French,
Spanish, and Russian exhibit higher syntactic sim-
ilarity, as they share many grammatical features
(e.g., SVO word order and similar morphological
structures®). In contrast, Tibetan shows substantial

®https://wals.info
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Figure 10: Confusion Matrix Analysis of DeepSeek-V2 on the FinEntity Dataset for four settings: (1) inference

with the original language, (2) collaborative inference with Spanish, Chinese, Arabic.

syntactic divergence due to its agglutinative mor-
phology and post-verbal predicate order. Chinese,
as a prototypical isolating language, exhibits a flat-
ter syntactic dependency distribution and higher
information density.

Table 3: Linguistic Dimension Comparison (Relative
to English). Info. Dens: Information Density; Term
Cons.: Terminology Consistency, reflecting the stability
and uniformity of specialized vocabulary; Sent. Align.:
Sentiment Polarity Alignment.

Language Info. Dens. Term Sent.
(bits/token)  Cons. Align.
en 4.03 1.00 1.00
zh 9.71 0.88 0.87
sp 4.01 0.94 0.91
fr 3.98 0.91 0.89
ru 4.35 0.87 0.86
ar 4.31 0.82 0.81
ti 4.00 0.78 0.79

As shown in Table 3, the “Sentiment Lexicon
Mapping” column measures the translation accu-
racy and polarity consistency of core financial
sentiment terms such as “crisis,” “volatility,” and
“bullish” across different languages. This metric
is computed using aligned bilingual term pairs
from dictionaries and parallel financial corpora,
and evaluates their polarity preservation. Language
pairs with similar syntactic structures and shared
financial expression conventions (e.g., English and
Spanish) tend to demonstrate higher mapping con-
sistency. In contrast, languages such as Arabic
and Tibetan may exhibit lower mapping accuracy
due to lexical gaps or sentiment ambiguity. Struc-
tural compatibility—particularly in syntax and sen-
timent expression—plays a crucial role in the per-
formance of zero-shot cross-lingual collaboration.
When structural disparities are large, models re-
quire more adaptive prompting strategies to avoid

misleading sentiment inference. Models are gener-
ally adept at enhancing performance through agree-
ment, but less effective at resolving ambiguity.

5.8 CLC Quantitative Analysis

As shown in Figure 10, it is evident that CLC posi-
tively influences the model’s sentiment classifica-
tion capability. The DeepSeek-V2 model shows
an overall improvement in accuracy when perform-
ing inference with Spanish, Chinese, and Arabic
languages, demonstrating strong cross-lingual in-
tegration ability. Notably, the number of correct
predictions in the Positive category increases, while
the classification accuracy of the Negative category
is also enhanced.

6 Conclusion

This study investigates the role of cross-lingual
collaboration in zero-shot entity-level sentiment
analysis in the financial domain and proposes
the CLC method. Experimental results demon-
strate that CLC can significantly enhance senti-
ment analysis performance by leveraging collabo-
ration across different languages. Further analysis
reveals several key findings: First, the effective-
ness of collaboration is closely related to the avail-
ability of training data, with better performance
observed when collaborating between resource-
rich languages, whereas collaboration with low-
resource languages does not always yield stable
improvements. Second, language models with
stronger reasoning capabilities exhibit greater sta-
bility in cross-lingual collaboration, and multi-turn
iterative reasoning outperforms single-turn reason-
ing. Finally, collaboration among languages within
the same language family tends to result in more
substantial performance gains. We believe these
findings contribute to future research on expanding
cross-lingual collaboration to more languages and
optimizing fusion strategies.
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Limitations

This study has several limitations. First, the ex-
periments involve only the major languages from
the primary language families, and the results may
not be generalizable to all languages. The fusion
strategy employed may not be the optimal solution
for all language combinations. Second, the per-
formance of the method may vary depending on
the model size and specific language capabilities.
Lastly, the study focuses on financial sentiment
analysis and does not fully explore the applicability
of the method in other domains.
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A Appendix

The instruction design of our cross-lingual collabo-
ration strategy is as follows.

System | | Discard all the previous instructions. Behave like you are an expert entity
Message | | recognizer and sentiment classifier.

Identify entities in the content that belong to companies or organizations and
classify their corresponding sentiment into *Neutral,” *Positive,” or ‘Negative.".
Stock codes of companies do not need to be marked.

Consider each sentence as a string in Python, and provide the start and end
indices (zero-based indexing) to mark the boundaries of the entities, including
spaces and punctuation.

Taske Do not provide any explanation for the sentiment classification. In the output,

specific
Solver

“Tag” represents the sentiment, and “value” represents the entity name. If no
entity is found in a sentence, the output should be empty.
Output format example: {"start": 0, "end": 7, "value": "Kellogg", "tag":

Prompting "Neutral"}.
Use line breaks to separate different quadruples.
The sentence may contain varying numbers of financial entities. Do not mark
general or irrelevant content such as "customer" or "company” as well as
countries, personal names, dates, and job titles.
Please pay attention to the output format.
TEXT:
)
e I
Translate the financial text ly into {to_l . der it from the
{to_language} perspective, and perform a more comprehensive entity-level
Cross- sentiment analysis.
lingual Consider entities such as organizations, companies, products, brands, etc. Filter
Alignment out meaningless generic terms.
Prompting Provide the translation and the new quadruple output in the following format:
Translation:
Output:
~
Please refer to the {to_language} result to revise the English result, and provide
Result the final reasonable English result.
Merging Ensure that an appropriate sentiment polarity is provided for each occurrence of
Prompting an entity in the English text. Stock codes of companies and Wall Street do not

need to be marked. If they are found, please delete them.
Only output the result, do not output any irrelevant content.

Figure 11: The English instruction template of our CLC.

The CLC performance of different LLMs is
shown in Figure 12 and Figure 13.
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Figure 12: The average F1 scores of different models on two English datasets.
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Figure 13: The F1 scores of different models on the Chinese dataset.
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