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Abstract

We investigate factors contributing to LLM
agents’ success in competitive multi-agent en-
vironments, using auctions as a testbed where
agents bid to maximize profit. The agents are
equipped with bidding domain knowledge, dis-
tinct personas that reflect item preferences, and
a memory of auction history. Our work ex-
tends the classic auction scenario by creating
a realistic environment where multiple agents
bid on houses, weighing aspects such as size,
location, and budget to secure the most de-
sirable homes at the lowest prices. Particu-
larly, we investigate three key questions: (a)
How does a persona influence an agent’s be-
havior in a competitive setting? (b) Can an
agent effectively profile its competitors’ behav-
ior during auctions? (c) How can persona pro-
filing be leveraged to create an advantage using
strategies such as theory of mind? Through
a series of experiments, we analyze the be-
haviors of LLM agents and shed light on new
findings. Our testbed, called HARBOR, offers
a valuable platform for deepening the under-
standing of multi-agent workflows in competi-
tive environments. Our codes can be found at
https://github.com/Emory-FLARE/HARBOR.

1 Introduction

When everyone has an LLM agent by their side, it
is crucial these agents help users make decisions
that align with their personal preferences (Frisch
and Giulianelli, 2024; Eigner and Händler, 2024).
For example, they may act as proxies for job can-
didates competing for limited positions or assist
home buyers in strategizing their purchases (An
et al., 2024). Candidates have unique skills and job
preferences, while home buyers have distinct pref-
erences and budgets (Samuel et al., 2024). Without
thoroughly understanding the persona dynamics
shaping LLMs’ behavior in competitive environ-
ments, designing optimal strategies can be chal-
lenging.

Existing research largely focuses on enhancing
LLM agents’ core capabilities, such as reasoning,
planning, tool use, grounding, and multi-modal per-
ception (Qin et al., 2023; Valmeekam et al., 2023;
Bohnet et al., 2024; Li et al., 2024a, 2025c; Wei
et al., 2025). They also seek to improve agents’ in-
teractions with external environments, such as navi-
gating the web/physical world, querying databases,
or retrieving documents (Zhou et al., 2024; Xie
et al., 2024b; Xu et al., 2024a; Agashe et al., 2025).
Some studies have explored research from a multi-
agent perspective (Li et al., 2023b; Guo et al., 2024;
Zhang et al., 2024c). We are especially interested
in how the agents can combine personalized prefer-
ences with the ability to predict others’ behaviors
to compete effectively.

We present HARBOR, a new testbed for study-
ing persona dynamics in competitive environments.
HARBOR simulates real house bidding, where buy-
ers’ preferences, budgets, and competitors’ choices
significantly influence purchasing outcomes. Un-
like prior studies of games such as the Prisoner’s
Dilemma or poker (Yim et al., 2024; Wang et al.,
2024d; Hua et al., 2024), in which agents lack indi-
vidual preferences and outcomes are based on Nash
equilibria, our research emphasizes persona dy-
namics among multiple agents. We profile various
buyer types, from first-time homebuyers to flippers
and downsizers, using real data from Redfin.com.
Further, our work extends human-human negoti-
ation conversations (He et al., 2018; Yang et al.,
2021; Dutt et al., 2021; Lin et al., 2024) into a multi-
agent setting to assess the strengths and weaknesses
of agents equipped with personas.

Our platform enables the analysis of multi-agent
decision-making in competitive settings. When bid-
ding for multiple items, agents must plan their ac-
tions, decide which items to prioritize, manage bud-
gets, and sometimes give up lower-priority items
to secure higher-value ones (Chen et al., 2024b).
Agents must also analyze competitors’ behavior
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The starting price is significantly lower than your 
estimated value, offering a high profit margin. Winning 
below 450,000 ensures a profit of at least 100,000. 
Placing a bid demonstrates interest and may deter other 
bidders. Your $1,000,000 budget allows flexibility ...

[1. Considering the Master Agent’s Persona]
[2. Prioritizing Remaining Items]
[3. Profiling Competitors]
[4. Incorporating Theory-of-Mind into Strategy] ...

Final Decision: "I bid $340,000!"

Item k k+1 ...

Priority 3 2 ...

You are a 62-year-old retired 
nurse with an annual pension 
income of $40,000 and savings 
of $200,000, you are seeking 
to downsize to a smaller, 
more manageable living space 
now that your children are 
independent ... [Downsizing]

A. Increase your bid if this item is a top priority.
B. Increase your bid to deplete competitors' budgets, 
especially if they highly value this item.
C. Quit to conserve budget for higher-priority items.
D. Quit to avoid an expensive bidding war.
E. Quit as profit margin is no longer attractive ...

A 4-bedroom, 3-bath rural retreat with 
modern updates, including an updated 
kitchen, hardwood floors, high 
ceilings, and a two-story living room. 
The home sits on a spacious lot 
suitable for farming ...

Description of the k-th Item

1st Round $200,000 $200,000

2nd Round $220,000 $220,000

3rd Round Withdraw $240,000

4th Round $280,000

5th Round $320,000

6th Round No Bid

7th Round Withdraw

• Starting Price: $200,000
• Final Purchase Price: $340,000
• True Market Value: $500,000
• Profit: $160,000
• Winning Bidder: Master Agent

Auction Result

Rival
Agent-1

Rival
Agent-2

$200,000

$220,000

$260,000

$300,000

No Bid

$340,000

$340,000

Master
Agent

Theory of Mind Strategy

Profiling 
Competitors

Master Agent’s
Persona

HARBOR:
Persona Dynamics in Multi-Agent Auction

K

3

Prioritizing Remaining Items

k+2

1

Master Agent’s Thought Process

Upsizing 0.1 0

Downsizing 0.3 0.1

Investors 0.2 0

Job Relocation 0 -0.1

Vacation Homes 0 0.2

Rural Dwellers 0.1 0.5

Multigen Buyers 0 0.1

Rival
Agent-1

Rival
Agent-2

0.2 0.11st-Time Buyers

Bidding

Figure 1: Our HARBOR platform explores persona dynamics in multi-agent auctions. The Master Agent learns to
prioritize items, profile competitors based on their bidding behavior, and make bidding decisions using theory of
mind strategies. Through a series of experiments, we analyze agent behavior and uncover new insights.

and adapt their tactics accordingly. This paper does
not focus on training multi-agent RL systems (Yao
et al., 2025). Instead, we explore how injecting
personas into LLM agents shapes their behavior in
auctions. We examine how aggressively an agent
bids (e.g., the number of attempts and amount
raised) and how personas influence bidding out-
comes, measured by profitability and success in
securing persona-aligned items. These results have
important implications for competitive scenarios,
such as companies bidding for contracts, advertis-
ers competing for ad space, or individuals nego-
tiating deals. Our contributions in this paper are
summarized as follows:

• HARBOR enhances auction dynamics by incorpo-
rating personas, allowing us to study LLM agents
beyond traditional game theory. We explore three
key questions: (a) How does a persona influence
an agent’s behavior? (b) Can an agent effectively
profile its competitors’ behavior during auctions?
(c) How can persona profiling help in developing
strategies such as the theory of mind?

• We introduce a new approach to evaluate agent
performance, combining persona profiling (via
KL divergence) with competitiveness metrics:
profitability and TrueSkill (Herbrich et al., 2007).
Profitability measures an agent’s gains relative to
all possible profit margins, while TrueSkill fac-
tors in both wins and opponent competitiveness.
These metrics help us better understand agent
behavior and uncover valuable insights.

2 Related Work

Multi-Agent Orchestration Multi-agent sys-
tems are now drawing increasing attention. Notable
examples include OpenAI’s Agents SDK (OpenAI,
2025), Microsoft’s AutoGen (Microsoft, 2025), and
Google’s AI Co-Scientist (Gottweis and Natarajan,
2025). This momentum is also fueled by the Model
Context Protocol (MCP; Anthropic 2025), which
lets agents interact with external data and tools, and
Agent2Agent (A2A; Surapaneni et al. 2025), which
enables agents to collaborate and delegate tasks. So
far, many studies have explored the collaborative
potential of multi-agent systems (Gu et al., 2024;
Li et al., 2024b; Zhang et al., 2024d; Tran et al.,
2025; Liao et al., 2025).

We are especially interested in what capabilities
make an agent stand out in competitive multi-agent
settings (Chen et al., 2024c; Zhao et al., 2024;
Wang et al., 2024b; Wu et al., 2024a; Geng and
Chang, 2025; Zhu et al., 2025). In this line of work,
Zhang et al. (2024c) explored social simulations
and board games, finding that even advanced mod-
els struggle to fully utilize their reasoning poten-
tial. Huang et al. (2024) introduced an evaluation
metric to assess LLMs’ gaming abilities in multi-
agent settings through game-theoretic experiments.
Zhu et al. (2025) proposed a benchmark to explore
agent coordination protocols and strategies, such
as group discussion and cognitive planning.

Our work extends AucArena (Chen et al., 2024b)
by introducing persona dynamics into a bidding
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framework where multiple agents compete for max-
imum profit in an auction. Our framework aims for
a deeper investigation of an agent’s ability to profile
the behavior of others. Furthermore, we explore
how theory of mind influences agent performance
in a competitive multi-agent setting.

Agent Personas Personas function as identities
assigned to LLM agents, enhancing their ability to
generate personalized or specialized outputs (Xu
et al., 2024b; Chen et al., 2024a; Sun et al., 2024;
Li et al., 2025b). Prior research has extensively
examined the influence of personas across various
roles (Hu and Collier, 2024; Samuel et al., 2024;
Kim et al., 2024; Dong et al., 2024). Leveraging
their role-playing nature, some studies have applied
personas to social simulations by assigning diverse
identities to entire agent populations (Lee et al.,
2024; Tseng et al., 2024; Hu and Collier, 2024).
Yang et al. (2024b) find that persona injection can
introduce shortcut learning, causing LLM agents to
deviate from rational objectives. Building on this,
we incorporate persona into a multi-agent auction
to examine its effects in competitive settings.

Theory of Mind (ToM) Strategies Theory of
Mind, the ability to understand and infer one’s
own and others’ mental states, is fundamental to
human social interaction and a crucial capability
for LLMs to achieve human-like reasoning (Leslie
et al., 2004; Sap et al., 2022; van Duijn et al., 2023;
Li et al., 2023a; Light et al., 2023; Cross et al.,
2024; Chan et al., 2024). An accurate ToM in oth-
ers’ intentions and actions provides significant ad-
vantages (Street, 2024; Amirizaniani et al., 2024).
Past studies have applied ToM to simulate social
behaviors. De Weerd et al. (2017) explored its role
in negotiation tasks, while Wang et al. (2024a) pro-
posed an interactive learning environment to train
LLMs in social interactions. In contrast, our work
investigates whether ToM can enhance agent per-
formance in competing multi-agent environments
with auction as the testbed.

3 The HARBOR Framework

We now introduce HARBOR (Housing Auction for
Reasoning, Bidding, and Opponent Recognition),
our framework for studying how persona-driven
agents reason about components and apply theory
of mind in multi-agent settings. It provides a real-
istic and flexible environment for agent interaction,
with customizable agents and auction items to re-

flect individual preferences. We also include mea-
surable metrics for evaluating agent performance.

3.1 Auction Environment Setup

Multiple agents N compete for a series of items
H through an open bidding process. Agents can
observe each other’s actions in real time. While
these agents are profit-driven, they may also be
assigned personas. These personas shape bidding
behaviors by creating preferences for specific items
while still prioritizing overall profit maximization.

Each agent has access to the complete list of
items H , including their publicly announced start-
ing prices V 0

h∈H and item descriptions. However,
the true values of items V ∗

h∈H remain hidden from
the agents. Instead, each agent estimates an item’s
worth based on an overhead percentage applied to
the true value. For instance, if an item has a known
starting price of $200 but an undisclosed true value
of $500, and the agent’s overhead estimation is
10%, it will perceive the item’s value as $550. In
the bidding process, agents must begin at the stated
starting price and can either place a higher bid than
the current leading offer or withdraw from that
round. The bidding continues until only one agent
remains, at which point it secures ownership of the
item, and the final bid amount is deducted from
the winner’s budget. The profit and the maximum
possible profit for item h is computed as:

Profit = V ∗
h − V̄h (1)

max Profit = V ∗
h − V 0

h (2)

where V̄h represents the winning bid paid only by
the agent who wins the item. The auction concludes
once all items have undergone the bidding process.

3.2 Priority-Based Planning

During an auction, an agent constructs and contin-
uously updates a priority list L, a dynamic rating
system that assigns a score lh ∈ {1, 2, 3} to each
item h, where 3 represents the highest priority and
1 the lowest. This evolving priority list guides the
agent’s bidding decisions throughout the auction.
The agent places more bids on high-priority items
and may withdraw on low-priority ones.

Before bidding, the agent initializes L0 based on
its initial budget B0, persona π, available items H0,
and the objective of maximizing the profit ratio,
maxR. Each item h ∈ H0 is assigned an initial
priority score in a single prompt, generating the
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- Sq. Ft., Year Built, Bedrooms, Bathrooms
- Number of Car Garages 
- School Ratings: 1 to 10
- HVAC System (Year, Make)
- Water Heater (Year, Make)
- Lot Size in Acres
- HOA Fee
- Exterior Material (e.g., All Brick)
- Located on a Cul-de-Sac
- Basement Features (External Entry, 
Kitchen, Finished, Natural Light, Sump Pump)
- Recently Updated Kitchen and Bathrooms
- Rental History 
- Close to Trails, Parks, Shopping Malls, 
and Major Highways/Airport: Describe if True
- Neighborhood Safety Rating: 1 to 10
- Flooring (Hardwood, Carpet Throughout)
- Modern Appliances
- High Ceilings, Crown Molding
- Two-Story Living Room
- Irrigation System
- Roof Details (Year, Material)
- Solar Panels 
- Double Kitchens
- Swimming Pool
- Home Style (Ranch, Master on Main, Split 
Floor Plan)
- Fresh Interior/Exterior Paint

You are seeking a spacious home that can 
comfortably accommodate multiple 
generations. Your goal is to enhance family 
support, share living expenses, and provide 
childcare. You prefer a suburban area with 
family-friendly community services.

You are a 29-year-old graphic designer, seeking 
a home in a vibrant urban environment. You want 
to live within walking distance of amenities, 
driven by your love of city life and proximity 
to culture, dining, and entertainment. You 
prefer a location in the city center or near 
major public transport hubs.

Prompt: Write a concise 100-word home description that will appeal to this buyer and encourage 
them to place an offer. The description should include selected home features from the given 
list. When generating the description, please be realistic and specific. Try to use as many home 
feature variables as possible ...

This spacious 4-bed, 3-bath home is perfect 
for multigenerational living, featuring 
double kitchens, a finished basement with 
external entry, and ample space. Highlights 
include hardwood floors, high ceilings, 
updated kitchen and baths, and a modern HVAC 
system. Located on a large lot near parks 
and shopping in a safe neighborhood, it 
offers comfort and convenience.

Start price: $240,000; True value: $600,000

Experience vibrant city living in this modern 2-
bedroom, 2-bath home. Featuring a contemporary 
kitchen, hardwood floors, high ceilings, and 
fresh paint, it combines style and convenience. 
Located near public transit, dining, and 
entertainment, with a 9/10 safety rating, it's 
perfect for urban dwellers. Recent HVAC and 
water heater upgrades ensure comfort, while a 
reasonable HOA fee adds value.

Start price: $160,000; True value: $525,000

Home Features Multigenerational 
Buyer

Urban Dweller

Urban HouseMultigenerational House

Figure 2: Example Bidders (top) and their Houses (bottom). We curate a diverse set of houses tailored to different
personas. A list of home features and personas is gathered from Redfin.com to enhance data realism.

initial priority list L0 with length |H0|:

L0 = LLM({lh}h∈H0 |B0, π,H0,maxR)

This ensures that the agent starts the auction with
a well-defined strategic priority structure aligned
with its objectives.

After completing the bidding process for an item
ht, the agent updates its priority list Lt−1 to reflect
its new planning. This update is determined by
the agent’s remaining budget Bt, the set of avail-
able items Ht. It also incorporates the status of
all agents, denoted as St, which has their acquired
items and profits. Additionally, the update consid-
ers Pt, a collection of vectors containing the agent’s
estimate of its competitors’ personas. The priority
list update process can be formalized as:

Lt = LLM({lh}h∈Ht |Bt, π,Ht, St, Pt, Lt−1)

This iterative process enables agents to continu-
ously refine their strategies in real time, adjusting
their decisions to better align with their objectives.

3.3 Agent Persona Modeling

Agents in competitive settings might not act with
pure objectivity; instead, they adapt to human pref-
erences while pursuing their assigned goals (Tseng
et al., 2024). For instance, real estate agents that act
as surrogates for buyers may prefer certain homes
and aim to secure them at the lowest prices. Our
HARBOR is designed to simulate such realistic auc-
tions by incorporating diverse personas that reflect
real-world motivations.

We ask a domain expert to create a range of home
buyer profiles, such as first-time buyers, downsiz-
ing homeowners, and urban dwellers, using infor-
mation from Redfin.com. An example of these
profiles is shown in Figure 2. Each LLM agent can
adopt a single persona or a blend of two personas.
Following established practices in persona and role-
playing research (Chuang et al., 2024; Park et al.,
2023), we implement persona injection by adding
bidder-specific persona prompts to the system mes-
sage (Xie et al., 2024a; Li et al., 2025b; Weissburg
et al., 2025).

For each agent persona, we generate persona-
aligned home descriptions by prompting GPT-4o to
“write a concise 100-word home description that
will appeal to this buyer and encourage them to
place an offer. Use as many of the home features as
possible...” These features include square footage,
year built, number of bedrooms and bathrooms, lot
size, and more. The LLM also provides both a start-
ing price and the home’s estimated true value. Fig-
ure 2 shows two example bidders and their matched
homes. HARBOR thus enables diverse auction sim-
ulations by sampling from different personas and
their corresponding homes.

Our profiling module maintains a k-dimensional
vector P c for each competitor c, where k represents
the number of personas. Each value pc ∈ P c ranges
from [−1, 1], indicating the weight of a persona,
with higher values indicating stronger alignment.
Before the auction begins, the agent initializes each
competitor’s profiling vector P c as a zero vector.
At the end of bidding round t, the agent updates
P c
t−1 based on the current item h and its bidding
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history Th, which records all agents’ bidding ac-
tions for h. If a competitor bids heavily on h, the
profiling module increases weights for personas
likely drawn to h; otherwise, it decreases them, po-
tentially assigning negative weights. The profiling
update process can be formalized as:

P c
t = LLM({pct,i}∀i∈[1,k]|P c

t−1, h, Th)

Aggregating all vectors P c
t forms the complete

profiling knowledge Pt at round t. This profiling
knowledge is a key input in adjusting the agent’s
priority list (§ 3.2). The profiling prompt and an
example output are provided in Appendix C.

3.4 Bidding Strategy Design (ToM)
A strategy guides the agent on how to act based on
the current state of the auction. For example, a strat-
egy might be “increase the bid to drain competitors’
budgets, especially if a competitor highly values
this item” or simply, “quit to conserve budget for
higher-priority items.” Theory-of-mind refers to
the ability infer both one’s own and others’ mental
states. Our agent uses ToM to infer the personas of
competing agents and incorporates that knowledge
into its strategy design. The strategy module takes
the current auction state as input and selects an
appropriate action a∗t . The auction state includes:
(a) the status of all agents, St−1, including their
acquired items and profits; (b) profile knowledge,
Pt−1, which consists of vectors estimating the per-
sonas of competitors; (c) a priority list, Lt−1, show-
ing the remaining items and their assigned priori-
ties; and (d) the bidding context Ct such as item
details and the current bid price. Our ExpertAct
strategy chooses from a predefined set containing
six expert-specified rules (Appendix D). In contrast,
RLAct uses reinforcement learning to generate a
reasoning trace and recommend whether to keep
bidding (Bd) or withdraw (Wd).

a∗t = LLM(at ∈ {Bd, Wd}|Pt−1, Lt−1, St−1, Ct)

For RLAct, we fine-tune Llama-3-8B-Instruct

to obtain a reasoning system for bidding decisions.
This setup lets us directly compare RL-based strate-
gies (learned from data) with expert-crafted strate-
gies (rich in domain knowledge). Due to resource
constraints, we fine-tune the model using 1k train-
ing examples via online DPO (Rafailov et al., 2024).
At each bidding turn, the system gathers the full
auction state, e.g., the system message, and the bid-
der’s profile and transaction history. Then, we sam-
ple multiple candidate responses from the Llama

model; each analyzes the situation and proposes a
bidding action. We use GPT-4.1-mini as an online
judge. It scores each candidate on a 1-5 scale (1 =
worst, 5 = best). We focus on response pairs with
large score differences and fine-tune the model to
favor the higher-quality responses. At inference
time, RLAct generates a reasoning trace based on
the auction state and makes a decision to either
bid or withdraw. More fine-tuning details are in
Appendix G.

3.5 Performance Evaluation

We assess an agent’s performance from multiple
angles, combining persona profiling (via KL diver-
gence) with competitiveness metrics. Profitability
measures an agent’s gains relative to all possible
profit margins, while TrueSkill (Herbrich et al.,
2007) factors in both wins and opponent competi-
tiveness. A top-performing agent not only under-
stands their rivals’ preferences, but also leverages
that insight to develop strategies.

Agent Competitiveness The Profit Ratio mea-
sures an agent’s earnings relative to the maximum
possible profit, which is achieved by winning all
items at their starting prices. This metric evaluates
an agent’s ability to maximize financial gains while
accounting for price and item variations across auc-
tions. TrueSkill Score ranks agents based on prof-
itability relative to competitors; an agent with lower
absolute profit can still achieve a high TrueSkill
score if its earnings exceed those of competitors.
Lastly, the Matched-Item Acquisition Rate quan-
tifies the proportion of persona-aligned items suc-
cessfully acquired, assessing the agent’s effective-
ness in adhering to its persona-driven objectives.
Together, these metrics provide a robust framework
for quantifying both persona alignment and strate-
gic performance.

At the conclusion of the auction, let Hb denote
the set of items won by agent b, and let Hπ

b repre-
sent the subset of items that align perfectly with
agent b’s persona π. Define Ib,h ∈ {0, 1} as a
binary indicator, where Ib,h = 1 if agent b wins
item h, and Ib,h = 0 otherwise. The performance
metrics for agent b are defined as follows:

Rb =

∑
h∈H Ib,h

(
V ∗
h − V̄h

)
∑

h∈H
(
V ∗
h − V 0

h

) (3)

Ab =

∑
h∈Hπ

b
Ib,h

|Hπ
b |

(4)
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Figure 3: Heatmaps of Priority of Master Agent (left), Rival Agents 1 (middle) and 2 (right). Agent 1’s persona
matches to Item {E, F, G}. Agent 2’s persona matches to Item {H, I, J}. High-priority scores highlighted in red.

where Profit Ratio Rb and Matched-Item Ac-
quisition Rate Ab quantifies the profit-driven and
persona-driven objectives of agent b repectively.

In an auction setting with agents b1, b2, and b3,
the agent’s TrueSkill Score Sbi is directly propor-
tional to the ranking of the agents’ profitability.

Sbi ∝ rank(Ri : i ∈ {b1, b2, b3})

Persona Profiling Accuracy This provides a rig-
orous measure of how well the profiling module
captures a competitor’s persona. At the end of the
auction, profiling performance is measured by com-
paring inferred profile vector P c against ground
truth persona vector Gc. For single-persona
agents, Gc is a one-hot vector with Gc

i = 1 in the
competitor c’s true persona dimension. Similarly,
for mix-of-two persona agents, Gc has two active
dimensions, each weighted at 0.5. To ensure a posi-
tive probability distribution, we shift P c by adding
|min(P c)| and normalize it. A smoothing factor
ϵ = 10−12 is applied to both Gc and P c. Profiling
accuracy is then evaluated using KL divergence:

DKL(G
c ∥ P c) =

∑
Gc log

Gc

P c
.

4 Experiments

We conduct a series of experiments to address three
key questions: (a) How does a persona influence
an agent’s behavior in competitive settings? (b)
Can the agent effectively profile its competitors’
behavior? (c) How can persona profiling be lever-
aged to create an advantage using strategies such
as theory of mind? These experiments aim to im-
prove our understanding of persona dynamics in
multi-agent competitive scenarios. Our ‘Master’
agent undergoes various modifications and com-
petes against a number of ‘Rival’ agents. Each

agent is assigned a persona that shapes its prior-
itization of items. To enhance robustness, each
experiment runs five times, and we report the aver-
age results. All agents use the same foundational
LLM; further experiment details and analysis are
in Appendix B and I.

4.1 Impact of Persona on Agent Behavior

This experiment demonstrates how an assigned per-
sona influences an agent’s behavior in auctions.
We assign a unique persona to each of Rival 1 and
Rival 2. Among ten items, each rival has three
items matching their assigned persona. The Master
Agent operates without a persona for comparison.

Figure 3 shows heatmaps of priority scores for
the items across bidding rounds. The Master Agent,
lacking a persona, determines item priority based
on auction order, giving the highest priority to the
first remaining items. Rival Agents 1 and 2 consis-
tently assign the highest priority scores (3) to their
matched items across all bidding rounds.

Figure 4 further supports this pattern by showing
the average number of engagements, measured by
how often each agent raises bids for an item. The
results illustrate that Rivals 1 and 2 consistently
favor items aligned with their personas. They as-
sign high-priority scores to these items and repeat-
edly increase their bids. Our findings indicate that
persona injection influences agents’ decisions and
diverts them from rational, profit-driven bidding.

4.2 Impact of Persona on Profitability

Does assigning a persona to an agent affect its
profitability? How does competition impact earn-
ings when multiple agents share the same persona?
All agents start with the same budget. Persona
agents have two aligned items. The Master Agent
is tested under four conditions: (a) Master w/o Per-

2615



0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Averaged Number of Engagements

J
I

H
G
F
E
D
C
B
A

Ite
m

s
Master Agent
Rival Agent 1
Rival Agent 2

Figure 4: Engagements of all Items. Agent 1’s persona
matches to Item {E, F, G}. Agent 2’s persona matches
to Item {H, I, J}.

sona: the Master Agent has no persona; (b) Mas-
ter w/ Persona: the Master has a persona different
from both Rival Agents; (c) Some Competition:
the Master shares a persona with one rival (Rival
2), creating direct competition for persona-aligned
items; (d) More Competition: all agents share the
same persona, intensifying competition. To ensure
results are persona-independent, we rotate agent
personas in a round-robin manner and report the
averaged results.

Results in Table 1 suggest that persona injec-
tion affects the agent’s core profit-driven objective.
The Master Agent prioritizes items that align with
its persona, making it less competitive for higher-
profit items and leading to lower overall profits.
Without a persona, the Master Agent achieves the
highest profit rate of 34.56%. Increased compe-
tition among agents further reduces overall profit
rates. This effect is illustrated in the average profit
rate decline from 29.23% to 21.95%. These results
support the common intuition that entering a profit-
driven auction with emotional or preferential biases
can undermine a bidder’s financial success.

4.3 Profiling Rival Personas

To evaluate profiling accuracy, we use KL di-
vergence to measure the difference between the
inferred and ground truth persona distributions.
Ground truth for single-persona agents is a one-
hot vector, while mixed-persona agents distribute
weights equally across two dimensions. Lower KL
divergence implies more accurate persona infer-
ences by the Master, while higher values suggest
greater deviation.

We explore whether personas become more evi-
dent as more items align with an agent’s persona.
If an agent consistently bids on preferred items,
their persona should be fully revealed. To test this,

Profit Rate (R)

Setting Master Rival 1 Rival 2 Average

Master w/o Persona 34.56 24.59 24.08 27.74
Master w/ Persona 31.75 32.35 23.60 29.23
Some Competition 26.81 29.72 22.88 26.47
More Competition 25.22 21.66 18.97 21.95

Table 1: Profit rates (%) of the agents under four con-
ditions. The Master Agent prioritizes persona-aligned
items, reducing competitiveness for higher-profit items
and lowering overall profits.

we analyze two Rival agents with their number of
matched houses M ranging from 0 to 4. For exam-
ple, at M = 4, each Rival Agent has four matched
houses; at M = 0, none matches their personas.
The Master Agent, without a persona, aims to infer
the personas of both Rivals.

Figure 5 (left) shows the KL divergence scores,
illustrating the Master Agent’s ability to infer com-
petitors’ personas. As the number of matched items
increases, the Master Agent becomes more accu-
rate in profiling competitors, suggesting that effec-
tive inference depends on persona-driven behav-
iors. When no matched items are present, the lack
of clear behavioral patterns leads to less accurate
profiling. Profiling a mix of two personas results
in lower KL divergence than profiling a single per-
sona. This is expected, as a balanced mix creates
a more neutral agent—one that is less distinct and
more evenly interested in different houses. As a
result, its behavior is more predictable. In contrast,
a single dominant persona leads to stronger prefer-
ences, making profiling more challenging. Figure 5
(right) shows how the Master’s profiling of a Rival
Agent evolves after each bidding round.

4.4 Profiling Capacity

The Master Agent’s profiling ability diminishes as
more bidders join. Increased interactions generate
extensive bidding logs, making it harder for the
Master to accurately infer competitor personas. In
this experiment, we vary the number of competitors
in an auction from {2, 3, 4, 5, 6}, with one Master
Agent. Figure 5 (middle) shows the Master’s profil-
ing results. We observe that the Master’s profiling
remains effective when there are fewer than five
bidders. As more agents join, the Master agent
struggles to infer personas accurately, as reflected
by increasing KL divergence scores.
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Figure 5: (LEFT) The KL divergence scores illustrate the Master Agent’s ability to infer competitors’ personas;
(MIDDLE) As more agents join (# Agent Profiles), the Master struggles to infer personas accurately, as reflected by
increasing KL divergence scores; (RIGHT) Master Agent’s profiling of a Rival evolves after each bidding round.

Profit Rate (R) TrueSkill (S) Item Acquire Rate (A)

Master Agent’s Setting Master Rival-1 Rival-2 Master Rival-1 Rival-2 Master Rival-1 Rival-2

Baseline w/o ToM 23.45 24.08 22.27 25.67 25.00 24.11 0.77 0.80 0.80
ToM w/ True Persona 26.18 24.76 24.89 25.00 25.00 25.00 0.87 0.77 0.90
ToM w/ True Persona + ExpAct 35.81 21.32 22.03 30.34 22.77 21.88 0.87 0.73 0.77
ToM w/ Inferred Pers. + ExpAct 32.54 21.14 22.08 28.56 22.77 23.66 1.00 0.80 0.83
ToM w/ Inferred Pers. + RLAct 30.01 21.55 23.61 27.23 23.22 24.55 0.93 0.87 0.90
Second-Order ToM 22.68 24.42 25.01 24.55 25.00 25.45 0.93 0.90 0.87

Table 2: Equipping the Master with first-order ToM, allowing it to perceive competitors’ true personas, increases its
Profit Rate. Applying strategy further leads to a substantial improvement in both Profit Rate and TrueSkill score.

4.5 Theory of Mind (ToM) Strategy

We examine whether the Master Agent can use
ToM with persona knowledge from the profiling
module (§3.3) to gain an advantage and whether the
strategic module (§3.4) enhances competitiveness.
To ensure results are persona-independent, we ro-
tate agent personas in a round-robin manner and
report averaged results. Each agent has two items
that align with their personas, making them the ex-
pected winners of those items while still aiming to
maximize overall profit.

Our ToM experiments consist of four settings:
(a) Baseline: the Master operates without any ToM
capabilities; (b) ToM w/ True Persona: the Master
has the true personas of competing agents to as-
sess whether persona knowledge enhances bidding
performance, i.e., first-order ToM; (c) ToM w/ In-
ferred Persona + ExpAct | RLAct: instead of re-
ceiving true persona information, the Master infers
competitors’ personas using its profiling module
and applies a strategic module; (d) Second-Order
ToM: the Master is equipped with second-order
ToM, allowing it to predict how rivals perceive its
beliefs. All agents can infer other agents’ personas
and apply strategic modules. Details are provided
in the Appendix F.

Table 2 presents the results of our ToM exper-
iments. We observe that equipping the Master
Agent with first-order ToM, allowing it to perceive
competitors’ true personas, increases its profit rate
from 23.45% (Baseline w/o ToM) to 26.18%, while
its TrueSkill remains at a similar level. When the
agent relies solely on profiling without strategy,
the profit increase is moderate. Applying strategy
leads to a substantial improvement in both Profit
Rate and TrueSkill score, boosting the profit rate
from 26.18% to 35.81%. This emphasizes the need
for expert strategy to help the Master Agent out-
perform competitors. When using inferred profiles
instead of true personas, the Master experiences a
modest performance gain, with its profit rate ris-
ing from 23.45% to 32.54%. This outcome aligns
with expectations, suggesting that higher profitabil-
ity requires more accurate profiling of competitors’
preferences. Across all ToM settings, the Master
demonstrates a higher item acquisition rate com-
pared to the baseline, indicating the potential bene-
fits of ToM in securing desired items.

ToM Strategy Interestingly, using expert-crafted
rules (ExpAct) as the strategy leads to a 32.54%
profit rate, outperforming the 30.01% achieved by
reinforcement learning (RLAct). RLAct most of-
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ten chooses to bid on items that competitors are un-
likely to target. This is likely because DPO training
tends to guide the model toward benign strategies
rather than aggressive or competitive ones. In other
words, it avoids tactics that might hurt others to
gain an edge. This indicates a potential limitation
of reinforced fine-tuning in competitive settings.

Second-Order ToM Master Agent with second-
order ToM predicts how Rival Agents perceive its
beliefs and persona. For example, if the Master
Agent believes that Rival 2 has identified its home
preference, it may strategically bid on other proper-
ties to mislead competitors. If rivals avoid bidding
on its persona-aligned properties, the Master can
secure them at lower prices.

Table 2 shows that when all agents infer each
other’s beliefs, competition intensifies, making auc-
tions more aggressive. While the Master Agent has
a higher-order ToM, this does not always lead to
higher profits. This suggests that ToM (understand-
ing others’ intentions) alone is not enough; it must
be paired with expert strategies (taking the right
actions accordingly) to maximize benefits.

5 Conclusion

HARBOR provides a controlled environment for
studying how LLM agents balance personal objec-
tives with competitive strategy. Through extensive
experiments, we demonstrate that persona-driven
bidding significantly influences agent behavior. We
show that LLM agents can infer competitors’ per-
sonas with reasonable accuracy, though profiling
effectiveness declines as the number of rivals in-
creases. Our strategic module enhances decision-
making by leveraging profiling insights.

Limitations

Our testbed, HARBOR, is a flexible tool for study-
ing how AI agents interact in competitive auctions.
While it helps uncover key insights about decision-
making, there are limitations. HARBOR uses LLM-
based agents, which possess strong reasoning skills,
and their decision-making is influenced by their
training data and inherent biases. These agents can
mimic strategic behaviors effectively, yet they may
lack the creative problem-solving abilities that hu-
mans show in real-world auctions. This means their
strategies might differ from those used by people
in actual bidding scenarios. Our current evalua-
tion metrics establish a foundation for measuring
agent performance. Future versions of HARBOR

may incorporate additional features, such as mod-
eling long-term trust between agents, simulating
deception in negotiations, and addressing ethical
considerations in competitive AI behavior. These
improvements will contribute to a comprehensive
understanding of multi-agent interactions in com-
petitive environments.
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property alignments and linguistic patterns reflec-
tive of real-world property markets, while mini-
mizing the influence of irrelevant or confounding
variables. HARBOR currently contains ten personas
and forty houses.

B More Details on Experiment Setups

Experiments 4.1 and 4.2 use GPT-4o-mini (Hurst
et al., 2024) for all agents and ten items in each auc-
tion. As the auctions become longer and more com-
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Select one of the following six strategic actions:

A. Increase the bid if this item is a top priority
B. Increase the bid to drain competitors’ budgets,

especially if a competitor highly values this item
C. Increase the bid if your budget allows without

compromising future rounds
D. Quit to conserve budget for higher-priority items
E. Quit because profit margin is no longer attractive
F. Quit to avoid a costly bidding war

Table 3: The Master Agent strategically selects one of
six predefined actions, leveraging advanced reasoning
skills and knowledge of rivals’ personas.

with ten items per auction simulation. For all ex-
periments, we set the generation temperature to 0
to maintain generally consistent outputs. We give
all agents starting budget $1,000,000 and an price
estimation overhead of 10%.

C Profile Prompt and Output

Figure 6 presents the profile prompt along with
an example where the Master Agent profiles Rival
Bidder 2. The prompt is designed to analyze one ri-
val at a time, ensuring precise profiling. In practice,
this process runs in parallel for all rivals, improving
reasoning accuracy and minimizing hallucination.

In our experiments, the baseline persona pre-
diction assumes an evenly distributed probability
vector. Since we define ten personas, the profiling
vector has a length of 10. The baseline KL diver-
gence is approximately 2.30 for a single persona
and 1.60 for a mix of two personas.

D Strategy Prompt and Output

Figure 8 and 9 present the strategic prompt, which
utilizes current_profile to determine the next bid-
ding action. The output shows that the Master
Agent leverages profiling weights, such as "Urban
Dwellers is 0.8," to infer Bidder 2’s preference for
the item. Based on this insight, the Master Agent
strategically increases its bid to deplete Bidder 2’s
budget, aiming to secure a future budget advantage.

E Basic Bidding Prompts

The basic auction prompts in this section are de-
veloped based on the code and prompts from Au-
cArena (Chen et al., 2024b). Figure 7 illustrates
the system, planning, and bidding prompts used
in our experiments. The system prompt injects
both the agent’s persona and profit-driven objec-
tives, guiding it to maximize profit while adhering

to its assigned persona. This prompt remains active
across all interactions. The planning prompt gen-
erates the priority list L and is triggered whenever
an item’s bidding concludes. The bidding prompt
activates whenever the auctioneer requests a bid,
relying on the strategy prompt to decide whether
to raise the price or quit. Additionally, Figure 10
presents the prompt used to update an agent’s status
after completing a bid.

F Second-Order ToM Prompts

When testing second-order ToM, all agents are
equipped with both the Profile and Strategy Mod-
ules. However, only the Master Agent is enabled
with second-order ToM, allowing it to infer how its
rivals might profile it at the current bidding. Fig-
ure 11 presents the prompt used for second-order
ToM along with an example output.

G Online DPO Finetuning

We fine-tuned a LLaMA-3-8B-Instruct model to
generate strategic bidding advice whenever an
agent is prompted to bid. The fine-tuning fol-
lowed an online Direct Preference Optimization
(DPO) framework, using data collected from HAR-
BOR simulations involving GPT-4o agents with
diverse personas and starting budgets. To ensure
generalization, the training personas were disjoint
from those used in evaluation (Table 2). At each
training step, the model was prompted to generate
two candidate responses. These candidates were
ranked by a GPT-4.1-mini judge on a 1–5 scale,
where 5 indicates the highest-quality response. The
higher-scored candidate is denoted as the winner
Cw, and the lower-scored candidate as the loser Cl.
We trained the model for 1500 update steps using
LoRA with rank r = 4 and α = 16 with learning
rate 5e-5. During the first 1000 steps, the model
learned to interpret auction contexts and propose
strategy-level decisions. In the remaining 500 steps,
we prompted the model to generate valid bidding
actions.

We compute the DPO loss as follows. Let s
be a scale factor derived from the score difference
between Cw and Cl, and β = 0.2. We define the
log-ratio of normalized log-probabilities as:

πlogratio =
log prob(Cw)− log prob(Cl)

lenavg(Cw, Cl)
(5)

The DPO loss is then given by:

LDPO = − log
(
σ(β · πlogratio)

)
· s (6)
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An example training datapoint and judge prompt
are illustrated in Figure 12 and 13.

To address Llama’s inherent limitations in pars-
ing dictionaries and decimals, we convert the com-
petitor’s profile dictionary into a natural language
statement. Specifically, we sort the preference
weights and present the profile as: “Bidder [i]
tends to bid on properties that are [top 2 preferred
categories], and tends to avoid [bottom 2 cate-
gories].” This preprocessing step mitigates hal-
lucinations or misinterpretations involving deci-
mals, ensuring a fair and consistent evaluation. The
model is prompted with the following instruction:

“Briefly interpret the competitors’ personas, your
budget, and the priority of the current item. Dis-
cover opportunities you can take strategic advan-
tage of. Based on your analysis and remaining
budget, clearly decide either to bid or withdraw on
the current item by saying ‘I recommend to bid’ or

‘I recommend to withdraw’.”

H Ablation Study on Strategy
Exploration

To assess whether the fine-tuned LLaMA model
can autonomously discover bidding strategies be-
yond our expert-defined rules in Table 3, we an-
alyzed 273 RLAct-generated strategies collected
from 15 HARBOR simulations (Table 2). We
used GPT-4o to classify each strategy into one of
seven categories: six expert strategies and one ad-
ditional Other category for strategies not covered
by existing rules. The majority of generated strate-
gies aligned closely with human-designed bidding
heuristics. Specifically, 46% corresponded to Rule
A (Increase the bid if this item is a top priority),
31% matched Rule F (Quit to avoid a costly bid-
ding war), 8% mapped to Rule C (Increase the bid
if the budget allows without compromising future
rounds), and 5% fell under Rule D (Quit to con-
serve budget for higher-priority items). Notably,
no strategies aligned with Rules B and E, which
require more complex or higher-order reasoning.
This indicates that, in the absence of prompt cues
or feedback signals, the model struggles to dis-
cover advanced strategic behaviors through self-
exploration during DPO training.

I Statistical Significance Analysis on
Experiments

Agent-based auction simulations exhibit stochastic
variance due to interdependent decision dynamics.

Even small bid adjustments can cascade through
subsequent interactions, producing diverse yet plau-
sible profit outcomes. To ensure our reported trends
reflect systematic effects, we conduct complemen-
tary statistical analyses.

Results in Table 1 show that the Master Agent’s
profit rate declines monotonically as competition
intensifies. A one-way ANOVA (St et al., 1989) on
the Master bidder’s profit rates reveals a marginally
significant overall effect (F (3, 56) = 2.52, p =
0.067, η2 = 0.12). A linear trend test based on the
Pearson correlation between competition level and
the mean profit rate across trials confirmed a strong
negative association (r = −0.98, p = 0.017), cor-
responding to a cumulative decline of 9.33 percent-
age points from the lowest to the highest compe-
tition level. These analyses further indicate that
persona-aligned preferences systematically mod-
ulate bidding behavior, leading agents to deviate
from purely profit-driven strategies.

Table 2 demonstrates the effects of incorpo-
rating profiling and ToM strategies into auctions.
A one-way ANOVA, excluding the second-order
ToM condition, reveals a significant overall effect
(F (4, 70) = 3.72, p = 0.0084, η2 = 0.18), indi-
cating that ToM reasoning and profiling system-
atically influence auction outcomes. Pairwise t-
tests compared each strategy condition against the
baseline. The largest improvement occurred when
using true persona information with ExpAct, yield-
ing a 12.36-percentage-point gain over baseline
(t(28) = −3.33, p = 0.0024). When inferred per-
sonas were used, ExpAct still increased the Mas-
ter Agent’s profit rate by 9.09 percentage points
(t(28) = −2.09, p = 0.0456), showing that ap-
proximate profiling remains beneficial, though less
so than true personas. A similar trend was ob-
served for RLAct with inferred persona, which
improved baseline profit by 6.56 percentage points
(t(28) = −1.66, p = 0.1076, d = 0.61). Both
ExpAct and RLAct strategy modules outperformed
the baseline, with ExpAct demonstrating stronger
effects and larger statistical support.
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Profiling Competitors

Here is the history of the bidding war of {current_item}: "{bidding_history}"

You are {bidder_name}. You are given a persona list: ["First-Time Homebuyers", "Upgrade to a
Larger Home", "Downsizing", "Investment Buyers", "Relocation for Work", "Vacation Homes", "
Eco-Conscious Buyers", "Urban Dwellers", "Rural Home Seekers", "Multigenerational Living"].

Given the bidding history you have seen so far, complete the below steps:

1. Study the bidding history, focus on how many times {target_bidder} rasied price for this item
and what are the wining bids so far for each bidder. These 2 factors often say something
about a person.

2. Based on {target_bidder}'s willingness to raise the price for this item, combining this items
description: {house_desc}, predict the bidders' persona from the given persona list.

3. If the bidder does not show any interests for this item at all, you can reduce the weights on
the personas that closely match with this item, even to the negatives.

4. Formulate your prediction into how much weight each persona plays in {target_bidder}'s bidding.
Present the prediction in the JSON format like this {{"{target_bidder}": {{"First-Time
Homebuyers": 0.2, "Upgrade to a Larger Home": 0.1, "Downsizing": 0.1...}}}} where the key is
the persona type and the value is the weight of that persona type.

5. Make sure the range of each weights are within the range of -1 to 1. Make sure the output
dictionary has 10 keys, each representing a persona type from the given list.

If {target_bidder} does not make any informative actions for a prediction, output an dictionary
like {{"{target_bidder}": {{"First-Time Homebuyers": 0.0, "Upgrade to a Larger Home": 0.0, "
Downsizing": 0.0...}}}} where all weights are 0.

Profiling Output

Let me analyze this step by step:
1. Bidding History Analysis:
- Bidder 2 made one bid at $150,000
- They were the only active bidder as others withdrew immediately
- This shows strong interest in an urban property
2. Behavior Analysis:
- Bidder 2's immediate bid while others withdrew suggests strong interest in urban properties
- The property description (urban location, near city center, modern amenities) aligns well with

their previous high scores in "Urban Dwellers" and "Relocation for Work"
- Their willingness to bid confirms their urban preference
3. Persona Update Considerations:
- Should slightly increase "Urban Dwellers" weight as their action confirms this preference
- Can slightly increase "First-Time Homebuyers" as the property size and features align with this

group
- Should slightly decrease "Rural Home Seekers" as this action further confirms urban preference
- Other weights should see minor adjustments based on this urban property interes
4. Updated Prediction:
{"Bidder 2": {

"First-Time Homebuyers": 0.5,
"Upgrade to a Larger Home": 0.2,
"Downsizing": 0.2,
"Investment Buyers": 0.3,
"Relocation for Work": 0.8,
"Vacation Homes": -0.4,
"Eco-Conscious Buyers": -0.3,
"Urban Dwellers": 0.8,
"Rural Home Seekers": -0.9,
"Multigenerational Living": 0.1

}}
The main changes are:
- Increased "Urban Dwellers" from 0.7 to 0.8
- Increased "First-Time Homebuyers" from 0.4 to 0.5
- Decreased "Rural Home Seekers" from -0.8 to -0.9
These changes reflect their demonstrated interest in this urban property while maintaining

reasonable adjustment sizes.

Figure 6: Prompt for profile module and example output.
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System Message (Overall Bidding Rules)

You are {bidder_name}. {persona} You are attending an ascending-bid housing auction as a bidder.
This auction will have some other bidders to compete with you in bidding wars. The price is
gradually raised, bidders drop out until finally only one bidder remains, and that bidder wins
the item at this final price. Remember: Your primary objective is to secure the highest profit
at the end of this auction, compared to all other bidders.
Here are some must-know rules for this auction:

1. Item Values: The true value of an item means its resale value in the broader market, which you
don't know. You will have a personal estimation of the item value. However, note that your
estimated value could deviate from the true value, due to your potential overestimation or
underestimation of this item.

2. Winning Bid: The highest bid wins the item. Your profit from winning an item is determined by
the difference between the item's true value and your winning bid. You should try to win an
item at a bid as minimal as possible to save your budget.

3. Winner Pays: Note that only the winner pays for the bidding price of the item. Other bidder
who participate in the bidding but lost do not have to pay at all.

Planning (Item Prioritization)

As {bidder_name}, you have a total budget of ${budget}. This auction has a total of {item_num}
items to be sequentially presented, they are: {items_info}

Please plan for your bidding strategy for the auction. A well-thought-out plan positions you
advantageously against competitors, allowing you to allocate resources effectively. With a
clear strategy, you can make decisions rapidly and confidently, especially under the pressure
of the auction environment. Remember: Your primary objective is to secure the highest profit
at the end of this auction, compared to all other bidders.

Remember to observe and learn other bidders' bidding habits overtime, and try to take advantage
from their preference to maximize your gain.

After articulate your thinking, in you plan, assign a priority level to each item. Present the
priorities for all items in a JSON format, each item should be represented as a key-value
pair, where the key is the item name and the value is its priority on the scale from 1-3. An
example output is: {{"Item A": 3, "Item B": 2, "Item C": 2}}. The descriptions of the
priority scale of items are as follows.

* 1 - This item is the least important. Consider giving it up if necessary to save money for
the rest of the auction.

* 2 - This item holds value but isn't a top priority for the bidder. Could bid on it if you
have enough budget.

* 3 - This item is of utmost importance and is a top priority for the bidder in the rest of
the auction.

Action (Bid or Withdraw)

Now, the auctioneer says: "{auctioneer_msg}" As {bidder_name}, you have to decide whether to bid
on this item or withdraw and explain why. Remember: Your primary objective is to secure the
highest profit at the end of this auction, compared to all other bidders.

Here are some common practices of bidding:
1. Showing your interest by bidding with or slightly above the starting price of this item, then

gradually increase your bid.
2. Think step by step of the pros and cons and the consequences of your action (e.g., remaining

budget in future bidding) in order to achieve your primary objective.

Here is some professional strategic bidding advice to help you make your decision: "{
strategic_reasoning}"

Follow the decision from the strategic bidding advice, then make your final decision clearly. You
should either withdraw (saying "I'm out!") or make a higher bid for this item (saying "I bid
$xxx!").

Figure 7: Prompts for an agent’s system message, planning, and bidding.
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Strategy with Expert Input

The auctioneer says: "{auctioneer_msg}"

Here is your current status:
{prev_status}

Here is your current priority scale of all the items:
{current_plan}
The descriptions of the priority scale are as follows.

* 1 - This item is the least important. Consider giving it up if necessary to save money for
the rest of the auction.

* 2 - This item holds value but isn't a top priority for the bidder. Could bid on it if you
have enough budget.

* 3 - This item is of utmost importance and is a top priority for the bidder in the rest of
the auction.

Here is a profiling of your competitors' personas. A higher weight for a particular item type
suggests that a bidder is more likely to bid on items of that type:

{currrent_profile}

Use the knowledge of your competitors' personas, your current status, and your priority list to
make a **strategic** decision. Remember: Your primary objective is to secure the highest
profit at the end of this auction, compared to all other bidders. Consider the following **
key bidding practices**:

1. **Do not let competitors win items too easily**--forcing them to bid higher weakens their
future purchasing power.

2. **Exploit competitor weaknesses**--if a competitor values an item, consider bidding on it to
drain their budget.

3. **Only the winning bidder pays**--losing bidders pay nothing, so well-placed aggressive bids
can weaken competitors.

4. **Know when to stop**--if the profit margin is <= $300, it may not be worth pursuing.

You must select one of the following six strategic actions:
A. **Increase the bid if this item is a top priority.**
B. **Increase the bid to drain competitors' budgets, especially if a competitor highly values

this item.**
C. **Increase the bid if your budget allows without compromising future rounds.**
D. **Quit to conserve budget for higher-priority items.**
E. **Quit because the profit margin is no longer attractive (i.e., profit margin <= $300).**
F. **Quit to avoid a costly bidding war.**

State your choice in the format:

**"I chose to [action] because [reason]."**
Make sure to **elaborate** on why you chose this action, considering your competitors' profiles,

your current status, and your priority list.

Figure 8: Prompt for strategy module (ExpAct).
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Strategy Output Example

Let me analyze this situation strategically:
1. Home 1 is rated as priority 2 for me - moderate importance but not critical
2. Looking at competitor personas:

* Bidder 2 has high weights for "First-Time Homebuyers" (0.5) and "Urban Dwellers" (0.8)

* This property perfectly matches these preferences
3. Current status:

* Bidder 2 is leading in total profits ($735,000). have a decent budget ($580,000) and am in
second place

4. The current property description: Suburban location. First-time buyer focused. This doesn't
align well with my rural farmer persona

**I chose to B (Increase the bid to drain competitors' budgets) because this property strongly
appeals to Bidder 2's preferences, making it an excellent opportunity to force them to spend
more of their budget. While this isn't a top priority for me (rated 2), engaging in a bidding
war here could strategically weaken Bidder 2, who is currently leading in profits. The
property's characteristics perfectly match Bidder 2's profile (high weights for First-Time
Homebuyers and Urban Dwellers), suggesting they're likely to bid aggressively. By pushing up
the price, I can either drain their resources for future auctions or potentially win the
property at a reasonable price if they back out. Given my substantial budget of $580,000, I
can afford to be aggressive here without compromising my ability to bid on my priority 3
items later.**

Figure 9: Strategy module’s example output (ExpAct).

Updating Records

Here is the history of the bidding war of {cur_item}: "{bidding_history}"
The auctioneer concludes: "{hammer_msg}"

{win_lose_msg}

As {bidder_name}, you have to update the status of the auction based on this round of bidding.
Here's your previous status:``` {prev_status} ```

Summarize the notable behaviors of all bidders in this round of bidding for future reference.
Then, update the status JSON regarding the following information:

- 'remaining_budget': The remaining budget of you, expressed as a numerical value.
- 'total_profits': The total profits achieved so far for each bidder, where a numerical value

following a bidder's name. No equation is needed, just the numerical value.
- 'winning_bids': The winning bids for every item won by each bidder, listed as key-value pairs,

for example, {{"bidder_name": {{"item_name_1": winning_bid}}, {{"item_name_2": winning_bid}},
...}}. If a bidder hasn't won any item, then the value for this bidder should be an empty
dictionary {{}}.

- Only include the bidders mentioned in the given text. If a bidder is not mentioned (e.g. Bidder
4 in the following example), then do not include it in the JSON object.

After summarizing the bidding history, you must output the current status in a parsible JSON
format. An example output looks like:

```{{"remaining_budget": 8000, "total_profits": {{"Bidder 1": 1300, "Bidder 2": 1800, "Bidder 3":
0}}, "winning_bids": {{"Bidder 1": {{"Item 2": 1200, "Item 3": 1000}}, "Bidder 2": {{"Item
1": 2000}}, "Bidder 3": {{}}}}}}```

Figure 10: Prompt for an agent to update all agents’ profit and item status.
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Second-Order ToM

Here is the history of the bidding war of {current_item}:
"{bidding_history}"
Here is your current status:
{prev_status}
You are {bidder_name}. Based on the bidding history and current status, analyze how other bidders

perceive you and how this affects their strategy.
Consider:
1. How they interpret your persona? Have they identified your preference for vacation homes? Are

they using this perception to manipulate you?
2. How they adjust their bidding? Are they testing your limits, avoiding competition, or trying

to drain your budget?
3. How they see you as a rival or ally Will they cooperate, challenge, or exploit you in future

rounds?
Response Format:
For each bidder, state how they perceive you and how they might adjust their strategy.
Example:

- Bidder 1 thinks I ... They might adjust their strategy by ...
- Bidder 2 thinks I ... They might adjust their strategy by ...

Keep your analysis concise and actionable to refine your bidding strategy.

Example Output of Second-Order ToM

Let me analyze how other bidders likely perceive me based on the bidding history:

Bidder 1:
- They likely perceive me as a serious and determined buyer with significant financial resources,

given that I was willing to bid up to $195,000 for Construction 1
- They seem to have recognized my farmer persona and preference for rural properties, as they

quickly withdrew from Construction 1 rather than competing
- They might adjust their strategy by avoiding direct competition with me on properties that

clearly align with farming/rural interests, focusing instead on other property types

Bidder 2:
- They appear to have identified my specific interest in properties suitable for farming, as

evidenced by their focus on Property 1 and House 1 which may have different characteristics
- Their winning of two properties at relatively lower prices ($180,000 and $165,000) suggests

they might be strategically avoiding properties that I show strong interest in
- They might adjust their strategy by continuing to bid on properties that don't match my farming

profile, while letting me pursue rural/agricultural properties at potentially higher prices

Strategic Implications:
1. I should be careful not to be too predictable in my bidding patterns
2. There might be opportunities to bid on non-farming properties when other bidders least expect

it
3. I should maintain my focus on properties that align with my farming needs but be prepared to

negotiate harder to secure better prices

Figure 11: Prompt and example output for second-order ToM.
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Train Data Example

System: You are Bidder 0. {Bidder 0's persona}. {System Message (Overall Bidding Rules)}

Auctioneer: The auctioneer says: "Property 3, {Property 3's short description}, starting at
$180000. This is the 16th round of bidding for this item: - Bidder 0: $460000 - Bidder 2:
$460000. Now we have $460000 from Bidder 2 for Property 3. The minimum increase over this
highest bid is $18000. Do I have any advance on $460000?

User: You are Bidder 0. You have 2 competitors Bidder 1 and Bidder 2. Here is your current status:

* Remaining Budget: $1120000 * Total Profits: * Bidder 0: $545000 * Bidder 1: $645000 *
Bidder 2: $240000 * Winning Bids: * Bidder 0: * Item 4: $180000 * Home 6: $200000 * Bidder 1:

* Home 5: $190000 * Construction 7: $240000 * Bidder 2: * Property 2: $160000 Here is your
current priority scale of all the items:[{'Property 3': 3}]. Here is a profiling of your
competitors' personas. A higher weight for a particular item type suggests that a bidder is
more likely to bid on items of that type: {'Bidder 2': {'First-Time Homebuyers': -0.45, '
Upgrade to a Larger Home': -0.85, 'Downsizing': -0.2, 'Investment Buyers': -0.2, 'Relocation
for Work': -0.05, 'Vacation Homes': -0.1, 'Eco-Conscious Buyers': -0.3, 'Urban Dwellers':
-0.05, 'Rural Home Seekers': -0.2, 'Multigenerational Living': -0.92}, 'Bidder 1': {'First-
Time Homebuyers': 0.01, 'Upgrade to a Larger Home': 0.4, 'Downsizing': -0.05, 'Investment
Buyers': -0.1, 'Relocation for Work': 0.0, 'Vacation Homes': -0.25, 'Eco-Conscious Buyers':
-0.25, 'Urban Dwellers': -0.45, 'Rural Home Seekers': -0.45, 'Multigenerational Living':
0.28}}"

User: Identify your budget and priority for current item. Keep in mind that the priority list
contains all remaining items in auction, make sure to save enough budgets for high-priority
items in future. Base on the competitor profiling, predict their priority for the current
item. Leverage their preferences to achieve your goal: Win your high-priority items while
having a high overall profit at the end of the auction.\n\nClearly decide either bid or
withdraw on the current item by saying 'I recommend to bid' or 'I recommend to withdraw'. If
your budget is below (current bid + minimum increase), you MUST withdraw.

Figure 12: Train data example for Reinforced Finetuning (RLAct).
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Judge Prompt

You are an all-knowing evaluator with complete knowledge of the auction environment. Below are
two candidate responses generated by a bidder, attempting to decide how to act in the current
scenario:

{Llama candidate 1}
{Llama candidate 2}

You also have access to the following "ground truth" information, which includes each bidder's
true profile and the full list of items with their associated traits and true market values:
{true persona, item market values}.

Please evaluate which candidate provides the better response using the following criteria:
1. Factual consistency with the auction scenario and the bidder's persona and budget.
2. Effective interpretation and leverage of competitor profiles and current bidding dynamics.
3. Insightfulness - does the response discover unconventional strategies?

First, provide your evaluation by scoring each of the candidate based on the following metric.
Score 1: The candidate has illegal bids, such as treat the starting price as price ceiling,

increase the bid by an amount less than the minimum increase, or state the remaining budget
wrong.

Score 2: The candidate has inaccurate understanding or interpretation on budget and priority-list
planning, or anything inconsistent with the *ground truth* information. The competitor
persona analysis is not aligned with the given prosona profile dictionary.

Score 3: The candidate is correct but too verbose, general or vague. Give long irrlevant
suggestions such as continuing observing...

Score 4: The candidate is generally correct in competitor personas and budget analysis according
to the *ground truth* information, but did not leave enough budget for future high-priority
items.

Score 5: The candidate is completely correct in competitor personas and budget analysis according
to the *ground truth* information. Its suggestion is specific and clear, and considers the
future high-priority items.

Then provide a brief explanation of why you scored them this way.
Output Example: 'Reason: ... Hence: {{"Candidate 1": 4, "Candidate 2": 1}}'
YOUR SCORE must be in the format of a dictionary with the keys "Candidate 1" and "Candidate 2"

and the values being the scores from 1 to 5:

Figure 13: Judge instruction for Reinforced Finetuning (RLAct).
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