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Abstract

We introduced PERCOR—Persian
Commonsense Reasoning—the first large-scale
Persian benchmark for commonsense reason-
ing. PERCOR contains 106K multiple-choice
sentence-completion problems drawn from
more than forty news, cultural and other web
sources. We adopt a linguistically grounded,
conjunction-based segmentation strategy
to generate coherent prefix—continuation
pairs. To create challenging distractors, we
propose DRESS-AF—Distractor Ranking via
Embedding Similarity Scoring and Adversarial
Filtering—a  generation-free  adversarial
filtering method that selects distractors from
the pool of gold continuations while max-
imising model confusion. Human annotators
score 89% on PERCOR, while OpenAI-o03
achieves the highest performance at 92.18%,
followed closely by Claude-Sonnet-3.7
(91.17%). The strongest open-source model,
DeepSeek-R1, reaches 82.51%, underscoring
both the dataset’s difficulty and the remaining
performance gap in Persian commonsense
reasoning. We further show that DRESS-AF
transfers to the English HellaSwag benchmark,
increasing its difficulty without hurting
human solvability. The dataset is available
at https://huggingface.co/datasets/
MCINext/PerCoR.

1 Introduction

Commonsense reasoning is a critical capability
in natural language understanding, enabling mod-
els to draw inferences, disambiguate meaning,
and interpret implicit knowledge. While large
language models (LLMs) have shown remark-
able progress across various tasks, their perfor-
mance on commonsense reasoning—particularly
in structured formats like multiple-choice sentence
completion—remains limited (Sap et al., 2020b).

"Equal contribution.
*Corresponding author.

Jlgaw

IO A O T PP S e
o jlan

ladiyE

Il (sl g S @ )3 ) 048 Jolgen O3S Ol frange 5 0I5 s S @150 5| Syl 55 ()
il S 5 ot (Sl (quslin 43S W13 s 0 I sy (5153 4S Jud Sl cafluly b Jolus (¥

1 Gl S Sls 9 T S sl 548 Cgior ) pBlana Glo Y53 Curdga Oliwa (T

K bl QBT plax S5 5 diiliays (o ) sy 55 Jolho 3 9 1y Uorls 53 ) O3y 9 S5 )8 e wilgis (¥

Question:

Qeshm’s weather, especially on spring nights, is pleasant. Walking along the shore in the spring breeze
is sure to delight any traveler. If you're in Qeshm a few days after Nowruz, | recommend going for
some nighttime exploration. For example:

Choices:

1) young people's night camps and their music often break the silence of Qeshm's beaches—and it's
energizing!

2) beaches or shopping centers, places without strict rules can also be good options to wander.
3) Winter is a good time to visit the southern part of the country due to its spring-like weather.

4) you could simply do nothing, spending your day on the beach under the sun, and treat yourself to a
proper sunbath.

Figure 1: An example from the PERCOR dataset. The
passage discusses the pleasant spring weather in Qeshm
and recommends nighttime exploration. The correct
answer (written in Green) refers to night camps and
music breaking the beach’s silence, while other options,
though plausible in isolation, lack relevance to the im-
mediate context.

To benchmark and improve this ability, several
datasets such as SWAG (Zellers et al., 2018),
HellaSwag (Zellers et al., 2019), and Common-
senseQA (Talmor et al., 2019) have been proposed.
However, these benchmarks are overwhelmingly
English-centric, leaving a significant gap in re-
sources for evaluating and improving common-
sense reasoning in low-resource languages.

Despite recent progress in Persian NLP through
resources such as PARSINLU (Khashabi et al.,
2021), PersianQA (Ayoubi, 2021), and PQUAD
(Darvishi et al., 2023), Persian remains a low-
resource language for high-level reasoning tasks,
particularly commonsense inference. This leaves a
significant gap in evaluating and advancing struc-
tured reasoning capabilities in this language. To ad-
dress this limitation, we introduce PERCOR—the
first large-scale Persian commonsense reasoning
dataset in multiple-choice sentence—completion for-
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mat. Constructed from over 40 diverse Persian
websites, PERCOR captures a broad range of do-
mains and linguistic styles. We formulate each
instance as a sentence prefix followed by four com-
pletion candidates: one correct and three distrac-
tors. Instead of relying on simple rule-based meth-
ods for sentence segmentation, we generate sen-
tence—completion pairs by splitting at conjunctions,
promoting natural flow and semantic coherence.
This connective-driven formulation is related to
prior work that uses discourse markers for infer-
ence and sentence completion (Bhargava and Ng,
2022), but PERCOR applies this strategy at scale to
Persian and across diverse, non-narrative domains.
Unlike oversimplified strategies such as the one em-
ployed in SWAG (Zellers et al., 2018), which relies
on temporally grounded data like video captions,
our conjunction-based approach is applicable to a
wide range of textual sources. This enables broader
domain coverage and greater variability in sample
length, enhancing both the diversity and richness
of the dataset.

We further propose a novel distractor selection
strategy, DRESS-AF, which is a combination of
Adversarial Filtering (AF) (Zellers et al., 2019)
and Embedding-based ranking (Liang et al., 2018;
Chiang et al., 2022) methods. DRESS-AF avoids
LLM-based generations—thus sidestepping associ-
ated biases—and instead ranks completions using
embedding-based similarity metrics. These scores
are adversarially tuned to maximise model con-
fusion using Bayesian optimisation over a devel-
opment set, yielding difficult yet human-solvable
distractors.

PERCOR specifically targets discourse-level and
contextual commonsense reasoning. To select the
correct continuation, a model must infer the se-
mantic relation introduced by the conjunction (e.g.,
causal, contrastive, elaborative) and identify which
candidate maintains coherence with the preceding
context. Distractors are intentionally plausible in
isolation but violate these discourse constraints,
requiring models to integrate implicit world knowl-
edge with local coherence cues rather than relying
on shallow lexical matching.

An example is shown in Figure 1 illustrating
a key aspect of PERCOR dataset—candidates are
intentionally context-sensitive. While all options
may appear semantically valid in isolation, only
one logically follows from the passage. In this
case, the mention of “nighttime exploration” cues
the correct choice, requiring the model to interpret

implicit temporal references to succeed.

In summary, our key contributions are as fol-
lows: (1) we introduce PERCOR, the first large-
scale Persian commonsense reasoning dataset in a
multiple-choice sentence—completion format, span-
ning diverse domains and linguistic styles; (2) we
propose a conjunction-based extraction method that
enables natural and semantically coherent sample
generation from non-temporal texts; (3) we present
DRESS-AF, a language-agnostic, embedding-
based distractor generation approach that incor-
porates adversarial filtering to produce challeng-
ing yet human-solvable distractors—without rely-
ing on generative models; and (4) we benchmark
a broad set of state-of-the-art open- and closed-
source LLMs on PerCoR, establishing strong em-
pirical baselines for future work.

2 Related Work

Commonsense Reasoning Datasets. Numerous
English benchmarks have been introduced to eval-
uate commonsense reasoning in multiple formats.
SWAG (Zellers et al., 2018) and HELLASWAG
(Zellers et al., 2019) pose multiple-choice sentence
completion tasks based on narrative or descriptive
contexts. HellaSwag, in particular, uses adversar-
ial filtering to create distractors that are challeng-
ing for language models but easily solvable by hu-
mans. Cloze-style narrative continuation tasks such
as the STORY CLOZE TEST (Mostafazadeh et al.,
2016) also involve selecting a plausible continu-
ation, though they focus on narrative coherence
rather than connective-driven discourse inference.
Other benchmarks such as WINOGRANDE (Sak-
aguchi et al., 2021), COMMONSENSEQA (Talmor
et al.,, 2019), OPENBOOKQA (Mihaylov et al.,
2018), PIQA (Bisk et al., 2019), CosMo0s (Huang
et al., 2019), and SOCIAL IQA (Sap et al., 2019)
cover a variety of commonsense dimensions, in-
cluding physical reasoning, social dynamics, and
multi-hop inference. More recent efforts include
GLUCOSE (Mostafazadeh et al., 2020), a dataset
of causal explanations in short narratives, anno-
tated across ten dimensions of inferential knowl-
edge; COM2SENSE (Singh et al., 2021), which
evaluates a model’s ability to discriminate between
true and false commonsense statements in comple-
mentary pairs; and COMMONSENSEQA 2.0 (Tal-
mor et al., 2021), an adversarially curated yes/no
question dataset designed to be difficult for large
language models while remaining easy for humans.
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Figure 2: Overview of our dataset construction and distractor generation pipeline. The process consists of:
(a) collecting diverse Persian text data, (b) creating and filtering sentence-completion pairs, and (c) generating

challenging multiple-choice distractors using DRESS-AF.

Despite substantial progress, these benchmarks are
primarily designed for English, leaving a gap in
resources for other languages.

Distractor Generation Techniques. Creating
high-quality distractor candidates is crucial for
constructing reliable multiple-choice datasets (Al-
hazmi et al., 2024). Adversarial filtering (AF), used
in SWAG, HELLASWAG, and WINOGRANDE, it-
eratively removes easy distractors using a discrim-
inator model, resulting in semantically challeng-
ing options. Alternatively, retrieval-based methods
select distractors from external corpora or knowl-
edge graphs, ensuring topical relevance (Ren and
Zhu, 2021b). Recent work extends this by incor-
porating topic models to filter noisy candidates
from knowledge graphs like Probase (Ren and Zhu,
2021a). Embedding-based ranking selects distrac-
tors based on similarity in embedding space (Liang
et al., 2018; Chiang et al., 2022), while retrieval-
augmented generation leverages retrieved passages
and knowledge triplets to guide large language
models in producing diverse distractors (Chen et al.,
2023). Our proposed method, DRESS-AF, com-
bines these principles: we rank gold completions
using embedding-based similarity scoring and ad-
versarially optimise parameters to select distractors
that maximise model confusion.

Persian NLP Resources. Recent years have seen
a growing body of work on Persian NLP, but most
resources target core tasks such as machine trans-
lation, sentiment analysis, and reading compre-
hension. PARSINLU (Khashabi et al., 2021) in-
cludes benchmarks for Persian NLI, QA, and senti-

ment classification. FARSTAIL (Amirkhani et al.,
2023) is a natural language inference dataset, while
PQUAD (Darvishi et al., 2023) provides large-
scale reading comprehension benchmarks in the
SQuAD format. For more open-ended reasoning,
PERCQA (Jamali et al., 2022) is a community QA
dataset compiled from Persian web forums, con-
sisting of 989 real-world questions and over 21k
answers, designed for tasks like answer selection
and ranking. Although these resources enable eval-
uation of Persian understanding and reasoning, they
do not address commonsense reasoning specifically.
To the best of our knowledge, our work presents
the first large-scale Persian commonsense reason-
ing dataset, addressing a significant gap in low-
resource language evaluation.

3 The PERCOR Dataset

We adopt a three-stage pipeline to create the PER-
COR dataset: (1) Data Collection, in which raw
text segments are gathered from diverse sources;
(2) Sentence—Completion Creation, where sen-
tence—completion pairs are generated using our
novel conjunction-based method; and (3) Distrac-
tor Generation, where we apply our proposed
DRESS-AF algorithm to select challenging distrac-
tor candidates for each instance. An overview of
this pipeline is illustrated in Figure 2.

3.1 Data Collection

To construct our dataset, we begin by collect-
ing a diverse set of paragraphs spanning a
broad range of topics, ensuring that meaningful
sentence—completion pairs can be extracted for
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multiple-choice commonsense evaluation. For this
purpose, we leverage the Corpesia corpus (Sarmadi
et al., 2025), a large-scale resource built by crawl-
ing the main content (excluding advertisements and
irrelevant sections) from a wide variety of Persian
websites. The raw data in Corpersia is cleaned
through rule-based filtering to remove boilerplate
artifacts—such as author names, timestamps, and
footers—while preserving the original paragraph
structure and maintaining document-level segmen-
tation, including title identification.

To generate sentence—completion pairs, we se-
lect a subset of websites from Corpersia that cover
a broad spectrum of topics (detailed in Section 4.1).
We discard any paragraph with fewer than 50 char-
acters to ensure the textual quality and context rich-
ness. Finally, we sample up to 200,000 paragraphs
from each selected website to be used as the source
for extracting sentence—completion pairs.

3.2 Sentence—Completion Creation

Rather than relying on conventional techniques
such as those employed in SWAG (Zellers et al.,
2018), which depend on temporally coherent data
(e.g., video captions), we adopt a linguistically
grounded strategy based on conjunctions to ex-
tract sentence—completion pairs from static text.
Specifically, we begin by curating a list of 49 high-
frequency conjunctions in Persian. To ensure con-
sistency and reduce sparsity, we remove conjunc-
tions that appear fewer than 500 times in the corpus.
Importantly, all excluded items have semantically
equivalent counterparts in the retained set, preserv-
ing the expressivity of the conjunction space. The
final list of conjunctions, along with their English
translations, is presented in Figure 8. To main-
tain balanced representation across conjunctions
and avoid dominance by high-frequency items, we
sample up to 4,000 instances per connective. If a
conjunction occurs fewer than 4,000 times, we in-
clude every instance. For semantically ambiguous
conjunctions—those that may not always function
as true connectives in contexts—we increase our
oversampling multiplier so that the filtered data
retains a sufficient number of valid usages.

To ensure that the sentence—completion split oc-
curs at an informative and coherent boundary, we
define a valid character span within which conjunc-
tions are considered—ranging from a minimum
of 50 to a maximum of 250 characters from the
start of the paragraph. The lower bound ensures
that the prefix contains sufficient context for predic-

tion, while the upper bound prevents overly long
or semantically overloaded prefixes. Once a valid
conjunction is found within this range, we check
the character length of the clause following it. If
the length is below a threshold of 150 characters,
the paragraph is split at that conjunction to form a
sentence—completion pair. Otherwise, the search
continues with other conjunctions in the span. This
ensures that the completion segment remains con-
cise and focused.

To further validate the quality of extracted pairs
, we perform a lightweight filtering step using the
GPT-40-mini model. Specifically, the model is
used for two binary classification checks: (1) veri-
fying that the identified conjunction functions as a
true discourse connective (since some Persian con-
junctions may be contextually ambiguous), and (2)
ensuring that the completion segment is a syntac-
tically and semantically complete sentence. Since
the model is only used for verification, not gen-
eration, it does not introduce generation-related
biases into the data. Additional details regarding
this filtering process are provided in Appendix A.1.

3.3 Distractor Generation

To avoid introducing any biases associated with
language model generations, we select distractor
options from the set of gold completions belong-
ing to other samples, rather than generating them
via an LLM. Let x; and y; be the embedding of
the sentence and completion, respectively. We
define a score s;'-, representing the suitability of
completion; as a candidate option for sentence;, as
follows:

Sé‘ = acos(Xi,yj) + ﬁCOS(Yian)
+ (1 —a— pB)cos(z;,y;),

where «, 5 € [0,1] are tunable coefficients that
balance the contributions of each similarity term,
cos(+, -) denotes cosine similarity, and z; refers to
the embedding of concatenation of the sentence and
its gold completion. Using a held-out development
set, we compute s§ for each sample pair ¢ within
the development set and all candidates j within
the whole data (not only in the development set).
Based on these scores, we sort the candidates in
descending order, exclude the gold completion y;,
and uniformly sample three distractors from the
next k-best candidates. This process yields a 4-way
multiple-choice instance for each sentence in the
held-out set, constructed dynamically according to
the current values of « and (5.

ey
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We optimize « and (8 via adversarial filtering:
for a given (v, 3), we build the provisional dataset
from the held-out development set, measure the
accuracy of an LLM on it, and use that accuracy
as the objective in a Tree-structured Parzen Es-
timator (TPE) Bayesian optimization over c tri-
als. Although the search space is low-dimensional,
TPE is known for its strong empirical performance
and sample efficiency in hyperparameter tuning
tasks, and has been widely adopted in AutoML
and deep learning optimisation pipelines (Watan-
abe, 2023).!. The optimal (a*, 3*) are then used
to generate our final dataset. To construct the PER-
COR dataset, we set ¢ = 30 and &k = 20. We
employed the HAKIM embedding model (Sarmadi
et al., 2025), as it demonstrated the best perfor-
mance on FAMTEB (Zinvandi et al., 2025), a com-
prehensive benchmark for Persian text embeddings.

We refer to this method as DRESS-AF (Dis-
tractor Ranking via Embedding Similarity Scoring
and Adversarial Filtering). DRESS-AF constructs
multiple-choice questions by scoring all candidate
completions using the embedding-based metric de-
fined above, and then adversarially optimising the
scoring parameters to select the most challenging
distractors. Importantly, the adversarial nature of
DRESS-AF ensures that the selected distractors
increase question difficulty—but it does not guar-
antee overall dataset quality or standardness. In
practice, two hyperparameters play a key role in ad-
justing the difficulty: ¢, the number of optimisation
trials, and k, the number of top-ranked distractor
candidates (after excluding the gold completion)
from which three distractors are randomly sampled.
While DRESS-AF aims to generate difficult exam-
ples for evaluation, human oversight may still be
required to discard samples that are excessively
ambiguous or unsolvable, ensuring that the final
dataset remains reliable and informative.

We hypothesise that the set of gold completions
across all samples is sufficiently diverse to serve
as a reliable pool of distractor candidates. This as-
sumption enables us to avoid synthetic generation
altogether and sidestep potential biases introduced
by LLM outputs. In Section 4, we empirically vali-
date this hypothesis by showing that several strong
LLMs consistently achieve below 80% accuracy
on our dataset. This confirms the overall challenge
posed by the distractors selected via DRESS-AF.

'We employed the implementation of TPE in the Optuna
library (Akiba et al., 2019).

Furthermore, evaluations conducted by human an-
notators on a subset of the data yield accuracies
around 90%, providing additional evidence that the
questions are both plausible and solvable, albeit
non-trivial.

4 Experiments

We structure our experiments in three phases: first,
we analyse the PERCOR dataset by examining
token-length distributions and covered topics and
domain; second, we evaluate DRESS-AF’s ability
to craft challenging distractors for the sentence-
completion pairs in the HellaSwag dataset, demon-
strating the generality of our method in generating
strong distractors without relying on generative
models, and also its applicability beyond Persian;
third, we benchmark 32 large language models on
the dataset in a zero-shot setting to gauge their
out-of-the-box performance. Further experiments
regarding the effect of input length and also few-
shot evaluation are provided in Appendix B.2, B.3.

4.1 Dataset Statistics

The dataset is divided into three splits: training
(86,217 samples), validation (10,000 samples), and
test (10,000 samples). Each sample consists of an
uncompleted text and four candidate completions.
The average sentence length is 129.23 characters
and 41.78 tokens, while the average completion
length is 93.24 characters and 30.08 tokens. Com-
pletion statistics are computed by first averaging
the length (in characters and tokens) across the
four candidates within each sample, and then tak-
ing the mean over all samples. Token lengths are
calculated using the GPT-4o-mini tokeniser via the
tiktoken library (OpenAl, 2023).

To ensure linguistic and topical diversity in our
dataset, we collected raw Persian text data from
over 40 distinct websites spanning a broad range
of domains. These include news and current af-
fairs (e.g., ISNA, KhabarOnline, YJC), technol-
ogy and digital media (e.g., Digiato, Zoomit),
religion and culture (e.g., Hawzah, WikiShia,
Wiki Ahlolbait), lifestyle and health (e.g., Nin-
iSite, Doctoreto, Namnak), economy and busi-
ness (e.g., EqtesadOnline, Ecoiran, Digikala Mag),
travel and leisure (e.g., Hamgardi, Alibaba), educa-
tion and self-improvement (e.g., Fidibo, Taaghche,
Motamem), and sports and entertainment (e.g.,
Varzesh3, VIPofilm). In addition, user-generated
content platforms like Virgool contribute informal
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and diverse writing styles. This domain variety
enables broad coverage of content structures, writ-
ing registers, and topics, making the dataset a rep-
resentative resource for real-world commonsense
reasoning in Persian.

4.2 Effectiveness of DRESS-AF in Distractor
Generation

4.2.1 PerCoR Dataset

To evaluate the effectiveness of our proposed dis-
tractor generation method during the construc-
tion of the dataset, we track the performance
of the GPT-40-mini model on the provisional
datasets constructed during the optimization pro-
cess. Specifically, we run ¢ = 30 trials, where in
each trial we use a different pair of («, 3) coeffi-
cients to generate distractors based on the scoring
function defined in Section 3. Our goal is to ad-
versarially reduce the model’s accuracy—i.e., to
identify distractor settings that make the multiple-
choice task more challenging. Among the c trials,
we select the (a*, 5*) pair corresponding to the
lowest model accuracy for use in the final dataset
construction.

Figure 3 shows the model’s accuracy across the
30 trials. For the first 10 trials, we use random
initialization to encourage exploration; from trial
11 onward, we apply the Tree-structured Parzen
Estimator (TPE) algorithm for guided search. We
plot the accuracy along with a rolling standard de-
viation (window size = 3) to visualize exploration
dynamics. As seen, the variance is initially high
due to random sampling, then decreases as the opti-
mization converges. The lowest observed accuracy
occurs at trial 20, indicating the most adversarial
configuration found by DRESS-AF.

4.2.2 HellaSwag Dataset

To further demonstrate the effectiveness and gener-
ality of DRESS-AF in generating challenging dis-
tractor candidates without introducing generation-
induced biases from LLMs, we apply the method to
a non-Persian benchmark: the HellaSwag dataset
(Zellers et al., 2019). Specifically, we take the vali-
dation split of the HellaSwag dataset, then use its
sentence—completion pairs (i.e., the context and
gold ending) as inputs to DRESS-AF, showcasing
the method’s language-agnostic applicability.

To evaluate the extent to which DRESS-AF al-
lows control over distractor difficulty, we construct
two new variants of HellaSwag. In the first (harder)
version, for each sample, we randomly sample

-®- Accuracy
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Figure 3: Accuracy of GPT-40-mini on the provisional
dataset, during the construction of the PerCoR dataset.
DRESS-AF tries to find the best coefficients within 30
trials. The first 10 trials use random sampling, followed
by TPE-based search. The lowest accuracy (trial 20)
corresponds to the selected distractor configuration.

three distractors from the top 10 highest-scoring
candidates based on the embedding similarity score
(excluding the gold completion). In the second (eas-
ier) version, we exclude the top 3 candidates (and
the gold completion if it is not among them), then
sample three distractors from the next top 20. For
both versions, we run ¢ = 30 optimisation trials to
find the best (o, 3) parameters via the DRESS-AF
procedure. For both variations, we employed Jina-
v3 (Sturua et al., 2024) as the embedding model.
Figure 4 shows the accuracy of GPT-40-mini
on provisional datasets over the 30 trials during
the tuning process of («, ). The observed trend
resembles the Persian setup in Figure 3: during the
initial 10-15 randomly sampled trials, variance is
high due to exploration; afterward, performance
stabilises as TPE converges. Using the best-found
(a, B), we finalise the two dataset variants. We then
evaluate both closed-source (GPT-40-mini) and
open-source (Gemma-3-27B-it) models on these
variants, as well as on the original HellaSwag, to as-
sess how distractor difficulty affects performance.
Figure 5 presents model performance across
three versions of the HellaSwag dataset: the orig-
inal, an easier variant, and a harder one—both
constructed using DRESS-AF. As expected, accu-
racy decreases as the distractor difficulty increases,
demonstrating the method’s effectiveness in pro-
ducing more challenging distractors. Notably, both
GPT-40-mini and Gemma3-27B-it exhibit the low-
est accuracy on the harder variant, indicating that
DRESS-AF successfully identifies distractors that
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Figure 4: Accuracy of GPT-40-mini on the provisional
dataset across 30 trials during DRESS-AF optimisation
on sentence—completion pairs from HellaSwag. The
left plot corresponds to the harder version, with distrac-
tors sampled from the top 10 candidates. The right plot
corresponds to the easier version, where the top 3 candi-
dates are excluded and distractors are sampled from the
next top 20.

B GPT-40-mini
086 Gemma3-27B-it

original HelaS"e casier RN warder Hell2s"ed

Dataset Variant

Figure 5: Accuracy of GPT-40-mini and
Gemma3-27B-it, representing closed- and open-
source models respectively, across three HellaSwag
variants. DRESS-AF was used to generate distractors
for the easier and harder variants.

are more confounding for models.

The performance difference between the easier
and harder versions can be attributed to the dis-
tractor sampling strategy. In the easier variant, we
exclude the top three most confounding candidates
and then randomly select from the next top 20.
This design favours broader semantic differences
between gold and distractor completions. In con-
trast, for the harder variant, we randomly sample
distractors from the top 10 candidates, making the
distractors more semantically similar to the correct
answer and hence more difficult.

While increasing distractor difficulty is desir-
able, it is equally important that the dataset re-
main answerable and free of generation-induced
artifacts. To assess this, we conduct a human eval-
uation on a 200-sample subset of each variant. On
the original HellaSwag, human accuracy is 90%.
This remains nearly unchanged on the easier vari-

ant (89.5%) and decreases only modestly on the
harder one (83%). In contrast, model accuracy
drops much more sharply: for Gemma-3-27B-it
and GPT-40-mini, performance decreases by 57
points on the easier set and by 14-16 points on
the harder set (Figure 5). This asymmetry indi-
cates that models were partially exploiting stylis-
tic or fluency artifacts present in the original LM-
generated distractors—artifacts that humans did
not rely on. By selecting distractors from real
human-written continuations, DRESS-AF reduces
such generation-related biases and forces models
to rely more on contextual and commonsense rea-
soning. At the same time, the modest change in
human accuracy confirms that the resulting distrac-
tors remain human-solvable. In sum, DRESS-AF
increases difficulty while maintaining dataset in-
tegrity and provides a more robust evaluation signal
than generation-based AF methods.

4.3 Model Results on PERCOR

To assess the out-of-the-box commonsense abil-
ities of modern LLMs in Persian, we evaluated
12 closed-source and 20 open-source models in a
zero-shot, multiple-choice setting. Each model
was prompted in Persian to return only the index
of the correct option. We report: (1) Strict Ac-
curacy—exact match on the raw output, and (2)
Post-Processed Accuracy—after applying a sim-
ple regex to extract the final digit 1-4, recovering
correct answers when extra justification is included.
The model results appear in Table 1.

Overall, closed-source models dominate:
OpenAI-o03 (OpenAl, 2025b) tops the leaderboard
at 92.18 %, followed by Claude-3.7-Sonnet (An-
thropic, 2025) (91.17 %) and GPT-4.1 (OpenAl,
2025a) (88.39 %); the best open-source checkpoint,
DeepSeek-R1 (DeepSeek-Al et al., 2025a), reaches
82.51 %, trimming the gap to roughly 10%, while
most open-source peers fall between 60 % and
80 %. Human majority-vote accuracy on PERCOR
is 89 % (details in Appendix B.4), so only 03 and
Sonnet currently exceed non-expert annotators per-
formance. Despite strong aggregate performance,
top-performing models still exhibit occasional
failures on nuanced reasoning cases—several
examples are provided in Appendix 2?.

Formatting sensitivity is revealed by the gaps
between Strict and Post-Processed accuracy:
e.g., GPT-40 (OpenAl, 2024) from 78.32% to
86.65% (+8.3%), LLaMA-3.3-70B (Grattafiori
et al., 2024) from 11.23% to 79.56% (+68.3%),
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Aya-Expanse-32B (Dang et al.,, 2024) from
5.85% to 63.27% (+57.4%), and DeepSeek-V3
(DeepSeek-Al et al.,, 2025b) from 51.15% to
82.41% (+31.3%). Large difference indicates that
the model often embeds the correct answer in ex-
tra prose; shallow post-processing recovers more
than 60% of hidden accuracy for some models. In
contrast, other models show consistent and simi-
lar accuracies, indicating strong adherence to the
required output format.

Within individual open-source families, accu-
racy generally scales with parameter count: the
Gemma3 (Team et al., 2025) series improves from
26% (1B) to 76% (27B), Qwen-3 (Yang et al., 2025)
from 50% (4B) to 76.5% (32B), while Mistral
(Jiang et al., 2023; Mistral Al, 2025) lags (7B in-
struct: 30%; 24B “Small-3.1”: 69%). Command
A (Cohere et al., 2025) outperforms its predeces-
sor Command R (Cohere, 2024) (79.8 % vs. 60.0 %),
likely due to its significantly larger parameter count
and improved multilingual alighment—especially
in Persian. The LLaMA-3.2 instruction variants
(1B/3B) underperform (<25%), yet the 70B variant,
after post-processing, rivals Gemma3-27B. These
trends confirm that parameter count alone is in-
sufficient; alignment strategy and prompt-format
robustness are equally critical on PerCoR.

Closed-source  diversity also  emerges:
03 > GPT-4.1 > GPT-40 suggests benefits
from more advanced architecture and reasoning
abilities. While OpenAI-o4-mini belongs to the
same “‘o-series” family, it underperforms o3 by a
notable margin (85.5 % vs. 92.2 %), potentially due
to architectural simplifications or instruction tuning
compromises aimed at latency and efficiency. The
superior performance of Gemini-Flash-2.5 over
Flash-2.0 and Flash-Lite-2.0 (Comanici et al.,
2025) reflects incremental training improvements;
and Claude-3.7-Sonnet (91.2%) outperforming
Claude-3.5-Haiku (Anthropic, 2024) (71.6%)
aligns with Anthropic’s published capability tiers.

To  further investigate the  potential
of instruction-tuned open models, we
fine-tuned LLaMA3.3-70B-Instruct and

Qwen3-32B-Instruct by applying LoRA
(Hu et al., 2022) on the attention layers, leveraging
only 10 % of the training data (8,000 samples) for a
sequence classification objective. Despite its poor
zero-shot performance on strict accuracy (11.23 %),
the fine-tuned LLaMA3.3-70B-Instruct achieved
an accuracy of 86.82 %, while Qwen3-32B reached
85.64 %—both surpassing DeepSeek-R1 (82.51 %)

Table 1: Accuracy of closed-source and open-source
models on the test split of the PERCOR dataset.

Group Model | Str Acc PP Acc
GPT-40-mini 75.98 75.98
GPT-40 78.32 86.65
GPT-4.1-nano 54.94 54.94

3 GPT-4.1-mini 77.12 77.12
5 GPT-4.1 88.39 88.39
R OpenAl 03 92.18 92.18
"é OpenAl 04-mini 85.51 85.51
g Gemini 2.0 Flash-Lite 81.43 81.43
o Gemini 2.0 Flash 86.38 86.38
Gemini 2.5 Flash 87.17 87.14
Claude 3.5 Haiku 71.60 71.60
Claude 3.7 Sonnet 91.17 91.17
Gemma 3n-E4B-it 59.15 59.15
Gemma 3-1B-it 25.99 25.99
Gemma 3-4B-it 48.32 48.32
Gemma 3-12B-it 70.94 70.94
Gemma 3-27B-it 76.28 76.28
Mistral 7B Instruct v0.3 30.11 30.15
Mistral Small 3.1 24B Instruct 68.94 68.94
® LLaMA 3.2 1B Instruct 0.79 24.12
E LLaMA 3.2 3B Instruct 25.17 25.21
3 LLaMA 3.3 70B Instruct 11.23 79.56
& Aya Expanse 32B 5.85 63.27
2 Command R-v01 60.0 60.0
© Command A 79.81  79.84
Qwen 3-4B 50.33 50.33
Qwen 3-8B 54.37 54.37
Qwen 3-14B 69.58 69.58
Qwen 3-30B-A3B 68.80 68.80
Qwen 3-32B 76.54 76.54
DeepSeek-V3 51.15 82.41
DeepSeek-R1 82.51 82.51
and DeepSeek-V3 (82.41%), the strongest

open-source models in our zero-shot evaluation.
This result highlights the latent capability of
instruction-tuned LLMs and demonstrates that
even lightweight, resource-efficient fine-tuning can
substantially improve both task performance and
output format adherence. Full fine-tuning details
are provided in Appendix B.5.

4.4 Qualitative Error Analysis

Despite strong overall performance, even top mod-
els occasionally fail on examples requiring subtle
syntactic, temporal, or discourse-level reasoning.
Appendix Figures 14-17 present four illustrative
failure cases in which the model-selected contin-
uation is semantically implausible, grammatically
incompatible, or violates the discourse relation im-
plied by the conjunction. Each example includes a
brief explanation of why the chosen option is incor-
rect and why the gold continuation better satisfies
the coherence constraints. These qualitative obser-
vations reveal failure patterns that are not apparent
from aggregate accuracy alone and highlight the
value of PERCOR for probing nuanced reasoning
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and alignment behaviours in large language mod-
els.

4.5 Transferability to Persian QA

Prior work such as SOCIAL IQA (Sap et al., 2019)
and WINOGRANDE (Sakaguchi et al., 2021) has
demonstrated transferability by fine-tuning models
on a commonsense benchmark and evaluating on
other reasoning tasks (e.g., COPA (Gordon et al.,
2011) and KNOWREF (Emami et al., 2019)). Such
evaluation is not currently feasible in Persian, as
PERCOR is the first structured commonsense rea-
soning benchmark in the language. We hope PER-
CoR will serve as a foundation that enables similar
cross-task studies in the future. To provide an ini-
tial signal of transferability under current resource
constraints, we evaluate on PQUAD (Darvishi
et al., 2023), a Persian extractive QA benchmark in
which many queries require implicit inference and
bridging context. We fine-tune Qwen3-32B using
LoRA with a causal language modelling objective
on PERCOR, then zero-shot evaluate both the base
and fine-tuned models on the PQUAD test set (964
examples) using Exact Match (EM), ROUGE-L
(Lin, 2004), and BLEU (Papineni et al., 2002).

Fine-tuning on PERCOR yields a small im-
provement in EM (25.21—26.56), but substantially
increases ROUGE-L (19.27—29.69, +10.4) and
BLEU (16.00—23.98, +7.9). These gains suggest
that the discourse-level coherence learned from
PERCOR transfers to extractive QA settings where
models must integrate contextual cues with implicit
knowledge. We view this as an encouraging early
signal of transferability and include it to under-
score PERCOR’s utility beyond its primary role as
an evaluation benchmark.

In summary: (i) while PERCOR is approach-
able for top proprietary systems, it remains chal-
lenging for open-source models—only two mod-
els exceed 90 % accuracy, whereas the strongest
open-source model still trails by approximately
ten points; (ii) post-processing is often essential
for revealing latent reasoning ability in models
that express answers in free-form text rather than
the required label format; (iii) reasoning-oriented
alignment matters—OpenAI-o3 leads all systems,
and DeepSeek-R1 surpasses DeepSeek-V3 in strict
accuracy due to stronger format adherence; (iv)
lightweight task-specific fine-tuning remains highly
effective, with small adaptations outperforming the
strongest open-source zero-shot baselines; (v) even
top-performing models exhibit systematic mistakes

on examples requiring subtle syntactic, temporal,
or discourse-level reasoning, underscoring PER-
CoR’s diagnostic value; and (vi) the discourse-
level coherence captured by PERCOR shows early
signs of transferability to other Persian tasks, as
reflected in improvements on PQUAD.

5 Conclusion

We introduced PERCOR, a 106K-example bench-
mark that fills a major evaluation gap for com-
monsense reasoning in Persian. Our conjunction-
based extraction strategy yields natural sen-
tence—completion pairs from diverse prose, and
DRESS-AF selects challenging, human-written dis-
tractors while avoiding stylistic artifacts associ-
ated with LLM-generated options. Evaluating 32
models reveals a persistent ten-point gap between
the strongest open-source and proprietary systems,
while qualitative analysis exposes systematic fail-
ures on examples requiring subtle syntactic, tem-
poral, or discourse-level reasoning. Together with
early signs of transferability to downstream Persian
tasks, these results show that PERCOR provides a
robust benchmark, a fine-grained diagnostic tool,
and a valuable resource for transfer learning in low-
resource settings.

Future work will (i) extend our language-
agnostic pipeline to other languages by adapting
conjunction lists and applying DRESS-AF, and (ii)
conduct expert-based human evaluation to estab-
lish a high-quality gold standard for ambiguous
cases. We believe PERCOR will catalyse research
on multilingual commonsense reasoning and foster
the development of more robust, culturally-aware
language models.
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Limitations

Annotation As noted previously (see Section 4),
our annotations were conducted by human anno-
tators rather than human experts. While this ap-
proach is sufficient for broad evaluations, relying
on expert annotators would likely yield more ac-
curate and reliable assessments, particularly for
complex or ambiguous cases. Moreover, we could
have annotated a larger portion of the dataset to ob-
tain a more robust and reliable estimate of human
accuracy. Additionally, we could have adopted a
standard annotation strategy similar to the one used
in HellaSwag (Zellers et al., 2019), which involves
multiple rounds of human validation and a larger
set of possible answers to choose from. However,
this approach requires substantially more human
effort and coordination, making it more resource-
intensive.

Multilingual Given that the proposed method is
largely language-agnostic, we could have extended
the algorithm to other languages to construct a
multilingual commonsense reasoning dataset. This
would have involved creating lists of conjunctions
in each target language for the sentence-completion
step, followed by applying the DRESS-AF algo-
rithm accordingly.

Ethics

License In accordance with OpenAl’s Terms of
Use, “as between you and OpenAl... you (a) retain
your ownership rights in Input and (b) own the
Output. We hereby assign to you all our right, title,
and interest, if any, in and to Output™?.

Google Gemini’s terms distinguish between
paid vs unpaid usage: under paid/enterprise tiers,
Google does not use submitted prompts or outputs
to train its models and customers retain ownership
of both input and output®. Under unpaid or free
tiers, Google may use content for product improve-
ments, and retention policies differ.

Anthropic’s Claude Terms grant users ownership
of all generated outputs: “subject to your compli-
ance with our Terms, we assign to you all of our
right, title, and interest—if any—in Outputs™*.

Based on these platform policies, we acknowl-
edge that—under the Terms of Use for OpenAl,

2https ://openai.com/policies/
row-terms-of-use/

3https ://ai.google.dev/gemini-api/terms

*https://terms.law/2024/08/24/

who-owns-claudes-outputs-and-how-can-they-be-used/

Google Gemini (paid/enterprise tiers), and An-
thropic Claude—users retain ownership of both
prompts (inputs) and generated outputs, and that
the Al-produced text used in this research was ob-
tained and employed ethically within those licens-
ing frameworks.

Furthermore, we confirm that the outputs gen-
erated from the model were not used to train or
develop models that compete with These Models.
All content and model-generated assistance were
applied solely for academic and illustrative pur-
poses in the context of this research.

To generate the PerCoR dataset, we utilized tex-
tual data extracted from over 40 publicly accessible
websites. All selected sources were openly avail-
able and did not impose restrictions that would
preclude academic or non-commercial use.

Harmful content To curate our dataset, we se-
lected sources with minimal sexual content and
hate speech to maintain ethical standards. However,
due to the complexities of open-domain language
and commonsense reasoning tasks, we cannot guar-
antee the absence of social biases. As noted in
prior work (Sakai et al., 2024; Rajani et al., 2019;
Sap et al., 2020a), it remains challenging to deter-
mine when content that reflects commonsense also
constitutes social bias.
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A Dataset Creation

A.1 Sentence-Completion Filtering

Figure 7 presents a list of Persian conjunctions that
exhibit semantic ambiguity. To address this, we
employ GPT4o-mini using a binary classification
prompt (shown in Figure 6) to filter out sentences
in which the conjunction is used with a meaning
other than the intended one. The final proportion of
retained data for each connective after this filtering
step is also reported in Figure 7.
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You are given a text. There is a Conjunction in this text, marked as
{conj}. The text is divided into two parts: before and after the
conjunction.

Now, determine whether the conjunction in this context is used as a
true coordinating word (i.e., in its actual grammatical role as a
conjunction) or not.

Output only Yes or No.

## Input Text:
{text}

Figure 6: The prompt that we used for GPT40-mini to
detect the ambiguity of conjunctions.
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Figure 7: The number of data instances with ambiguous
conjunctions before and after filtering with the GPT4o-
mini model.

Furthermore, we perform an additional pass over
the entire dataset using a second prompt (shown in
Figure 9) to identify structurally incomplete sen-
tence completions. At this stage, 12,117 out of
135,912 instances are flagged by the model as in-
complete and removed from the dataset accord-

ingly.

B Model Evaluation
B.1 Model Configurations

We conducted all evaluations using the vLLM infer-
ence engine for efficient serving of open-source
models. Each model was run on a single NVIDIA
A100 80GB GPU, except for LLaMA 3.2 70B In-
struct, which required two A100 80GB GPUs due
to its size. For DeepSeek variants, we used their
official API endpoints, as the open-source check-
points were not served locally.

B.2 Model Behaviour by Input Length

Owing to our conjunction-based segmentation strat-
egy, PERCOR samples exhibit a broad range of in-
put lengths. To assess how input length influences
model performance, we analyse the correlation be-
tween sentence length and model accuracy. As
shown in Figure 10, both GPT-40-mini and Gemma
3-27B-it exhibit improved accuracy as the number
of input tokens increases.

This trend suggests that longer sentence prefixes
provide more contextual cues, enabling models to
more reliably identify the correct completion. The
result highlights a natural advantage for models
when reasoning over richer, more informative con-
texts—an important factor to consider when design-
ing evaluation datasets for commonsense reason-
ing.

B.3 Few-Shot Performance

To assess model sensitivity to minimal supervision,
we conducted 1-shot and 5-shot evaluations on the
PerCoR dataset using GPT-40-mini and Gemma
3-27B-it. As shown in Figure 11, Gemma bene-
fits modestly from few-shot prompting, improving
from 76.28% (zero-shot) to 78.51% (1-shot) and
78.17% (5-shot). In contrast, GPT-40-mini exhibits
marginal or inconsistent gains, with accuracy fluc-
tuating around its zero-shot baseline of 75.98%.
These results highlight the robustness of Gemma to
few-shot prompting and suggest that further gains
may require stronger prompt design or fine-tuning.

B.4 Human Evaluation

We used Label Studio (Tkachenko et al., 2020-
2022) to evaluate the accuracy on the test split of
the dataset. Each sample was annotated indepen-
dently by three human annotators. In cases where
at least two annotators agreed on the same label,
their consensus was taken as the final label, which
was then compared with the provided label. If all
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Figure 8: Treemap visualisation of conjunction words used to generate sentence—completion pairs. The area of each
block corresponds to the conjunction’s frequency in the dataset. Less frequently used conjunctions are shown in the

adjacent panel for completeness.
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You are given a text. You must determine whether this text ends
with a complete sentence or if it is cut off at the end.

If the text ends with a complete sentence, output only Yes.
Otherwise, output only No.

## Input Text:
{text}

Figure 9: The prompt that is leveraged by GPT40-mini
to filter out the incomplete pairs.

three annotators disagreed, the sample was consid-
ered incorrectly labelled. Importantly, annotators
worked independently and were not aware of each
other’s selections.

B.5 Model Fine-tuning on the Dataset

To evaluate the impact of fine-tuning on PER-
CoR, we selected two instruction-tuned open-
source models: LLaMA-3.3-7@0B-Instruct and
Qwen3-32B. The former was quantised to 4-bit pre-
cision, while the latter was trained using bfloat16.
We used a per-GPU batch size of 8 for LLaMA and 4

Figure 10: Accuracy of GPT-40-mini and Gemma 3-
27B-it as a function of input length. Longer prefixes
tend to improve accuracy by offering more contextual
information.

for Qwen3. Training was conducted for 2 epochs us-
ing 8 X A100 80GB GPUs with DeepSpeed (Rasley
et al., 2020) for distributed optimisation. We used
HuggingFace (Wolf et al., 2020) for training the
models.

Both models were fine-tuned using a Cosine
learning rate scheduler with an initial learning rate
of 5e-5 and a warmup ratio of 0.03. LoRA (Hu
et al., 2022) was applied to the g, k, v, and o pro-
jection matrices within the attention layers, with
hyperparameters =4 and a=8.

Figures 12 and 13 show the training loss, evalua-
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Few-shot Evaluation on PerCoR
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Figure 11: Accuracy of GPT-4o-mini and
Gemma3-27B-it on the PERCOR dataset under
zero-shot, 1-shot, and 5-shot settings.

tion loss, and evaluation accuracy over the course
of training for both models. Training took approxi-
mately 2.5 hours for LLaMA3. 3 and around 1 hour
for Qwen3.

Training and Evaluation Loss (Llama3.3-708) Evaluation Accuracy (Llama3.3-708)

09
— Train Loss — Eval Accuracy.
o Evalloss

o 50 100 150 200 250 0 50 100 150 200 250
step Step

Figure 12: Training/evaluation loss and evaluation accu-
racy during fine-tuning of LLaMA-3.3-70B-Instruct
on PERCOR.

Training and Evaluation Loss (Qwen3-32B) Evaluation Accuracy (Qwen3-328)
6 — Train Loss — Eval Accuracy.
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Figure 13: Training/evaluation loss and evaluation ac-
curacy during fine-tuning of Qwen3-32B-Instruct on
PERCOR.
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Question:
Clearly, Earth can support life, and it is likely that in the past, Mars also
Choices:

1) has been successful in this regard as well; such that the same design language, consisting of sharp and straight lines,
is also visible in the mouse.

2) has had such a condition.

3) has not been excluded from this matter, and this issue has been the subject of many articles and books, both during
his lifetime and after his death.

4) is now dry and desert-like, but there is abundant evidence showing that rivers, lakes, and seas once flowed on Mars.

Figure 14: An example from the PerCoR dataset where both Claude 3.7 Sonnet and GPT-4.1 incorrectly selected
Option 4 (highlighted in red). While Option 4 contains true statements about the current and past state of Mars, it
fails to form a coherent continuation when appended to the prompt. The question sets up a comparison referring
specifically to Mars’s past, expecting a grammatically and temporally consistent continuation. Option 2 correctly
completes the sentence with a minimal and coherent reference to Mars’s possible past habitability.
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Question:

This position is a combination of a football base and a cradle holder. Infants, while

Choices:

1) if a child shows strong defensive skills in football, the parents will surely point it out and praise them.
2) your child is encouraged to play while standing, and at the same time, practices using their hands.

3) they are referred to as "withdrawn children," and the main therapeutic program focuses on increasing their
interaction with the environment through multi-sensory stimulation.

4) they turn their body and legs to the side, lying down on the same side as the mother.

Figure 15: An example from the PerCoR dataset where both Claude 3.7 Sonnet and GPT-4.1 incorrectly selected
Option 2 (highlighted in red). Appending Option 2 to the prompt results in a grammatically broken and incoherent
sentence: “Infants, while your child is encouraged to play while standing...” — which abruptly shifts subject and
verb, making no syntactic or semantic sense. The phrase “Infants, while...” requires a continuation that describes a
physical or observational state of the infant. Only Option 4 satisfies this expectation with a coherent and contextually
appropriate description of the infant’s posture.
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Question:

In other words, due to the closure of many businesses, their income decreased, which in turn reduced the share of
payroll taxes in the government's tax revenue. On the other hand

Choices:

1) from the revenue generated, automakers paid part of their debt to parts manufacturers, but this plan had a negative
effect on the market and was therefore abandoned.

2) the continued pressure of rising costs, along with concerns about tax increases, has pushed many businesses—
especially in the service sector—to the brink of closure.

3) the share of wealth tax also increased due to the COVID-19 pandemic.

4) they were shut down due to widespread closures caused by the spread of the coronavirus.

Figure 16: An example from the PerCoR dataset where Claude 3.7 Sonnet and GPT-4.1 both incorrectly selected
Options 2 and 4, respectively. The sentence discusses how business closures led to a decline in payroll tax
contributions, and the phrase “On the other hand...” introduces a contrasting development that should remain within
the domain of tax revenue. While Option 2 is contextually plausible—highlighting economic stress—it shifts the
focus away from taxation. Option 4 is even less relevant, as it redundantly repeats the cause already stated in the
prompt (business closures due to COVID-19). In contrast, Option 3 presents a coherent and contrastive continuation:
despite payroll tax revenue declining, the share of wealth tax increased during the pandemic. This makes Option 3
the most topically and logically aligned completion.
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Question:

The X70 Pro Plus is considered the first phone in India with the Snapdragon 888 Plus chip and features an exceptional
camera. Nevertheless

Choices:
1) the Pro version of this phone, which seems a bit more affordable, uses the powerful Dimensity 1200 chipset.
2) as one might guess, there is no Pro version of the Poco M5 phone in the market.

3) last year and in current flagships, Microsoft used Qualcomm’s most advanced chipset, and it seems unlikely that it
wouldn’t do the same in the Surface Phone.

4) this is not Qualcomm’s newest and best flagship chip, but compared to the Snapdragon 778G Plus chip in the Nothing
Phone 1, it is a significant upgrade.

Figure 17: An example from the PerCoR dataset where Claude 3.7 Sonnet incorrectly selected Option 4 as the
answer. While Option 4 provides a comparison between chipsets, it fails to directly continue the original sentence,
which is about the X70 Pro Plus smartphone. The phrase ‘“Nevertheless...” sets up a contrast or qualification
specifically about the phone mentioned. Option 1 correctly continues this contrast by discussing the Pro variant of
the same phone and its different chipset—maintaining topical and grammatical coherence. In contrast, Option 4
shifts focus entirely to the chipset itself, breaking the discourse continuity and making it an incoherent continuation
1n context.
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