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Abstract
As large language models (LLMs) become
increasingly embedded in our daily lives,
evaluating their quality and reliability across
diverse contexts has become essential. While
comprehensive benchmarks exist for assessing
LLM performance in English, there remains
a significant gap in evaluation resources for
other languages. Moreover, because most
LLMs are trained primarily on data rooted in
European and American cultures, they often
lack familiarity with non-Western cultural
contexts. To address this limitation, our study
focuses on the Persian language and Iranian
culture. We introduce 19 new evaluation
datasets specifically designed to assess LLMs
on topics such as Iranian law, Persian gram-
mar, Persian idioms, and university entrance
exams. Using these datasets, we benchmarked
41 prominent LLMs, aiming to bridge the
existing cultural and linguistic evaluation gap
in the field. The evaluation results are publicly
available on our live leaderboard: https:
//huggingface.co/spaces/opll-org/
Open-Persian-LLM-Leaderboard

1 Introduction
Large Language Models (LLMs) have experienced
significant advancements in recent years, includ-
ing in real-world applications, even those that re-
quire in-field expertise, such as software develop-
ment (Jimenez et al., 2023; Sabouri et al., 2025),
law (Sun et al., 2024; Cheong et al., 2024), medical
science (Goyal et al., 2024; Kim et al., 2023), and
religious studies (Trepczynski, 2023). Researchers
attributed this surprising enhancement to emerging
capabilities that happen in bigger models during
training (Wei et al., 2022).

Nowadays, exploring what LLMs can’t do, as
opposed to what they can do, has become an in-
teresting topic of study which sheds light on fu-
ture development (Chen et al., 2024). One of

∗ Equal contribution.

these Achilles’ heels is when they require cultural
context to answer questions (Pawar et al., 2025).
This issue is echoed more boldly when analyz-
ing culture with limited internet-based data, such
as Iranian culture (Shamsfard et al., 2025; Hos-
seinbeigi et al., 2025a) and Persian language (Ra-
jabi and Valavi, 2021). Benchmarking LLMs on
languages and cultures that have been underrep-
resented in evaluation—such as Persian—is a vi-
tal step toward building AI systems capable of en-
gaging more meaningfully and empathetically with
diverse user communities. As LLMs evolve, the
development of comprehensive evaluation frame-
works, particularly for non-English languages, has
become more crucial for robust benchmarking of
performance and reliability across diverse linguis-
tic contexts (Hodak et al., 2023).

Our key contributions are as follows:
(I) Curating New Datasets: We created 13
datasets to better evaluate LLMs on Iranian culture
and Persian linguistics.
(II) Adapting Well-Known Datasets to Persian:
Beyond translation, we align well-known datasets
with Persian language and Iranian cultural context.
(III) Comprehensive Evaluation on Private Test
Sets: We evaluate 41 LLMs to robustly analyze
model families and parameter effects, using private
test sets to minimize data contamination.

We hope our findings contribute to a deeper un-
derstanding of capabilities of LLMs in Persian lan-
guage and support ongoing efforts to develop bet-
ter datasets and LLMs in Persian language.

2 Related work

The rapid adoption of LLMs across domains has
highlighted the need for their evaluation from di-
verse linguistic and cultural perspectives. Early ef-
forts like Hugging Face’s Open LLM Leaderboard
benchmark models in multiple languages (Lai
et al., 2023), and evaluation datasets such as
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MMLU-pro (Wang et al., 2024) and ARC (Clark
et al., 2018) have spurred translation-based adap-
tations for Chinese (He et al., 2024), Euro-
pean (Thellmann et al., 2024), and Indian (KJ et al.,
2025) languages. Yet, translation alone falls short
of full localization, prompting a shift toward cul-
turally grounded benchmarks (Zhou et al., 2025)
that ensure both linguistic accuracy and cultural
relevance. Recent efforts have introduced cultur-
ally aligned datasets for underrepresented commu-
nities, including Arabic (Qian et al., 2024; Nacar
et al., 2025), Korean (Kim et al., 2024), and Rus-
sian (Vasilev et al., 2025), paving the way for more
equitable and context-aware LLM evaluation.

Several studies also have identified that exist-
ing multilingual datasets, often derived from En-
glish translations, predominantly focus on applica-
tion scenarios relevant to the original benchmarks
rather than adapting to a diverse range of mul-
tilingual contexts. To address this, some works
have introduced new benchmarks. For instance,
Liu et al. (2025) presented two new benchmarks,
SeaExam and SeaBench. Lovenia et al. (2025) in-
troduced the first comprehensive AI dataset collec-
tion for Southeast Asia (SEA). Additionally, Ono-
hara et al. (2025) developed the JMMMU bench-
mark by adapting the MMLU dataset into Japanese,
tailoring it to Japanese culture.

Building on the efforts to adapt datasets for dif-
ferent languages and cultures, the Persian language
has also seen advancements in the development of
resources for LLM training (Hosseinbeigi et al.,
2025b; Sabouri et al., 2022) and evaluation (Hos-
seinbeigi et al., 2025a; Shamsfard et al., 2025).
Parsbench (Motlagh, 2025) has emerged as the first
Persian leaderboard, specifically evaluating LLMs
using translations of well-known English datasets.
Furthermore, Farsi et al. (2025) has developed the
first benchmark for visual language models in Per-
sian by generating five new datasets. Ghahroodi
et al. (2024) have also contributed by producing a
Persian version of the MMLU datasets, encompass-
ing 38 diverse tasks with 20,192 four-choice ques-
tions extracted from Persian examinations. More-
over, Hosseinbeigi et al. (2025a) has advanced Per-
sian language and cultural benchmarking through
the introduction of two new datasets: PeKA, a com-
pilation of Persian mobile application games with
diverse, user-generated questions, and PK-BETS,
focusing on Persian knowledge and bias ethics cat-
egories, albeit with a relatively small sample size
of 4,000.

The work most closely related to ours is that
of Shamsfard et al. (2025), who also look at
the LLM benchmarking problem from the cul-
tural perspective. They curated a relatively small
4,000 question-answer pairs, including topics like
medicine, law, religion, social knowledge, ethics,
and bias specific to Iranian culture. The questions
were in the form of multiple-choice answers as well
as open text generation. They benchmarked three
LLMs, including Llama3-70B, and two other Farsi-
specific LLMs on their benchmark. While useful,
they didn’t utilize well-established current datasets
in English.

3 Benchmark

As discussed earlier, this research aims to create
a benchmark that enhances understanding of LLM
capabilities, focusing on not only the Persian lan-
guage but also Iranian culture, particularly within
the Iranian context. Our contributions are divided
into two main categories. (i) Creating New Orig-
inal Datasets. (ii) Translation and Localization of
Available Datasets. Detailed information about all
datasets and their categories is presented in Table1.

3.1 Creating New Original Datasets
A key challenge in evaluating LLMs is the poten-
tial overlap between their training and testing data
(Zhou et al., 2023). Research suggests that some
LLMs may achieve inflated scores due to the pub-
lic availability of these datasets (Singh et al., 2025).
Therefore, creating new datasets for benchmarking
and keeping them private is essential. Furthermore,
aspects such as legal regulations, cultural norms,
and religious rules are often specific to individual
countries and vary significantly from one to an-
other. Consequently, it is crucial to develop new
datasets that encompass these unique elements.

In this research, we introduce 13 new datasets
crafted to encompass various aspects, including le-
gal systems, stereotypes, religious inquiries, litera-
ture, and more. In what follows, we provide a de-
scription of each of these datasets.
Multiple-Wiki: This dataset consists of 1,000
multiple-choice questions extracted from the
SynTran-Fa dataset (Farsi et al., 2024) which is a
dataset about general knowledge. Questions that
did not meet the criteria outlined by (Wei et al.,
2024) were eliminated. Subsequently, incorrect
answer options were manually created by one
of the co-authors of this paper. The reliability
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Dataset Category Field Metric #Samples
Parsi-Lit Original Persian Linguistic Accuracy 777
DC-Homograph Original Persian Linguistic Accuracy 108
MC-Homograph Original Persian Linguistic Accuracy 434
Proverbs-Quiz Original Persian Linguistic Accuracy 370
Verb-Eval Original Persian Linguistic Accuracy 3,567
Religion-Rules Original Persian Legals Accuracy 175
Iran-Law Original Persian Legals Accuracy 300
Persian-Hellaswag Original Common Sense Reasoning Accuracy 1,361
Expert-Eval Original Domain Specific Knowledge Accuracy 49,669
ReadingCompQA-text Original Reading Comprehension QA F1-Score 1,000
ReadingCompQA-y/n Original Reading Comprehension QA Accuracy 1,000
Multiple-Wiki Original General Knowledge Accuracy 1,000
ParsTrivia Original General Knowledge Accuracy 392
MMLU-pro Translated General Knowledge Accuracy 1,000
PIQA Translated General Knowledge Accuracy 999
Arc-Challenge Translated Common Sense Reasoning Accuracy 936
Arc-Easy Translated Common Sense Reasoning Accuracy 935
Winogrande Translated Common Sense Reasoning Accuracy 1,129
GSM Translated Domain Specific Knowledge Exact-Match 1,000

Table 1: Overview of datasets that we create in this research.

of these questions was then verified by two
undergraduate students.
Parsi-Lit: Persian language possesses a rich lit-
erary heritage encompassing diverse forms of po-
etry, prose, and classical texts. Building on this
cultural wealth, we developed a dataset containing
multiple-choice questions sourced from Persian lit-
erature curriculum spanning grades 7 through 12.
This educational dataset captures the unique lin-
guistic and literary elements characteristic of Per-
sian literary tradition.
Iran-Law: To evaluate LLMs understanding of
country-specific regulations, we introduce Iran-
Law, a dataset comprising multiple-choice ques-
tions focused on Iranian legal frameworks. The
dataset was developed through a rigorous process
involving three domain experts, each holding a
PhD in legal studies. Each expert crafted differ-
ent questions covering diverse aspects of Iranian
legislation. To ensure quality and accuracy, we
implemented a cross-validation process where ex-
perts reviewed each other’s questions, establishing
a comprehensive evaluation framework for assess-
ing models legal domain knowledge.
Religion-Rules: We present a comprehensive
dataset addressing religious diversity in Iran, en-
compassing multiple faiths: Islam (both Shi’a and
Sunni), and Zoroastrianism. To ensure authenticity
and accuracy in religious content, we collaborated
with clergymen from each faith tradition to develop

original multiple-choice questions. The dataset
comprises various questions distributed as follows:
questions covering Islamic jurisprudence (Shi’a
and Sunni traditions) and questions for Zoroas-
trian religious practices. This expert-driven ap-
proach was chosen over translation-based methods
to maintain doctrinal precision and cultural sensi-
tivity.

Verb-Eval: We introduce Verb-Eval, a compre-
hensive dataset designed to evaluate LLMs on
their understanding of Persian verb grammar. This
dataset, seeded with an initial collection of ap-
proximately 10,000 Persian simple and compound
verbs (Rasooli et al., 2011), served as a foundation
for creating the evaluation set. To ensure quality,
we filtered out uncommon verbs and selectively
sampled compound verbs sharing the same sim-
ple root. Using automated scripts, we generated
verb forms across various tenses, pronouns, and
passive structures, organized into seven distinct lin-
guistic tasks. Two tasks focus on identification:
TenseDetection (recognizing a verb’s tense) and
InfinitiveDetection (finding the correct infinitive).
Another task, VerbDetection, assesses conjugation
by asking the model to produce a specific verb form
from an infinitive based on tense, pronoun, count,
and definiteness. Two transformation tasks evalu-
ate morphological manipulation: TenseTransform,
which modifies a verb’s tense while holding other
features constant, and PronounTransform, which
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modifies the pronoun and count while keeping the
tense fixed. The final tasks, TransitiveDetection
and VerbTypeDetection, test the models ability to
classify a verb’s transitivity and its structural type
(e.g., simple, compound). This benchmark offers
valuable insights into the capabilities of LLMs and
their tokenizers in analyzing the structural com-
plexities of Persian verbs.
Proverbs-Quiz: Proverbs-Quiz was developed by
collecting a seed set of 370 unique and widely
used proverbs in Persian literature and everyday
language and the meaning of each one from on-
line sources. Each question in the dataset presents
a proverb as context, with four answer options
randomly selected from the meanings of other
proverbs in the seed data. This design enables the
assessment of LLMs understanding of Persian id-
ioms and figurative expressions, which are essen-
tial for comprehending and generating culturally
rich texts.
MC-Homograph: Recognizing homographs—
words with identical spelling but different
meanings—is crucial for clear Persian commu-
nication, preventing ambiguity. The Multiple
Choice-Homograph dataset is an evaluation
set featuring four-option questions. An expert
compiled Persian homographs, including their
phonemes, meanings, and example contexts, to
create this set. Each question presents a homo-
graph within a contextual sentence, requiring users
to select its correct meaning from the provided
options. This dataset assesses a models ability
to accurately interpret homographs in specific
contexts.
DC-Homograph: The Dual-Context Homograph
dataset presents a more complex challenge com-
pared to the Multiple Choice-Homograph dataset.
It was developed using the existing collection of
Persian homographs, with a LLM prompted to cre-
ate contexts that incorporate both meanings of each
homograph. Prompts included the homograph’s
phoneme, meanings, and example usage to ensure
the LLM generated accurate and relevant samples.
Human reviewers then refined the contexts through
multiple rounds of editing or removing unsuitable
entries to produce the final evaluation set. The
dataset consists of two-option questions, tasking
models with identifying the intended meaning of
either the first or second instance of the homograph
based on subtle contextual cues. This dataset thor-
oughly evaluates advanced understanding of Per-
sian homographs and underscores the complexities

of resolving lexical ambiguity.
ParsTrivia: ParsTrivia is a four-choice multiple-
choice dataset designed to evaluate the general
knowledge capabilities of language models in Per-
sian. The questions in this dataset reflect what
are commonly known in Iran as سوالات اطلاعات
عمومی (”general knowledge questions”), which
are widely used in quizzes, competitions, and edu-
cational contexts. The data was collected by crawl-
ing general knowledge questions available on var-
ious persian websites. This multi-domain bench-
mark provides a broad assessment of a models abil-
ity to comprehend and respond to diverse factual
knowledge questions in Persian.
Expert-Eval: Expert-Eval is a specialized bench-
mark designed to evaluate the expert-level knowl-
edge of language models across three academic
tiers: Olympiad-level, Master’s-level, and Ph.D.-
level questions. To construct the dataset, we col-
lected questions from several reputable Iranian ex-
amination sources, including 13 types of national
student Olympiads, 67 Master’s entrance exam
subjects, 51 Ph.D. entrance exam subjects, as well
as exams from medical schools, dental exams, and
two specialized professional assessments: the Le-
gal Apprenticeship License Exam آزمون) پذیرش
متقاضیان پروانه کارآموزی (وکالت and the Profes-
sional Competency Exam for Psychologists and
Counselors آزمون) صلاحیت حرفه ای روان شناسان و
.(مشاوران This totals approximately 135 entirely
distinct areas. All materials were obtained from
publicly available PDFs or image files on the inter-
net. Since the original content was not in an ed-
itable format, a team of 30 typists manually tran-
scribed the questions. Additionally, all mathemat-
ical and scientific formulas were typeset in LaTeX
to ensure clarity and to align with the input for-
mat best understood by LLMs. The dataset spans a
wide range of domains, including mathematics, en-
gineering, law, psychology, medicine, history, the
Persian language, and more. Inspired by the struc-
ture of the MMLU dataset (Hendrycks et al., 2021),
Expert-Eval is organized into four categories: Hu-
manities, Social Sciences, STEM, and Others. The
questions are presented in a multiple-choice for-
mat, typically with four options, though some ex-
tend to five, allowing for fine-grained evaluation
of LLMs advanced capabilities and subject-matter
expertise across diverse disciplines.
Persian-Hellaswag: Persian-Hellaswag is a
multiple-choice benchmark designed to evaluate
the ability of language models to predict the
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most plausible continuation of a given context
in Persian. Adapted from the original English
HellaSwag dataset, this Persian variant focuses on
commonsense reasoning and narrative completion.
Since one of the main sources cited in the original
paper was the WikiHow website, we also used the
Persian version of this site1 and crawled it accord-
ingly. We then constructed sentence continuation
questions based on the articles from this site, as it
provides step-by-step explanations for performing
various tasks. Each instance presents a short
context followed by four candidate continuations,
from which the model must select the most co-
herent and contextually appropriate ending. This
benchmark tests models commonsense reasoning
and coherence generation in Persian, offering
insights into their contextual understanding and
narrative prediction capabilities.

ReadingCompQA-text: We introduce
ReadingCompQA-text, a dataset comprising
1,000 questions designed to evaluate LLMs
reading comprehension abilities. Each question
is generated from a unique text passage, ensuring
broad topical coverage and diversity. Answers
are explicitly present within the source text and
can be precisely identified using character index
spans, facilitating exact answer localization. This
design allows for both span extraction and answer
generation tasks, providing a clear framework
for evaluating models comprehension skills. The
dataset serves as a practical benchmark for assess-
ing models ability to process, understand, and
retrieve factual information from textual content.

ReadingCompQA-y/n: ReadingCompQA-y/n is
a dataset of 1,000 yes/no questions, each derived
from a distinct text passage, designed to evaluate
LLMs reading comprehension abilities in a binary
response setting. Each question targets a specific
fact or statement directly inferable from the source
text, requiring models to answer strictly with “yes”
or “no.” The dataset covers diverse topics to
challenge models across varying contexts. By fo-
cusing on binary classification based on text un-
derstanding, ReadingCompQA-y/n provides a fo-
cused evaluation framework for assessing models
factual comprehension and reasoning accuracy.

1https://www.wikihowfarsi.com

3.2 Translation and Localization of Available
Datasets

To facilitate a meaningful comparison of LLMs
across different languages, we developed new
datasets by translating and localizing well-known
standard datasets used in prominent leaderboards.2

In our approach to convert English benchmark
datasets into Persian localized datasets, we em-
ployed a multi-step agnatic workflow similar to the
methods used by Robinson et al. (2023); Gao et al.
(2024b); Wu et al. (2024).
Initially, we used the GPT-o4-mini model to iden-
tify words within each instance of the original
datasets that required conversion to Persian local-
ized terms. After a manual review, we provided
GPT-o4-mini with a dictionary of English words
and their corresponding Persian localized equiva-
lents according to the context to facilitate transla-
tion into Persian.

Finally, to ensure accuracy and cultural align-
ment, the translations underwent an additional
manual review by three Iranian individuals with at
least C1 proficiency in English. Experts were con-
sulted for instances requiring specialized knowl-
edge. The inter-rater reliability of these reviews
was quantified using Cohen’s kappa score, which
yielded a score of 0.92, indicating perfect agree-
ment. The detailed evaluation methodologies and
results, including scores and evaluators’ criteria,
are documented in Appendix D. This translation
and localization process resulted in the following
benchmark datasets:
Arc-Easy: A subset of the AI2 Reasoning Chal-
lenge dataset containing elementary-level science
questions designed to test basic reasoning and sci-
entific knowledge. These questions are character-
ized by their straightforward nature and require fun-
damental scientific understanding.
Arc-Challenge: The more complex counterpart of
ARC Easy, featuring advanced scientific reason-
ing questions that require sophisticated problem-
solving skills, multi-step logical inference, and
deeper scientific knowledge. These questions are
specifically selected for their difficulty in being an-
swered through simple text matching or retrieval.
MMLU-pro: An advanced version of the Massive
Multitask Language Understanding benchmark,
covering professional-level knowledge across var-
ious fields including law, medicine, engineering,

2See: Open English Leaderboard, Open French Leader-
board, Open Korean Leaderboard, Open Arabic Leaderboard
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and business. This dataset tests models capabili-
ties in specialized professional domains requiring
expert-level understanding.
GSM: (Grade School Math) A collection of high-
quality mathematics word problems that target
grade-school math reasoning. These problems re-
quire multi-step problem-solving abilities and test
models capacity for mathematical reasoning in
practical contexts.
PIQA: PIQA (Physical Interaction Question
Answering) dataset is designed to evaluate a mod-
els ability to reason about everyday physical com-
monsense. The dataset was originally inspired by
instructables website.3 Each instance consists of a
goal and two possible solutions, testing the models
understanding of how objects and actions interact
in the physical world.
Winogrande: Winogrande dataset is a bench-
mark designed to evaluate commonsense reason-
ing through pronoun resolution tasks that are chal-
lenging for language models. It is a reformulation
of the original Winograd Schema Challenge, of-
fering a larger and more diverse set of sentence
pairs that require understanding subtle contextual
cues to determine the correct referent of a pronoun.
Each example presents a sentence with a blank and
two candidate options, where only one leads to a
coherent and commonsense interpretation.

4 Evaluation Protocol

We evaluated all of our introduced datasets us-
ing 41 well-known models that have demonstrated
good performance in the Persian language. A
comprehensive list of these 41 models, including
their parameter size, multilingual coverage, and
provider, is available in the Appendix F. These
models range from those fine-tuned specifically
on Persian language, such as Maral (MaralGPT
and Muhammadreza Haghiri, 2025), PersianMind
(Rostami et al., 2024), Dorna (PartAI, 2025a),
Dorna2 (PartAI, 2025b) and Hormoz4 to well-
established multilingual LLMs across a range of
parameters, including GPT family (Hurst et al.,
2024; OpenAI Team, 2025; Achiam et al., 2023),
Gemini-2 family (Pichai et al., 2024), Gemma fam-
ily (Team et al., 2025, 2024), Qwen family (Yang
et al., 2025, 2024b,a), LLaMA family (Grattafiori
et al., 2024; Meta AI Team, 2024), Hermes-3
(Teknium et al., 2024) and the Cohere family

3https://www.instructables.com
4Hormoz LLM

(Aryabumi et al., 2024; Dang et al., 2024).

4.1 Evaluation Methodology
We adopted the evaluation methodology from
EleutherAI’s lm-evaluation-harness (Gao
et al., 2024a), extending it to support both local
and API-based model settings. We evaluated
open-source models hosted locally, as well as
proprietary models accessed via APIs. The
methodology varies depending on the model
type and task category—either multiple-choice
questions or open-ended generation.

For locally hosted models, we utilize vLLM
(Kwon et al., 2023) for serving. All bfloat16 and
float32 checkpoints are served using bfloat16 preci-
sion. Model checkpoints available only in float16
precision (such as some Cohere family models) are
served using float16. For multiple-choice tasks, we
follow the log-probability-based approach used in
lm-evaluation-harness. For each sample, ev-
ery option is appended to the input prompt, and
the models log-probability for the corresponding
tokens is computed. The total score for the i-th op-
tion, is calculated as:

ni−1∑

j=m

logP(xj | x0:j)

Where x0:m is the input prompt and xm:ni is the i-
th possible option (EleutherAI, 2021). The option
with the highest total log-probability is selected as
the models prediction for sample k:

ŷk = arg max
i∈{1,2,...,Ok}

ni−1∑

j=m

logP(xj | x0:j)

Where Ok is the number of options for sample k.
The accuracy for sample k is computed as the indi-
cator function of ŷk = yk:

sk = 1=yk(ŷk) =

{
1 if ŷk = yk

0 otherwise

This process is repeated for all samples, and the
overall accuracy is averaged across N samples:

Accuracy =
1

N

N∑

k=1

sk

For generative tasks, we used standard comple-
tions and applied robust regex patterns to extract
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the final answer from the generated output. Perfor-
mance is then measured using exact match and F1
scores against the reference answers.

For proprietary models accessed via API, we
employ a different strategy for choice-based tasks.
We leverage structured output features to force
the model to generate a JSON object with a
“best_answer” key, where the value is restricted to
one of the valid options. The extracted answer is
then compared to the target for accuracy scoring.
Evaluation of generative tasks for API-based mod-
els follows the same procedure as for locally hosted
models: we request a standard completion, extract
the answer via regex, and evaluate it using exact
match or F1.

Because all models we evaluated were
instruction-tuned, all multiple-choice tasks
are evaluated in a zero-shot setting without any
system prompt. For generative tasks, we use
a 3-shot context to guide the models toward
generating only the final answer, avoiding un-
necessary continuation or explanation. For all
multiple-choice questions, we enumerate options
numerically (e.g., 1, 2, 3, 4). We also examined
the effect of using alphabetical option identifiers
(e.g., A, B, C, D) instead of numerical ones, and
found that this variation has minimal impact on
model performance (see Appendix C for details).
To ensure reproducibility, all evaluations were
conducted with a temperature of 0 to ensure
deterministic output.

Given the large scale of the main experiment, we
verified result stability on a targeted subset of our
evaluation. Specifically, we re-ran the evaluation
three times for 8 models on 6 of the tasks and found
the results to be highly consistent, as detailed in
Appendix E.

4.2 Evaluation Metrics
Our evaluation metrics are categorized based on
the task type. For generation tasks, we used the
exact match evaluation method alongside F1 score.
For tasks involving multiple-choice questions, ac-
curacy served as the primary metric.

5 Results and Discussion

To enhance the interpretability of evaluating LLMs,
we categorized the datasets into the following
groups:
Persian Linguistic: This category includes
datasets such as Verb-Eval, MC-Homograph, DC-

Homograph, Proverbs-Quiz and Parsi-Lit.
Persian Legals: This category includes datasets
such as Iran-Law, and Religion-Rules.
Reading Comprehension QA: This category in-
cludes datasets such as ReadingCompQA-y/n, and
ReadingCompQA-text.
General Knowledge: This group comprises
datasets including ParsTrivia, PIQA, MMLU-pro,
and Multiple-Wiki.
Domain Specific Knowledge: Encompasses
datasets like Expert-Eval and GSM.
Common Sense Reasoning: Contains datasets
such as Winogrande, Persian-Hellaswag, ARC-
Easy, and ARC-Challenge.
We evaluated 41 large language models (LLMs)
across multiple categories, as shown in Table
2, which reports their performance using macro-
averaged scores. The results highlight a substan-
tial gap in the models’ ability to effectively han-
dle the Persian language. Even models fine-tuned
on Persian corpora show notable performance lim-
itations compared to their base versions; for in-
stance, the Dorna-Llama3-8B-Instruct model un-
derperforms relative to Meta-Llama-3-8B-Instruct.
This discrepancy likely arises because the Dorna
model was not trained on cognitive or mathemat-
ical tasks, limiting its generalization capability.
Furthermore, closed-source models consistently
outperform open-source ones, emphasizing their
superior effectiveness in managing these datasets.
Notably, performance was particularly weak on
datasets centered on Iranian culture and the Persian
language, where results were significantly lower
than those achieved on other benchmark datasets.

To assess LLMs familiarity with Iranian culture,
we examined their performance on Persian-Iranian
specific datasets. The results show that all LLMs
performed poorly, with only one model among the
41 achieving over 50% accuracy, indicating lim-
ited cultural understanding and the need for new,
culturally aligned datasets. The results indi-
cate that the number of parameters plays an im-
portant role across all tasks, particularly in linguis-
tic ones. Previous studies have shown that while
multilingual models often share most parameters
across languages (Kitaev et al., 2019), increasing
model capacity can improve their ability to cap-
ture language-specific features (Singh et al., 2023).
Larger models therefore have greater representa-
tional capacity, which helps reduce the negative ef-
fects of parameter sharing in multilingual settings
(Bagheri Nezhad and Agrawal, 2024).
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Model Average PLing PLeg RCQA GK DSK CSR
GPT Models

gpt-4o-2024-08-06 72.61 82.25 47.27 74.72 75.18 65.23 91.01
gpt-4.1-2025-04-14 68.98 81.84 52.84 69.76 75.96 42.61 90.89
gpt-4.1-mini-2025-04-14 66.71 72.61 41.02 72.78 68.33 57.34 88.17
gpt-4-turbo-2024-04-09 66.14 76.93 41.00 79.69 69.44 41.89 87.90
gpt-4o-mini-2024-07-18 64.89 71.56 37.86 78.30 64.89 51.72 85.00
gpt-4.1-nano-2025-04-14 57.25 59.53 32.34 66.18 57.17 50.45 77.81

Gemini Models
gemini-2.0-flash-001 70.68 79.13 49.41 79.61 71.76 56.60 87.57
gemini-2.0-flash-lite-001 65.72 72.92 42.36 79.26 67.29 46.93 85.58

Qwen Models
QwQ-32B-Preview 60.37 59.84 42.07 76.94 58.11 41.05 84.20
Qwen3-32B 60.31 60.31 33.36 77.53 61.60 43.98 85.08
Qwen2.5-32B-Instruct 59.40 63.46 40.60 60.76 58.38 48.44 84.79
QwQ-32B 57.81 59.16 39.86 69.38 57.67 38.03 82.76
Qwen3-30B-A3B 55.70 55.85 29.38 76.22 55.46 34.97 82.34
Qwen3-14B 54.46 57.33 31.91 65.98 53.47 37.16 80.90
Qwen2-57B-A14B-Instruct 53.14 57.15 29.33 71.47 53.26 31.15 76.45
Qwen3-8B 53.11 53.38 28.84 76.39 50.58 32.01 77.48
Qwen2.5-14B-Instruct 53.09 57.16 33.00 56.78 55.44 41.11 75.09
Qwen2.5-7B-Instruct 50.69 51.12 34.45 70.47 47.85 27.62 72.64
Qwen3-4B 49.28 46.72 30.31 72.67 44.86 28.69 72.41
Qwen2-7B-Instruct 47.80 50.00 28.17 64.57 46.80 25.41 71.88
Qwen2.5-3B-Instruct 42.92 47.01 27.45 52.66 40.68 33.73 55.98

Gemma Models
gemma-3-27b-it 60.27 68.43 30.45 74.71 63.20 38.81 86.02
gemma-2-27b-it 58.39 64.40 29.34 73.28 61.38 36.65 85.28
gemma-2-9b-it 56.47 63.07 31.69 73.07 58.21 30.22 82.57
gemma-3-12b-it 57.35 67.04 30.74 71.43 59.29 32.16 83.43
gemma-3-4b-it 45.40 48.90 24.41 62.94 46.00 22.15 67.99
gemma-2-2b-it 42.34 46.90 29.19 57.10 38.72 18.86 63.25
gemma-3-1b-it 34.18 36.36 24.17 47.94 31.62 15.76 49.26

Cohere Models
aya-expanse-32b 59.62 64.85 37.91 78.48 62.93 30.90 82.68
aya-23-35B 53.53 57.09 31.15 74.51 56.39 23.72 78.35
aya-expanse-8b 51.11 55.01 31.02 72.14 51.64 22.68 74.15
aya-23-8B 47.00 48.79 28.74 66.31 48.97 19.72 69.51

Persian Models
Hormoz-8B 50.49 54.37 29.79 70.41 51.76 22.80 73.84
Dorna2-Llama3.1-8B-Instruct 47.70 45.91 31.69 69.32 45.60 23.78 69.93
Dorna-Llama3-8B-Instruct 45.32 42.62 27.24 72.48 41.60 22.40 65.62
PersianMind-v1.0 35.08 39.19 26.81 33.15 35.24 16.03 60.07
Maral-7B-alpha-1 34.71 33.78 26.31 52.37 31.70 16.60 47.50

Hermes Model & Llama Models
Llama-3.1-8B-Instruct 49.45 49.07 31.19 72.58 48.31 24.81 70.76
Meta-Llama-3-8B-Instruct 48.25 46.93 32.86 68.65 48.50 23.35 69.23
Hermes-3-Llama-3.1-8B 48.13 50.31 30.98 69.95 46.52 22.91 68.13
Llama-3.2-1B-Instruct 35.30 37.05 27.72 51.05 32.31 16.35 47.34

Table 2: Performance results of LLMs on different dataset categories. The model families are ranked by their top-
performing model, and within each family, models are sorted by their average performance. The best performance
in each column is shown in bold. Abbreviations used: PLing (Persian Linguistic), PLeg (Persian Legals), RCQA
(Reading Comprehension QA), GK (General Knowledge), DSK (Domain Specific Knowledge), CSR (Common
Sense Reasoning).

6 Conclusion

In this study, we addressed the existing gap in eval-
uating large language models (LLMs) for the Per-
sian language by introducing several new datasets.
These datasets fall into two categories: (i) trans-
lations and localizations of well-known datasets
adapted to Iranian culture and the Persian language,
and (ii) datasets newly created specifically for this
purpose. Together, these datasets comprehensively
cover all aspects of LLM usage in this linguistic
context.

Our results reveal that, currently, the OpenAI
model family outperforms others on tasks involv-

ing the Persian language and demonstrates a com-
paratively better understanding of Iranian contexts.
However, even these models—similar to others, in-
cluding those specifically fine-tuned for Persian—
display performance weaknesses on tasks that are
distinctly Iranian or Persian-specific.

Furthermore, our experiments investigating the
impact of model size show a positive correlation
between the number of parameters in LLMs and
their performance within each model family.

Limitations
Our study has two main limitations regarding the
scope of our datasets and evaluation tasks.
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First, the creation of our new benchmarks in-
volved inherent challenges. For a large-scale
dataset like Expert-Eval, the meticulous process
of transcribing thousands of samples from static
documents means that despite a careful verifica-
tion workflow, the potential for occasional minor
errors or inconsistencies remains. The scale of this
dataset provides a broad measure of model per-
formance, which is intended to complement the
specific cultural insights gained from our smaller
datasets. Furthermore, our findings are primarily
shaped by the Iranian context represented in the
data; we believe future work would benefit sig-
nificantly from expanding this scope to include
broader Persian-speaking communities.

Second, the study’s focus on multiple-choice
and specific generative tasks may not fully capture
the complete range of an LLMs capabilities. Im-
portant skills such as long-form text generation and
dialogue coherence in Persian were not assessed.
These areas present valuable avenues for future in-
vestigation and benchmark development.
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A Sampling Method

For selecting instances from datasets, particularly
those with sub-categories like MMLU-pro and
ARC, we adhere to the original dataset proportions.
To ensure diversity, we utilize k-means clustering
on the dataset instances based on their embeddings
generated using BERT. The optimal number of
clusters, k, is determined via the elbow method.
Samples are then drawn from each cluster propor-
tional to its size, enhancing the representativeness
of our selection.

B Complete Results

Tables 7 and 8 present the performance of 41 mod-
els on translated/localized datasets and original, re-
spectively.

C Option Format Comparison

To investigate whether language models exhibit
any bias toward specific option formats, we con-
ducted an experiment comparing numerical and
alphabetical option identifiers. Specifically, we
selected one small and one large model from
each of three model families—Cohere, Qwen, and
Gemma—to examine potential biases across both
small- and large-scale models within each fam-
ily. The six models evaluated were aya-expanse-
32b, aya-expanse-8b, gemma-3-27b-it, gemma-3-
12b-it, Qwen3-32B and Qwen3-8B.

We evaluated the models on three multiple-
choice benchmarks: ARC-Challenge, ARC-Easy
and Winogrande. These tasks were selected be-
cause their English leaderboard versions typically
use alphabetical option formats (e.g., ‘A’, ‘B’, ‘C’,
etc.), making them suitable for assessing the effect
of switching from numerical (1–10) to alphabetical
(A–J) identifiers.

As shown in Table 5, the average accuracy differ-
ences between the two formats are minimal across
all models. Most models exhibit differences of
around 1%, with the exception of Qwen3-32B,
which shows a slightly larger variation of approx-
imately 2%. Overall, these results suggest that
model performance is generally consistent regard-
less of whether numerical or alphabetical option
formats are used, indicating no strong format bias.

D Evaluation Guideline
D.1 Human Evaluation
In human evaluation, four evaluators, each a native
Persian speaker with a Master’s degree andC1 pro-
ficiency in English, assess translation quality by as-
signing a score from 0 to 10, where 0 represents the
lowest quality and 10 signifies the best quality. The
evaluations are based on the following criteria:

• Ambiguity: Assign a score of 0 if the transla-
tion is ambiguous.

• Incorrect Word Translation: Deduct 2
points for each incorrectly translated word
that does not change the sentence’s overall
meaning. Assign a score of 0 if the incor-
rect translation alters the sentence’s meaning.
Note that words altered during the localiza-
tion process are exempt from these deduc-
tions.

• Grammatical Errors: Deduct 0.5 points for
each grammatical error that does not impact
the meaning (e.g., incorrect article).

• Accuracy: If the translation preserves the
original meaning and clarity, start from a per-
fect score and adjust according to these guide-
lines.

D.2 Automatic Evaluation:
In line with Bacciu et al. (2024), we configured the
GPT-4 model with a temperature setting of 0 to en-
sure precise and consistent responses. The evalua-
tion process utilized the same guidelines as those
used by our human annotators.

Table 3 presents the scores assigned by annota-
tors to the translation of datasets.

Dataset name GPT-4 Score Human Score
MMLU-pro 9.15± 2.16 9.47± 0.21

GSM 9.64± 2.02 9.85± 0.28

Arc-Easy 9.73± 0.86 9.82± 0.13

Arc-Challenge 9.21± 1.13 9.36± 0.24

AVG 9.36± 1.51 9.60± 0.34

Table 3: Translation quality results with Human and Au-
tomatic Evaluation.

D.2.1 Quality Assessment of Localization
To evaluate the quality of localization, we use the
following human evaluation criteria:
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Assign a score as follows: A score of 0 if there is
a word that could be replaced with a Persian equiv-
alent and has not been replaced; a score of 5 if
an English word could be replaced with a Persian
equivalent but is not replaced with an appropriate
word; and a score of 10 if the replacement is done
correctly and appropriately. Table 4 presents the
scores assigned by annotators to the localization of
datasets.

Dataset name Human Score
MMLU-pro 9.1± 0.09

GSM 9.21± 0.13

Arc-Easy 8.9± 0.11

Arc-Challenge 8.7± 0.16

AVG 8.8± 0.14

Table 4: Localization quality results with Human Eval-
uation.

E Result Stability Verification
As stated in the main text, we conducted a ver-
ification study to confirm the stability of our re-
sults. This was necessary given the large scale of
the primary experiment. This process involved re-
running our entire evaluation pipeline three sepa-
rate times on a targeted, representative subset of
8 models and 6 tasks. The 8 models selected
were gemma-3-27b-it, aya-expanse-32b, Qwen3-
32B, gemma-3-12b-it, Qwen3-8B, aya-expanse-
8b, Llama-3.1-8B-Instruct, and Llama-3.2-1B-
Instruct. The 6 tasks used for this verification were
ParsTrivia, MC-Homograph, Arc-Challenge, Arc-
Easy, Iran-Law, and Parsi-Lit.

The detailed results from these three indepen-
dent trials are presented in Table 6. The scores
for each model-task pair are exceptionally consis-
tent across all three runs. We observe that the vast
majority of scores are, in fact, identical. In the
few instances where scores differ, the variations
are extremely small; the maximum observed dif-
ference between any two trials for the same model
and task is 1.0 point (seen in Iran-Law for Llama-
3.1-8B-Instruct). This high degree of consistency
validates the robustness of our experimental setup
and confirms that the single-run results reported in
the main body of the paper are reliable and repre-
sentative of the models’ true performance.

F Evaluated Model Details
This appendix provides supplementary informa-
tion regarding the models used in our evaluation.

Table 9 presents a comprehensive list of all 41 mod-
els, detailing their parameter size, multilingual cov-
erage, source or provider, and the corresponding
Hugging Face repository link for open-source mod-
els to ensure reproducibility.
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Model Average Arc-Challenge Arc-Easy Winogrande
Numerical Alphabetical Numerical Alphabetical Numerical Alphabetical Numerical Alphabetical

aya-expanse-32b 83.01 83.44 85.15 85.04 93.37 93.80 70.50 71.48
aya-expanse-8b 73.37 74.23 71.47 73.50 84.60 84.71 64.04 64.48
gemma-3-27b-it 86.90 86.73 88.35 89.21 94.22 94.55 78.12 76.44
gemma-3-12b-it 83.51 83.89 83.33 84.72 93.26 93.69 73.95 73.25
Qwen3-32B 85.61 83.57 91.13 87.50 94.22 91.55 71.48 71.66
Qwen3-8B 76.51 77.70 80.24 81.52 87.38 87.81 61.91 63.77

Table 5: Model accuracies under two option formats: Alphabetical (A–J) and Numerical (1–10).

Task / Trial gemma-3-27b-it aya-expanse-32b Qwen3-32B gemma-3-12b-it Qwen3-8B aya-expanse-8b Llama-3.1-8B-Instruct Llama-3.2-1B-Instruct
ParsTrivia (Trial 1) 73.72 73.72 67.60 68.37 49.23 58.67 52.55 29.59
ParsTrivia (Trial 2) 73.72 73.72 67.60 68.37 48.98 58.16 52.81 29.85
ParsTrivia (Trial 3) 73.72 73.72 67.60 68.37 48.98 58.16 52.81 29.85
MC-Homograph (Trial 1) 92.40 87.56 89.63 91.24 82.95 80.65 79.03 52.53
MC-Homograph (Trial 2) 92.40 87.56 89.40 91.24 82.72 80.65 78.80 52.53
MC-Homograph (Trial 3) 92.40 87.56 89.40 91.24 82.72 80.65 78.80 52.53
Arc-Challenge (Trial 1) 88.35 85.15 91.13 83.33 80.24 71.47 68.91 37.50
Arc-Challenge (Trial 2) 88.46 85.15 91.13 83.23 80.13 71.58 68.59 37.71
Arc-Challenge (Trial 3) 88.46 85.15 91.13 83.23 80.13 71.58 68.59 37.71
Arc-Easy (Trial 1) 94.22 93.37 94.22 93.26 87.38 84.60 80.11 47.38
Arc-Easy (Trial 2) 94.12 93.37 94.22 93.16 87.27 84.71 80.53 47.38
Arc-Easy (Trial 3) 94.12 93.37 94.22 93.16 87.27 84.71 80.53 47.38
Iran-Law (Trial 1) 36.33 38.67 37.00 36.33 29.67 32.33 32.67 24.00
Iran-Law (Trial 2) 36.33 38.67 37.00 36.00 30.00 32.33 33.67 24.67
Iran-Law (Trial 3) 36.33 38.67 37.00 36.00 30.00 32.33 33.67 24.67
Parsi-Lit (Trial 1) 40.93 34.75 39.12 40.03 33.20 34.49 32.30 27.03
Parsi-Lit (Trial 2) 40.80 34.75 38.48 40.03 33.46 34.36 31.66 27.16
Parsi-Lit (Trial 3) 40.80 34.75 38.48 40.03 33.46 34.36 31.66 27.16

Table 6: Consistent model performance across repeated runs. For brevity, only the results from Trial 1 are referenced
in the main text.
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Model Average Arc-Challenge Arc-Easy MMLU-pro PIQA GSM Winogrande
GPT Models

gpt-4o-2024-08-06 82.30 95.09 97.22 47.10 95.10 73.10 86.18
gpt-4.1-mini-2025-04-14 78.15 91.88 96.15 47.80 92.69 60.30 80.07
gpt-4.1-2025-04-14 74.93 95.30 96.68 50.50 95.90 25.30 85.92
gpt-4o-mini-2024-07-18 73.79 86.43 94.01 34.80 90.89 60.90 75.73
gpt-4-turbo-2024-04-09 72.63 91.35 96.47 40.10 94.19 30.60 83.08
gpt-4.1-nano-2025-04-14 67.69 81.41 91.55 29.90 84.58 58.40 60.32

Gemini Models
gemini-2.0-flash-001 76.57 91.35 97.22 47.80 90.59 53.70 78.74
gemini-2.0-flash-lite-001 70.83 89.64 93.48 41.20 85.29 39.70 75.64

Qwen Models
Qwen2.5-32B-Instruct 71.43 85.15 91.87 37.40 83.98 50.10 80.07
Qwen3-32B 70.87 91.13 94.22 42.80 87.69 37.90 71.48
QwQ-32B-Preview 67.66 85.58 91.44 37.30 81.28 34.70 75.64
QwQ-32B 66.47 84.94 90.80 39.00 81.68 29.30 73.07
Qwen3-14B 64.40 84.29 91.02 35.50 77.18 31.10 67.32
Qwen3-30B-A3B 63.97 87.39 93.58 36.30 72.47 28.80 65.28
Qwen2.5-14B-Instruct 61.96 82.26 87.91 34.60 76.98 38.80 51.21
Qwen2-57B-A14B-Instruct 58.94 76.71 85.35 27.00 76.88 22.10 65.63
Qwen2.5-7B-Instruct 55.25 72.33 81.50 26.70 71.07 18.00 61.91
Qwen3-4B 54.44 73.61 83.42 28.90 66.07 20.10 54.56
Qwen2-7B-Instruct 53.35 69.12 80.75 23.80 70.97 14.50 60.94
Qwen2.5-3B-Instruct 45.80 51.50 67.27 21.10 62.16 34.10 38.66

Gemma Models
gemma-3-27b-it 68.81 88.35 94.22 36.60 87.29 28.30 78.12
gemma-2-27b-it 68.45 86.75 94.22 36.90 89.69 26.70 76.44
gemma-3-12b-it 65.09 83.33 93.26 32.60 87.19 20.20 73.96
gemma-2-9b-it 64.53 84.29 93.16 33.20 87.09 17.40 72.01
gemma-3-4b-it 50.55 63.46 79.57 22.80 72.77 9.60 55.09
gemma-2-2b-it 45.77 57.91 70.48 18.20 66.87 6.40 54.74
gemma-3-1b-it 34.80 36.43 46.10 13.70 57.66 4.30 50.58

Cohere Models
aya-expanse-32b 64.97 85.15 93.37 32.10 91.19 17.50 70.50
aya-23-35B 59.52 77.56 90.16 24.10 89.49 10.00 65.81
aya-expanse-8b 55.33 71.47 84.60 21.90 80.18 9.80 64.04
aya-23-8B 51.50 63.68 81.39 19.90 80.78 6.10 57.13

Persian Models
Hormoz-8B 55.23 70.73 84.39 21.70 80.48 9.90 64.22
Dorna2-Llama3.1-8B-Instruct 50.90 67.63 78.72 22.70 69.97 11.90 54.47
Dorna-Llama3-8B-Instruct 47.55 59.94 70.70 22.00 66.17 10.30 56.16
PersianMind-v1.0 42.18 54.59 69.73 14.50 59.76 2.30 52.17
Maral-7B-alpha-1 33.78 37.29 43.10 14.80 51.95 6.10 49.42

Hermes Model & Llama Models
Llama-3.1-8B-Instruct 51.83 68.91 80.11 25.70 70.07 12.00 54.21
Meta-Llama-3-8B-Instruct 51.26 66.77 76.47 26.00 70.97 10.40 56.95
Hermes-3-Llama-3.1-8B 50.53 65.28 78.07 24.10 70.37 10.20 55.18
Llama-3.2-1B-Instruct 34.63 37.50 47.38 15.70 54.05 4.10 49.07

Table 7: Results of LLMs on translated/localized datasets. The model families are ranked by their top-performing
model, and within each family, models are sorted by their average performance. The best performance in each
column is shown in bold.
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Model Average MW PL IL RR VE PQ MCH DCH PT EE PH RC-text RC-y/n

GPT Models

gpt-4.1-2025-04-14 73.65 66.60 45.82 53.67 52.00 83.04 95.14 95.39 89.81 90.82 59.92 85.67 44.82 94.70
gpt-4o-2024-08-06 73.59 67.70 45.95 47.67 46.86 85.89 96.76 95.62 87.04 90.82 57.36 85.53 55.34 94.10
gpt-4-turbo-2024-04-09 69.49 62.60 40.93 42.00 40.00 74.29 86.76 93.78 88.89 80.87 53.18 80.68 67.17 92.20
gpt-4.1-mini-2025-04-14 66.34 53.50 41.18 44.33 37.71 77.99 82.97 94.24 66.67 79.34 54.37 84.57 51.85 93.70
gpt-4o-mini-2024-07-18 65.41 54.80 40.93 34.00 41.71 74.23 84.05 90.09 68.52 79.08 42.54 83.84 63.29 93.30
gpt-4.1-nano-2025-04-14 56.10 46.10 36.42 32.67 32.00 66.21 67.84 78.11 49.07 68.11 42.49 77.96 50.66 81.70

Gemini Models

gemini-2.0-flash-001 72.68 60.90 44.02 45.67 53.14 85.15 95.14 91.71 79.63 87.76 59.50 82.95 67.92 91.30
gemini-2.0-flash-lite-001 68.32 58.50 43.89 43.00 41.71 81.39 91.35 87.79 60.19 84.18 54.15 83.54 65.92 92.60

Gemma Models

gemma-3-27b-it 62.62 55.20 40.93 36.33 24.57 66.02 78.92 92.40 63.89 73.72 49.32 83.39 58.01 91.40
gemma-3-12b-it 60.32 49.00 40.03 36.33 25.14 63.39 72.97 91.24 67.59 68.37 44.12 83.17 55.26 87.60
gemma-2-27b-it 59.73 50.80 35.91 34.67 24.00 61.16 73.51 91.24 60.19 68.11 46.60 83.69 56.76 89.80
gemma-2-9b-it 58.56 48.50 38.10 33.67 29.71 58.25 69.19 90.55 59.26 64.03 43.03 80.82 56.43 89.70
gemma-3-4b-it 47.40 42.50 30.24 27.67 21.14 45.30 53.78 72.58 42.59 45.92 34.70 73.84 47.28 78.60
gemma-2-2b-it 44.47 36.90 30.76 32.67 25.71 36.18 45.68 74.65 47.22 32.91 31.31 69.88 41.79 72.40
gemma-3-1b-it 36.33 29.10 24.97 20.33 28.00 27.67 28.92 51.15 49.07 26.02 27.22 63.92 31.98 63.90

Cohere Models

aya-expanse-32b 62.42 54.70 34.75 38.67 37.14 61.95 77.03 87.56 62.96 73.72 44.29 81.70 67.25 89.70
aya-23-35B 55.85 48.70 31.92 32.00 30.29 47.32 67.03 83.64 55.56 63.27 37.44 79.87 62.82 86.20
aya-expanse-8b 53.68 45.80 34.49 32.33 29.71 48.06 60.00 80.65 51.85 58.67 35.56 76.49 61.98 82.30
aya-23-8B 49.11 42.90 31.27 28.33 29.14 39.30 44.32 76.27 52.78 52.30 33.33 75.83 60.31 72.30

Qwen Models

QwQ-32B-Preview 60.20 50.60 39.77 43.00 41.14 51.97 58.11 88.25 61.11 63.27 47.39 84.13 65.38 88.50
Qwen3-32B 59.44 48.30 39.12 37.00 29.71 56.35 64.59 89.63 51.85 67.60 50.06 83.47 63.96 91.10
Qwen2.5-32B-Instruct 58.54 50.40 40.41 42.33 38.86 54.58 63.24 91.47 67.59 61.73 46.78 82.07 28.11 93.40
QwQ-32B 57.94 49.30 37.71 38.00 41.71 52.31 59.19 88.25 58.33 60.71 46.75 82.22 50.25 88.50
Qwen3-30B-A3B 55.98 48.00 36.55 35.33 23.43 48.09 50.81 86.41 57.41 65.05 41.13 83.10 66.24 86.20
Qwen2-57B-A14B-Instruct 54.99 48.20 33.85 30.67 28.00 52.31 58.11 85.02 56.48 60.97 40.20 78.10 57.74 85.20
Qwen3-14B 54.45 44.80 35.39 34.67 29.14 54.36 53.78 87.56 55.56 56.38 43.22 80.97 44.36 87.60
Qwen2.5-14B-Instruct 53.68 49.70 33.85 34.00 32.00 51.21 54.59 86.87 59.26 60.46 43.41 78.99 22.46 91.10
Qwen3-8B 53.17 46.00 33.20 29.67 28.00 47.93 51.89 82.95 50.93 49.23 38.31 80.38 66.38 86.40
Qwen2.5-7B-Instruct 51.62 42.60 31.27 32.33 36.57 44.44 47.84 79.26 52.78 51.02 37.24 74.80 58.43 82.50
Qwen2-7B-Instruct 49.30 40.40 31.40 28.33 28.00 40.62 50.54 72.81 54.63 52.04 36.31 76.71 50.14 79.00
Qwen3-4B 49.18 40.60 31.79 30.33 30.29 41.23 45.41 76.27 38.89 43.88 37.28 78.03 63.43 81.90
Qwen2.5-3B-Instruct 44.20 38.90 29.73 30.33 24.57 38.66 41.08 70.97 54.63 40.56 33.35 66.50 40.41 64.90

Persian Models

Hormoz-8B 52.99 46.70 33.08 31.00 28.57 47.38 60.27 80.18 50.93 58.16 35.70 76.05 61.11 79.70
Dorna2-Llama3.1-8B-Instruct 48.91 41.00 27.28 29.67 33.71 42.06 42.97 72.81 44.44 48.72 35.65 78.91 56.84 81.80
Dorna-Llama3-8B-Instruct 46.22 36.90 27.54 25.33 29.14 34.74 35.41 74.65 40.74 41.33 34.49 75.68 64.85 80.10
PersianMind-v1.0 36.62 36.10 27.80 27.33 26.29 26.26 34.32 65.90 41.67 30.61 29.75 63.78 0.00 66.30
Maral-7B-alpha-1 36.43 28.40 26.77 26.33 26.29 28.96 22.16 47.47 43.52 31.63 27.10 60.18 42.04 62.70

Hermes Model & Llama Models

Llama-3.1-8B-Instruct 51.36 44.90 32.30 32.67 29.71 42.91 47.57 79.03 43.52 52.55 37.62 79.79 62.45 82.70
Hermes-3-Llama-3.1-8B 50.36 42.10 30.63 31.67 30.29 48.94 47.84 79.72 44.44 49.49 35.61 73.99 56.40 83.50
Meta-Llama-3-8B-Instruct 49.82 45.00 29.99 32.00 33.71 38.93 42.97 81.11 41.67 52.04 36.30 76.71 54.79 82.50
Llama-3.2-1B-Instruct 37.40 29.90 27.03 24.00 31.43 26.11 28.65 52.53 50.93 29.59 28.59 55.40 38.00 64.10

Table 8: Results of LLMs on original datasets. The model families are ranked by their top-performing model, and
within each family, models are sorted by their average performance. The best performance in each column is shown
in bold. Abbreviations used: MW (Multiple-Wiki), PL (Parsi-Lit), IL (Iran-Law), RR (Religion-Rules), VE (Verb-
Eval), PQ (Proverbs-Quiz), MCH (MC-Homograph), DCH (DC-Homograph), PT (ParsTrivia), EE (Expert-Eval),
PH (Persian-Hellaswag), RC-text (ReadingCompQA-text), RC-y/n (ReadingCompQA-y/n).
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Model Name / Hugging Face Repository Parameters Coverage Source / Provider
GPT Models

gpt-4o-2024-08-06 N/A Multilingual OpenAI
gpt-4.1-2025-04-14 N/A Multilingual OpenAI
gpt-4.1-mini-2025-04-14 N/A Multilingual OpenAI
gpt-4-turbo-2024-04-09 N/A Multilingual OpenAI
gpt-4o-mini-2024-07-18 N/A Multilingual OpenAI
gpt-4.1-nano-2025-04-14 N/A Multilingual OpenAI

Gemini Models

gemini-2.0-flash-001 N/A Multilingual Google
gemini-2.0-flash-lite-001 N/A Multilingual Google

Qwen Models

Qwen/QwQ-32B-Preview 32B Multilingual Alibaba Cloud
Qwen/Qwen3-32B 32B Multilingual Alibaba Cloud
Qwen/Qwen2.5-32B-Instruct 32B Multilingual Alibaba Cloud
Qwen/Qwen1.5-32B-Chat 32B Multilingual Alibaba Cloud
Qwen/Qwen3-30B-A3B 30B (MoE) Multilingual Alibaba Cloud
Qwen/Qwen3-14B 14B Multilingual Alibaba Cloud
Qwen/Qwen2-57B-A14B-Instruct 57B (MoE) Multilingual Alibaba Cloud
Qwen/Qwen3-8B 8B Multilingual Alibaba Cloud
Qwen/Qwen2.5-14B-Instruct 14B Multilingual Alibaba Cloud
Qwen/Qwen2.5-7B-Instruct 7B Multilingual Alibaba Cloud
Qwen/Qwen3-4B 4B Multilingual Alibaba Cloud
Qwen/Qwen2-7B-Instruct 7B Multilingual Alibaba Cloud
Qwen/Qwen2.5-3B-Instruct 3B Multilingual Alibaba Cloud

Gemma Models

google/gemma-3-27b-it 27B Multilingual Google
google/gemma-2-27b-it 27B Multilingual Google
google/gemma-2-9b-it 9B Multilingual Google
google/gemma-3-12b-it 12B Multilingual Google
google/gemma-3-4b-it 4B Multilingual Google
google/gemma-2-2b-it 2B Multilingual Google
google/gemma-3-1b-it 1B Multilingual Google

Cohere Models

CohereLabs/aya-expanse-32b 32B Multilingual Cohere for AI
CohereLabs/aya-23-35B 35B Multilingual Cohere for AI
CohereLabs/aya-expanse-8b 8B Multilingual Cohere for AI
CohereLabs/aya-23-8B 8B Multilingual Cohere for AI

Persian Models

mann-e/Hormoz-8B 8B Persian-focused mann-e
PartAI/Dorna2-Llama3.1-8B-Instruct 8B Persian-focused PartAI
PartAI/Dorna-Llama3-8B-Instruct 8B Persian-focused PartAI
universitytehran/PersianMind-v1.0 7B Persian-focused University of Tehran
MaralGPT/Maral-7B-alpha-1 7B Persian-focused MaralGPT

Hermes Model & Llama Models

meta-llama/Llama-3.1-8B-Instruct 8B Multilingual Meta AI
meta-llama/Meta-Llama-3-8B-Instruct 8B Multilingual Meta AI
NousResearch/Hermes-3-Llama-3.1-8B 8B Multilingual NousResearch
meta-llama/Llama-3.2-1B-Instruct 1B Multilingual Meta AI

Table 9: Overview of the 41 models evaluated in this study. Models are grouped by family. Where applicable, the
first column links to the model’s Hugging Face repository. Parameter sizes for proprietary API-based models are
marked ’N/A’ (Not Applicable) as they are not publicly disclosed. ’MoE’ denotes Mixture of Experts.
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https://huggingface.co/Qwen/Qwen3-32B
https://huggingface.co/Qwen/Qwen2.5-32B-Instruct
https://huggingface.co/Qwen/Qwen1.5-32B-Chat
https://huggingface.co/Qwen/Qwen3-30B-A3B
https://huggingface.co/Qwen/Qwen3-14B
https://huggingface.co/Qwen/Qwen2-57B-A14B-Instruct
https://huggingface.co/Qwen/Qwen3-8B
https://huggingface.co/Qwen/Qwen2.5-14B-Instruct
https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
https://huggingface.co/Qwen/Qwen3-4B
https://huggingface.co/Qwen/Qwen2-7B-Instruct
https://huggingface.co/Qwen/Qwen2.5-3B-Instruct
https://huggingface.co/google/gemma-3-27b-it
https://huggingface.co/google/gemma-2-27b-it
https://huggingface.co/google/gemma-2-9b-it
https://huggingface.co/google/gemma-3-12b-it
https://huggingface.co/google/gemma-3-4b-it
https://huggingface.co/google/gemma-2-2b-it
https://huggingface.co/google/gemma-3-1b-it
https://huggingface.co/CohereLabs/aya-expanse-32b
https://huggingface.co/CohereLabs/aya-23-35B
https://huggingface.co/CohereLabs/aya-expanse-8b
https://huggingface.co/CohereLabs/aya-23-8B
https://huggingface.co/mann-e/Hormoz-8B
https://huggingface.co/PartAI/Dorna2-Llama3.1-8B-Instruct
https://huggingface.co/PartAI/Dorna-Llama3-8B-Instruct
https://huggingface.co/universitytehran/PersianMind-v1.0
https://huggingface.co/MaralGPT/Maral-7B-alpha-1
https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/NousResearch/Hermes-3-Llama-3.1-8B
https://huggingface.co/meta-llama/Llama-3.2-1B-Instruct

