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Abstract

Live commentary has the potential of mak-
ing specific broadcasts such as sports or video
games more engaging and interesting to watch
for spectators. With the recent popularity rise
of online live streaming many new categories
have entered the space, like art in its many
forms or even software development, however,
not all live streamers have the capability to be
naturally engaging with the audience. We intro-
duce a live commentator assistant system that
can discuss what is visible on screen in real
time. Our experimental setting is focused on
the use-case of a photo editing live stream. We
compare several recent vision language models
for commentary generation and text to speech
models for spoken output, all on relatively mod-
est consumer hardware configurations.

1 Introduction

Introducing live commentary to a broadcast can
meaningfully impact the enjoyment of its viewers,
but being a fun and engaging commentator is a
skill that many people simply do not possess. Ex-
isting systems can sometimes require a significant
amount of compute and often cannot function in
real-time on consumer hardware. Our goal is to
build a virtual commentator assistant system that
would be capable of functioning on a consumer-
level laptop or desktop while also performing other
resource-intensive tasks in the background or fore-
ground such as photo editing and live streaming
software.

We choose the domain of photo editing live
streaming for its simplicity and somewhat slow na-
ture. This allows us to sample the screen with a far
lower frequency, enabling all necessary computa-
tion to run on-device in adequate time. Aside from
photo editing, there are many other slow-paced cat-
egories for live streaming, such as making minia-
ture models, software and game development, or
even cooking. Additionally, the popularity of VTu-
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Figure 1: Live commentary system overview flowchart.

bers has tremendously grown in the live streaming
space, which are online entertainers who use virtual
avatars instead of showing themselves directly live
on camera. This inspires us to also create a visual
animated character who would be personified to
speak out the generated comments.

2 Related Work

Previous work (Ishigaki et al., 2023) has focused on
generating audio commentary from game teleme-
try data, specifically — a racing game which allows
such data collection. Unlike our work, their method
does not consider what is actually shown on the
screen. They also use a separate server for calcula-
tions and only produce audio output.

Yamazaki et al. (2023) propose an open-domain
avatar chatbot in a virtual reality environment,
which incorporates speech recognition, modules
for spoken text processing and refinement, avatar
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Figure 2: A screenshot of the user interface for con-
trol. The first row shows the main control buttons for
character animations, a status timer showing how many
seconds it takes to generate text, speech, and how long
until all speech is finished playing back, and the cool-
down timer, if enabled. Further down is the animated
character, current and previous photo (screenshot), and
the generated text comment to be spoken out.

expression generation, text to speech (TTS), as well
as use of an LLM for text comprehension and gen-
eration. While the authors mention that using an
82B parameter LLM and an in-house TTS solution
is challenging for generation speed, there is no de-
tail on what hardware is used or processing time
for each component.

Marrese-Taylor et al. (2022) sample suitable ut-
terances from open-domain input videos and gen-
erate textual commentary to enhance the viewing
experience. However, their approach is not real-
time and the nature of open-domain videos makes
the task much more difficult to tackle.

3 Architecture

The system consists of three main components as
highlighted in Figure 1 - text generation from the
screenshot, speech generation from the text and
visual expression animation based on the text con-
tents. After clicking the ‘Loop’ button (top-left in
Figure 2), the process begins and keeps running
until the ‘Stop’ button is pressed. A screenshot is
automatically taken, a text description is generated
based on the screenshot, and speech is generated
based on the text, along with selecting an appropri-
ate animation for the assistant character to display
while the speech is being played.
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After a configurable cool-down period, the pro-
cess starts again; however, in subsequent iterations,
the model is also supplied with the last screenshot
and previously generated comments, to contextu-
alise the current screenshot. To avoid the history
becoming too large and overburdening the model, a
history compaction process is also implemented, to
summarise history and compact it to a predefined
size. Figure 3 shows the system at work with the
animated avatar overlay on top of the photo editing
view, as well as the current screenshot on the bot-
tom left and the previous screenshot on the bottom
right side.

3.1 Spoken Text Generation

For the task of generating spoken text based on
the screenshot of the photo currently being edited,
we use a smaller-sized multimodal large language
model (LLM) on device to accommodate a good
balance of memory usage and relative performance.
By default we choose Phi-3.5-vision-instruct (Ab-
din et al., 2024), but the model parameter is config-
urable with support for several other similar mod-
els, which are loaded from the Hugging Face model
library'. Model performance is compared in the Ex-
periments and Results sections. We also enable the
use of online API versions of multimodal LLMs
such as Gemini-2.5-flash by Google or GPT 4o
by OpenAl to offload this more intensive task in
GPU-poor scenarios.

The comments get generated from the first
screenshot based on the default prompt (listed in
the Appendix), and then from a combination of the
most recent current screenshot and the one prior.
Previous generated comments are maintained as
context, and optionally summarised in a compact
history representation after a certain configurable
threshold.

3.2 History Compacting

By default, all the comments generated by the
model are kept in the memory, and provided to
the model as context for the user’s current activity.
If left unchecked, after a while this will result in
more time spent in comment generation, as well
as incur larger fees if a paid remote API is used.
To control this, a history size range can be speci-
fied. If a maximum size is set, then the history will
be compacted when this size (in number of com-
ments) is reached. The most recent comments, up

"https://huggingface.co/models
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Figure 3: A screenshot of the live-stream view with the assistant character and current/previous photos overlay.

to the minimum size setting, will be retained as-is,
while the older comments will be summarised into
a single comment representing old history.

3.3 Speech Generation

When searching for a viable approach for speech
generation, we set a criterion that the speech gen-
erated by the model should sound more like a fic-
tional character than an actual person, along with
having capabilities to generate speech with emotion
instead of being monotone. However, the main cri-
terion was model size and generation speed, while
maintaining reasonable output quality.

We found that the Kokoro-82M model® performs
amazingly well for its size and also allows for some
customisation of the generated voice. We compare
it with several other text to speech (TTS) models
in sizes up to 350M parameters in the Experiments
and Results sections.

3.4 Visual Character and Animation

To generate the visual character, we used the Al
Anime Generator® on Perchance (a platform for
creating and sharing random generators) using Sta-
ble Diffusion (Rombach et al., 2022) as a backend.
The character was generated based on a prompt

https://huggingface.co/hexgrad/Kokoro-82M
3https://perchance.org/ai-anime-generator
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describing a selection of unique visual features and
a simple uniform background for easy removal.

Next, we used the Wan2.1-12V-14B-720P model
(Wang et al., 2025) to generate short animations for
various situations. We generated several variations
of the character talking calmly to enrich the diver-
sity of expressions shown. We also prompted the
model to generate specific animations for occasions
when the character would express particular inter-
est, happiness, fear, affection and other emotions.
In addition, we prepared animation versions for the
character to enter the screen from the side; leave
the screen; wave hello or good bye; wait patiently
for the next time to start speaking; look around
to both sides pretending to be bored; and slowly
dance while nothing interesting is happening.

Running specific animations can be controlled
through the user interface (UI). However most
are selected automatically, depending on the
contents of the generated text. The selection
of specific animations expressing interest,
happiness, fear, affection and other emotions
is based on pre-defined regular expressions.
For example, the regular expression to trigger
the animation showing the character being scared is
“\b(?:scar\w+Icreep\w*|fright\w*Ispook\w*)\b".


https://huggingface.co/hexgrad/Kokoro-82M
https://perchance.org/ai-anime-generator

Model Size | R3090 G1650L R3070L R4070L R4090L M3 Pro | Average
Phi-3.5 42B 98 1110 11.0 13.6 100 103.4 43.1
Phi-4 56B | 142 - 13606 12702 11.0 - 664.0
e 3 4B | 250 5483 255 346 251 383 | 1163
12B| 314 - 4210 5102 322 S| 2487
3B 99 2472 12.4 193 1.1 207 534
Qwen 2.5-VL 7B | 102 - 12.4 32.9 10.6 - 16.5
0.5B 9.1 13.7 6.7 11.0 8.7 73 9.4
FastVLM 15B | 113 - 8.4 16.0 1.6 129 12.0
7B | 1211 - 12.9 25.8 11.9 - 15.7

Average | 149 2300 2079 2148 147 365

Table 1: Results on text description generation in seconds on select consumer hardware. We abbreviate RTX and
GTX to R and G, and Laptop to L for the NVIDIA GPU models. All results are averages over 30 runs. A dash
represents unsuccessful runs for the specific model-hardware combination.

1 Image 2 Images

Phi-3.5 4.2B 363.1 632.5
Phi-4 5.6B 385.4 682.7
Gemma 4B 534.8 727.1
12B 429.8 505.1

3B 458.1 582.0

Quwen2.5-VL 7B | 3953 6156
0.5B 690.9 779.0

FastVLM 1.5B 706.1 891.5
B 816.3 823.7

Average 531.1 693.2

Table 2: Average text length in characters with one or
two images as inputs. All averages over 30 runs.

4 [Experiments

We experiment with testing the system on four
consumer-grade gaming laptops with NVIDIA
GTX 1650 4GB, RTX 3070 8GB, RTX 4070 8GB
and RTX 4090 16GB GPUs, one desktop with
RTX 3090 24GB, and a Macbook with M3 Pro
and 18GB of memory. We run the experiments
in two different settings - 1) running all models
locally; and 2) running speech generation locally,
but relying on Google Gemini* or OpenAl GPT?
for text generation.

For text generation, we compare four differ-
ent multimodal language model families and test
model sizes from 0.5B to 12B parameters. The
models are compared on generation speed, length
of the generated comments, and also how much do

“Gemini 2.5 Flash-Lite (August 2025) - https:
//ai.google.dev/gemini-api/docs/models#gemini-2.
5-flash-lite

SGPT-40 mini (August 2025) https://platform.
openai.com/docs/models/gpt-40-mini

20

newly generated comments overlap with previously
generated comments in the same session.

Meanwhile in terms of speech models, we only
consider models up to 350M parameters in size,
as anything larger takes too much time and GPU
memory to feasibly be part of our system. TTS
models are mainly compared in terms of generation
speed.

Flash attention (Dao, 2024) is used on compati-
ble hardware (everything except M3 Pro and GTX
1650). All models are loaded with 4-bit precision
(Dettmers et al., 2023) if compatible (everything
except M3 Pro and the Phi-4 model).

A short demonstration video recording is avail-
able on YouTube®. We also release our source code
in a public GitHub repository under a permissive

license’.

5 Results

The experiment results maily help us validate
model compatibility with reasonable consumer
hardware, as well as validate our choices of default
models and other supported models. We consider
the laptop with the RTX 4090 Laptop GPU as our
main baseline hardware configuration, the GTX
1650 Laptop GPU — our minimum configuration,
and the M3 Pro — our alternative configuration.

5.1 Text Generation

For the task of comment generation, we compare
the following versions of recent multimodal LLMs
— Phi 3.5 Vision Instruct (Abdin et al., 2024), Phi

Shttps://www.youtube.com/watch?v=LuPcfsqPSso
7https://github.com/M4t1ss/
live-photo-commentary
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History O History 1 History 5 Average

Model Size tok chr tok chr tok chr tok chr
Phi-3.5 42B | 53.1% 83% 558% 82% 80.4% 19.7% | 63.1% 12.1%
Phi-4 5.6B | 56.9% 72% 702% 65% 91.6% 532% | 72.9% 22.3%
Gemma 4B | 55.6% 124% 51.1% 83% 59.0% 9.5% | 552% 10.1%
12B | 50.4% 11.8% 468% 95% 49.1% 9.6% | 48.8% 10.3%
3B | 528% 69% 460% 74% 7T13% 22.5% | 56.7% 12.3%

Qwen2.5-VL
7B | 504% 81% 487% T1.7% 454% 9.0% | 482% 8.3%
0.5B | 56.0% 10.1% 932% 53.5% 99.3% 82.3% | 82.9% 48.7%
FastVLM 1.5B | 594% 92% 90.1% 24.4% 98.5% 47.0% | 82.7% 26.9%
7B | 573% 81% 79.0% 79% 87.5% 358% | 714.6% 17.3%
Gemini 2.5-flash | 432% 85% 398% 8.0% 43.6% 7.6% |422% 8.0%
GPT 4o-mini | 52.1% 12.9% 514% 11.0% 48.1% 129% | 50.5% 12.3%

Average | 54.7%  9.1% 64.5% 148% 758% 32.1%

Table 3: Average text overlap between the last two generated comments with different history compacting thresholds
in terms of overlapping tokens (tok) and character substring overlap (chr).

4 Multimodal Instruct (Abouelenin et al., 2025),
Gemma 3 (Kamath et al., 2025) in 4B and 12B
sizes, Qwen 2.5-VL (Bai et al., 2025) in 3B and
7B sizes, and FastVLM (Vasu et al., 2025) in 0.5B,
1.5B and 7B sizes.

As can be seen in table 1, all tested models run
smoothly on the baseline configuration and gener-
ate comments within 10-11 seconds, aside from the
two Gemma 3 models, which overall seem to be
among the slowest on all tested hardware. However,
both on the minimum and the alternative config-
urations Phi 4, Gemma 3 12B, Qwen 2.5-VL 7B
and FastVLM 7B are entirely unable to run. Out of
all models tested, Phi 4 has the least compatibility
— unable to run on two GPUs and on two others
taking over 20 minutes to produce a result.

Table 2 shows that the FastVLM models tend to
generate longer outputs regardless whether the in-
put is one image or two. The other models generate
comments with an average length of 446 characters
while the average for FastVLM models is 686 char-
acters. Comparing two image inputs to one image
input, the increase in average generated characters
is around 160, with outliers like Phi 3.5 almost dou-
bling the amount compared to single image, and
Gemma 3 12B only generating around 40 charac-
ters more for dual image inputs.

Upon manual inspection of the generated com-
ments, we noticed that at times there is substan-
tial overlap between the current and previous com-
ments generated by some models, or even a 1:1
copy — not based on the input images at all. There-
fore, we evaluated handling of our history feature
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Model Size | Time, s
Bark 300M 48.8
Bark-small 8OM 27.5
Kokoro-82M 82M 0.5
OuteTTS-0.1 350M 87.6
MMS-TTS-ENG  36M 58
SpeechT5 145M 75

Table 4: Comparison of several smaller text to speech
models, showing model size and average generation
time over 10 runs. Input text was on average 555 char-
acters long ranging between 347 and 828 characters.

by the LLMs using a set of 10 consecutive photos
from the same photo shoot as inputs. In table 3
we look at how the multimodal LLMs handle our
history compacting approach, by comparing pass-
ing history lengths of 0 (history turned off), 1, and
5 previously generated comments along with the
prompt. We measure the percentage of overlapping
tokens (words) between two consecutive outputs,
as well as the percentage of overleaping characters.
The FastVLM models are overall worst in terms ov
both overlap metrics, while Gemma 3 and Qwen
2.5-VL models along with Gemini and GPT APIs
perform best here. Some models like both Phi mod-
els, Qwen 2.5-VL 3B, and FastVLM 7B only suffer
from the overlapping output issue with the longer
history of 5 comments.

5.2 Speech Generation

Most modern TTS models have at least 0.5B pa-
rameters, which can hinder efficient execution on
consumer hardware. We test base and small ver-



sions of the Bark model from Suno®, Kokoro-82M,
OuteTTs-0.1°, MMS-TTS-ENG (Pratap et al.,
2024), and SpeechT5 (Ao et al., 2022). As these
models are quite small in terms of parameters, we
only consider testing on our baseline hardware con-
figuration. All tests were performed on 10 pre-
viously generated comments from Phi 4, ranging
between 347 and 828 characters in length.

Table 4 shows that the Kokoro-82M is by far
the overall fastest TTS model, taking on average
only 0.5 seconds to generate speech for the previ-
ously generated comments from the multimodal
LLMs, which is over 10 times faster than the next
fastest — MMS-TTS. Based on these results, we
select Kokoro-82M as the default model and add
MMS-TTS-ENG and SpeechTS5 as alternative op-
tions to select in our system.

6 Conclusion

In this paper, we introduce a live commentator as-
sistant system for the use case of photo editing
online live streaming, which generates real-time
commentary based on what is visible on-screen.
It is capable of fully functioning locally alongside
live streaming and photo editing software with mod-
erate consumer hardware requirements, as well as
utilising multimodal LLM APIs to offload a major
part of the required computation supporting even
lower-grade hardware.

For future work we consider a wide range of
potential improvements and expansions of our pro-
posed task. In terms of expanding the scope of the
task, we plan on utilising dialogue-styled commen-
tary based on either user input or live-stream chat
to make the interaction even more engaging. Other
avenues of expanding the scope include enhancing
live streams with additional explanatory graphics
as on-screen overlays, and exploring the applica-
bility of short video capture commentary. As for
the actual quality of the generated text, we plan on
performing a small-scaled human evaluation study
to obtain a broader insight on the quality of the
generated text beyond token and character overlap.
Further improvements of output quality may also
be achieved by implementing output filtering based
on heuristics (Rikters, 2018) or the model attention
mechanism output (Rikters and Fishel, 2017).

8https://github.com/suno-ai/bark
*https://github.com/edwko/OuteTTS

Limitations

In this work, we only considered using models that
are publicly available at no cost to enable repro-
ducibility. The computation setup for our experi-
ments is relatively modest and well within reach
for most who would be willing to reproduce our
experiments.

Our proposed system is easily reproducible with
publicly available model checkpoints and open-
source tools which are cited in this paper. Our full
workflow shall be released on GitHub. For the blind
submission, we prepared an anonymised version
as an attachment. Our system is also not limited
to the specific model families cited in the paper,
so one could simply swap out the text or speech
models for others compatible with the Hugging
Face Transformers workflow.

Ethical Considerations

Our work is fully in accordance with the ACL Code
of Ethics'?. We use only publicly available open-
weight models and relatively low compute amounts
while conducting our experiments to enable repro-
ducibility. We do not conduct studies on other
humans or animals in this research.
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Prompt Text Addition
SYSTEM You are a friendly chatty commentator who likes to casually describe
work done by a photographer in various details, even by pondering
the implications on work, or leisure, being performed, etc. Write
your response in a very personal way using personal pronouns and
explaining what you see, perhaps also adding how it makes you
feel. Do your best to not be repetitive in your choice of words. You
MUST keep the response length to no more than three sentences.
You MUST NOT mention any specific layout elements or tools that
may be visible on the screen, such as gridlines or sliders.

MAIN Summarize what is visible in the current photo, <limage_1I>. How | + ENDING
is it different from the previous photo, <limage_2I>? There may be
some subtle differences as well. Do not describe the previous photo;
assume you have described it already. It is only there for context, so
you can notice the new things in the current photo. Do not mention
photos explicitly; use words like ‘I can see...” or ‘The photographer
is now... and similar. Use the comment history for context and
continuity, but the utmost priority should be on describing the current
activity, as reflected in the current photo. DO NOT repeat comments
from the history.

FIRST Summarize what is visible in this image: <limage_1/> + ENDING
ENDING Do not at all mention any specific layout elements or tools that may

be visible on the screen, such as overlays, gridlines or sliders. To

adjust intonation, please add dedicated punctuation like ; : ,. ! ?

... () “” For example, to emphasize a word or a phrase, surround it
with "quotation marks". However, since the text will undergo speech
synthesis, do not use anything unpronounceable, like emojis.
COMPACT | Summarize in one short paragraph your (the assistant’s) comments
so far on the current activity; i.e. compact it into a single com-
ment of comparable size to one individual original comment, that
encapsulates the essence of the current activity’s past. If some older
comments pertain to a different activity, you can ignore them; fo-
cus only on the current activity. This is what you (the assistant)
commented before:

HISTORY This is what you (the assistant) commented before:

Table 5: Examples of prompts used for comment text generation. The FIRST prompt is used only at the beginning
when there is just one screenshot, after which the MAIN prompt is used. The HISTORY prompt is used to maintain
recent context, and COMPACT - for consolidating older history into a short summary.
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