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Abstract
Despite the communicative importance of nega-
tion, its detection remains challenging. Previ-
ous approaches perform poorly in out-of-do-
main scenarios, and progress outside of English
has been slow due to a lack of resources and
robust models. To address this gap, we present
D-Neg: a syntax-aware graph reasoning model
based on a transformer that incorporates syn-
tactic embeddings by attention-gating. D-Neg
uses graph attention to represent syntactic struc-
tures, emulating the effectiveness of rule-based
dependency approaches for negation detection.
We train D-Neg using 7 English resources and
their translations into 10 languages, all aligned
at the annotation level. We conduct an eval-
uation of all these datasets in in-domain and
out-of-domain settings. Our work represents a
significant advance in negation detection, en-
abling more effective cross-lingual research.

1 Introduction

Negation is present in all natural languages (Horn,
1989). Despite their crucial role in understand-
ing, negative statements are often more challenging
to process than affirmative ones (Dudschig et al.,
2021; Tian and Breheny, 2019). This is due to their
semantic and morphosyntactic complexity, which
makes them difficult to comprehend (Just and Car-
penter, 1971; Givón, 1978; Sho, 2007; Horn and
Wansing, 2025). Large language models (LLMs)
demonstrate this difficulty as they struggle with ac-
curately interpreting negations (Truong et al., 2023;
Kassner and Schütze, 2020). One reason is the un-
derrepresentation of negation, which is rare in lin-
guistic resources and evaluation benchmarks. This
limits model exposure and training opportunities
(Hossain and Blanco, 2022; Hossain et al., 2020).

NLP mostly follows the model of “standard nega-
tion”, that is “the non-emphatic negation of a lexi-
cal main verb in a declarative main clause” (van der
Auwera and Krasnoukhova, 2020, p. 91). It usually
involves a cue (e.g., not) and a scope, such that

the cue scopes over the proposition expressed by
the affirmative declarative sentence projected from
the main verb and reverses its truth value (Frege,
1892). Other kinds of negation follow this pat-
tern, e.g., constituent negation regarding NPs (not
many people), adjectives (not happy), or affixal
negations (un-happy). Negation detection then in-
volves two subtasks (Jiménez-Zafra et al., 2020b):
cue detection and scope resolution (Szarvas et al.,
2008). This approach has several issues, as the
cue can be realized by several negators. An exam-
ple is French ne pas: (1) two or more cue parts
can express a single, possibly emphasized nega-
tion (negative concord); (2) the notion of scope
becomes unclear: do both cues have scope? Only
one? Which one? (3) A cross-linguistic, diachronic
perspective is revealed, since not every language
has multiple cue exponance. Its existence in a lan-
guage seems to be a historic contingency known
as the Jespersen Cycle, a potential universal of
language change. It says that a pre-verbal expo-
nent cue can develop into multiple exponents, in
which case the pre-verbal part may be lost later
on. The universality claim still needs to be verified
by cross-linguistic empirical research. From this
we can conclude that a linguistically valid nega-
tion detection ought to be 1. multiple exponent,
2. cross-linguistic, 3. diachronic. Due to the lim-
ited number of diachronic resources covering an
adequate time period, we focus on the first two.

This paper focuses on cue detection and scope
resolution starting from 6 corpora: (1) the SOCC
dataset (Kolhatkar et al., 2019), consisting of user
comments on online news; (2) the BioScope corpus
(Vincze et al., 2008), containing biomedical ab-
stracts and papers; (3) the Conan dataset (Morante
and Daelemans, 2012), composed of sentences
from two short stories by Arthur Conan Doyle; (4)
the DT-Neg dataset (Banjade and Rus, 2016), in-
cluding student-tutor dialogue interactions; (5) the
SFU corpus (Konstantinova et al., 2012), contain-
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ing product reviews; and (6) the ProbBank (Focus)
dataset (Blanco and Moldovan, 2011), containing
Penn Treebank sentences. The datasets use differ-
ent annotation schemes and guidelines (Jiménez-
Zafra et al., 2020b): different types of negation
(syntactic, lexical and morphological) are anno-
tated, with the cue sometimes included and some-
times excluded within the annotated scope. These
inconsistencies, combined with diverse domain set-
tings, led to poor cross-dataset generalization of
models trained on them (Khandelwal and Sawant,
2020; Truong et al., 2022). Our goal is to enhance
in-domain (ID) and out-of-domain (OOD) perfor-
mance of negation detection on all datasets. We
leverage syntactic features, including dependency
trees, syntactic labels, and PoS tags, for fine-tuning
(Khandelwal and Sawant, 2020). We expand our
approach to include 11 languages, including Ger-
manic and Romance languages, as well as Chinese,
Russian and Hindi. We achieve this by translat-
ing and aligning datasets and annotations to ad-
dress the limited availability of negation resources
(Jiménez-Zafra et al., 2020b). Our contributions
are threefold:

1. We develop a syntax-aware approach for token
classification exploring dependency relations. It
augments a transformer with a graph attention
network (GAT) (Veličković et al., 2018), i.e., the
GATv2 mechanism (Brody et al., 2022), to pro-
cess dependency trees. We incorporate learned
embeddings of dependency relations and PoS
tags, linked by cross-attention gating.

2. We conduct experiments for 11 languages, train-
ing 14 models for cue detection and 12 models
for scope resolution per language, for a total of
286 models. We evaluate the models in all pos-
sible ID and OOD settings, thereby providing a
novel negation detector in a multilingual setting.

3. We publish our models and the corpus for cue
and scope detection on Hugging Face1. We offer
a Python library2 to facilitate the application of
our models across use cases.

2 Related Work

2.1 Cue Detection and Scope Resolution

Early approaches use rule-based methods for cue
detection (Mutalik et al., 2001), e.g., NegEx (Chap-
man et al., 2001), a regular expressions-based

1https://huggingface.co/D-NEG
2https://github.com/texttechnologylab/dneg

system that remains popular in the clinical do-
main. For scope resolution, systems rely on con-
stituency trees and cue position using rules for se-
lecting subtrees manifesting the scope (Huang and
Lowe, 2007; Carrillo de Albornoz et al., 2012).
More recent systems incorporate syntactic features
through dependency patterns into their rule system
(Mehrabi et al., 2015; Sohn et al., 2012). E.g., Neg-
Bio (Peng et al., 2017) improves upon NegEx by
integrating dependency structure. Although they
generalize poorly to other domains, rule-based sys-
tems achieve strong performance in detecting cues
in the biomedical domain.

As these methods rely on hand-crafted rules, ML
approaches gained traction, which initially focused
on extracting features from input sentences to per-
form token classification for scope resolution, em-
ploying models such as CRFs and SVMs (Read
et al., 2012; Cruz et al., 2016; Ou and Patrick,
2015). Recently, there has been a focus on applying
deep learning to scope resolution. A first wave of
models employed recurrent neural networks, specif-
ically long short-term memory networks and their
bidirectional variant (BiLSTMs) (Fancellu et al.,
2016; Lazib et al., 2016; Fancellu et al., 2017, 2018;
Gautam et al., 2018). A second wave employs trans-
fer learning. (Taylor and Harabagiu, 2018) frame
cue and scope detection as a joint task using a BiL-
STM to label both cue and scope tokens, while
incorporating pretrained word2vec embeddings.

Starting with BERT (Devlin et al., 2019), trans-
former architectures led to a new SOTA for nega-
tion detection: NegBERT (Khandelwal and Sawant,
2020) frames detection as a token classification
task, finetuning BERT models with classification
heads for cues and scopes. To incorporate informa-
tion on cues in scope resolution, (Khandelwal and
Sawant, 2020) experiment with encoding strategies:
replacing the cue with a special token [CUE], or
augmenting the input sequence by inserting [CUE]
before the cue token. (Truong et al., 2022) improve
this approach by introducing negation-focused pre-
training. The idea is that pretraining LLMs on
domain-specific text (e.g., text rich in negation) en-
ables more effective learning of representations of
the target domain. Similarly, (Qian et al., 2024) ex-
plore data augmentation strategies to address the is-
sue of limited annotated data for negation detection.
They apply lexical masking, replacing tokens with
either a generic mask token, their PoS or named
entity (NE) tag. As a transformer architecture, they
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employ RoBERTa (Liu et al., 2019), similar to the
approach of (Truong et al., 2022).

2.2 PoS Labels for Transformer Finetuning
Several studies incorporate PoS tags into fine-tu-
ning bidirectional, encoder-based pretrained lan-
guage models (PLMs). One approach is to inject
PoS tags into the input sequence as additional to-
kens or features, allowing the model to use syntac-
tic cues for training (Wang et al., 2023; Benamar
et al., 2021). An alternative is to fuse embeddings
of PoS tags with those produced by the PLM, e.g.
through concatenation or gating (Liu et al., 2022).
These strategies enhance the models’ perception
of linguistic structure, which has been shown to
improve performance in downstream tasks.

2.3 Dependency-aware Finetuning
Several studies investigate the integration of graph-
based information into transformers. One approach
is to use Graph Neural Networks (GNNs) to incor-
porate syntactic or semantic dependencies. E.g.,
(Wu et al., 2021) integrate BERT with a Graph Con-
volutional Network (GCN) built over semantic de-
pendency graphs. BERT4GCN (Xiao et al., 2021)
improves upon aspect-based sentiment classifica-
tion by combining BERT’s intermediate-layer out-
puts with syntactic dependency graphs via GCNs.
Regarding semantic role labeling, (Fei et al., 2021)
utilize both dependency structures and their labels
via GCNs to improve performance.

Due to their ability to assign dynamic weights
to neighboring nodes, Graph Attention Networks
(GATs) attract attention, as they allow for encoding
local graph structures. Recent studies apply GATs
in transformer-based fine-tuning to improve down-
stream tasks (Verma et al., 2024; Zhou et al., 2023).
More recently, the GATv2 operator (Brody et al.,
2022) was introduced to overcome the limitations
of GAT, enabling more flexible and expressive at-
tention over graphs. Though its use with PLMs is
in its early stages, it improves the structural aware-
ness of transformer architectures.

2.4 Non-English Negation Detection
The task of non-English negation detection is rela-
tively unexplored. Progress has been made in train-
ing negation detection models, particularly for Chi-
nese (Qian et al., 2024; Kang et al., 2017; He et al.,
2017) and Spanish (Jiménez-Zafra et al., 2020a;
Fabregat et al., 2019). Similar efforts have been
made for French and Portuguese (Dalloux et al.,
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Figure 1: D-Neg’s architecture highlighting its cross-
attention gating mechanism and the GAT component.

2021, 2019), and for globally significant languages,
such as Arabic (Al-Khawaldeh, 2019) and Hindi
(Shah and Pareek, 2024). As noted by (Jiménez-
Zafra et al., 2020b), resources for non-English lan-
guages are scarce and suffer from inconsistent an-
notation schemas. In fact, there is an entire lack of
parallel multilingual corpora for negation.

We go beyond this research by introducing D-
Neg: a syntax-aware graph reasoning model that
incorporates syntactic information for negation de-
tection. We train NegDep on 11 languages and
create a parallel negation corpus to support cross-
linguistic evaluation and resource development.

3 Methodology of D-Neg

D-Neg is based on the idea of extending a pre-
trained transformer by incorporating syntactic em-
beddings through an attention-like gating mecha-
nism that is conditioned on contextualized repre-
sentations from the PLM. We expand on this ar-
chitecture by using graph-based reasoning to assist
with fine-grained, token-level classifications, such
as cue detection and scope resolution. Our model is
implemented using PyTorch (Paszke et al., 2019),
PyTorch Geometric (Fey and Lenssen, 2019), and
the Huggingface library (Wolf et al., 2020).

3.1 Model Architecture
Transformer Backbone We use DeBERTa (He
et al., 2021) as an encoder for English and Eu-
roBERT (Boizard et al., 2025) for all other lan-
guages. Both PLMs consistently outperform ear-
lier models such as BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019), commonly used in ar-
chitectures for negation detection (Khandelwal and
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Sawant, 2020; Truong et al., 2022), across a range
of benchmark tasks (e.g., GLUE, SQuAD, and Su-
perGLUE). Given a token sequence x of padded
length n, the encoder outputs contextualized sub-
word embeddings Hsub ∈ Rn×d′

, where d′ is the
hidden size of the encoder. Since the PLMs operate
at the subword level, we apply a pooling opera-
tion to the subword embeddings corresponding to
each word, resulting in word-level representations
Hword ∈Rn×d′

. Following (Devlin et al., 2019), we
use the embedding of the first subword token to rep-
resent the entire word. We project the word-level
embeddings into a lower-dimensional space using
a learned linear transformation to align them with
the syntactic feature embedding space:

H = WprojHword, H ∈ Rn×d ,

where d < d′ is the shared hidden size used in
subsequent components of the model, including
the syntactic fusion and classification layers.

Syntactic Embeddings To incorporate syntactic
information, we learn task-specific embeddings for
PoS tags and dependency relation labels:

P = Emb(pseq), D = Emb(dseq),

pseq and dseq are sequences of PoS and dependency
labels; P,D ∈ Rn×d are the embedding matrices
learned using an embedding layer Emb(·).

Cross-Attention like Gating Inspired by the at-
tention gating mechanism of (Oktay et al., 2018),
we design a cross-attention-like gating module that
selectively integrates syntactic information into the
contextualized embeddings H. Thus, H is projected
to queries Q, while the PoS and dependency em-
beddings P and D are mapped to keys KP and KD:

Q = WQH, KP = WKPP, KD = WKDD,

WQ, WKP , and WKD are learnable projection ma-
trices. Unlike the standard scaled dot-product, we
compute attention-like scores by applying element-
wise multiplication between the query vectors and
each set of key vectors. Then, a sigmoid activation
is applied to produce feature-based gating signals
instead of token-wise attention scores:

gP = σ(Q⊙KP), gD = σ(Q⊙KD).

where σ(·) is the sigmoid function. Next, we ap-
ply the gating signals to the syntactic label embed-
dings, modulating their contribution and producing
contextually relevant representations. These gated
embeddings are subsequently fused with the main

No evidence of XXX
neg nmod:of

case

Figure 2: Depen-
dency graph for
“no evidence of
XXX”.

embedding by element-wise addition:

H′ = ReLU(LayerNorm(H+gP⊙P+gD⊙D))

Graph Reasoning with GATv2. To account for
structural token dependencies, we use a GATv2
layer (Brody et al., 2022) on the word embeddings
H′, using the dependency tree as the input graph.
Residual connections are included to further stabi-
lize training. The GATv2 operator performs multi-
head attention over adjacent nodes in the graph:

HGAT = GATv2Conv(H′,E )+H′,

E is the edge set of the dependency tree.

Classification Layer. The output of GATv2 is
passed through layer normalization and dropout,
followed by a linear classification head Wc:

H′
GAT = Dropout(LayerNorm(HGAT))

ŷ = softmax(WcH′
GAT)

With H′
GAT D-Neg implements a negation model

that uses transformer-based embeddings to feed
a graph reasoner, combining hierarchical and se-
quence information at the level of lexical, PoS, and
syntactic features: while positional information
maps the linearity of token sequences, the graph
reasoner provides hierarchical information that cor-
relates with context-free languages. In doing so,
D-Neg approximates rule-based approaches that
operate over dependency structures, such as those
in NegBio (Peng et al., 2017), which detect nega-
tion by traversing dependency paths and leveraging
lemma-based pattern matching. E.g., the phrase
“no evidence of XXX” is captured by the rule:
{}< {depnmod:of}{lemmaevidence}> {depneg}{},
{} is a wildcard matching any lemma (s. Figure 2).
D-Neg learns to generalize such patterns from data,
using sequence representations as a fallback when
syntactic structure is ambiguous or unavailable.

3.2 Training and Task Setup
D-Neg uses a two-stage approach for cue detection
and scope resolution, similar to NegBERT (Khan-
delwal and Sawant, 2020), where both tasks are
framed as token-level classification problems. For
cue detection, we classify each input token as "cue"
or "non-cue". Unlike (Khandelwal and Sawant,
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2020), we do not distinguish between types of
cues. We use the same strategy for scope reso-
lution, performing it as a binary token classifica-
tion in which each token is classified as "scope" or
"non-scope." We opt for the replacement strategy of
(Khandelwal and Sawant, 2020) because it aligns
better with our word-level approach and since ex-
periments using this strategy produced promising
results. In the replace method, the cue token (or
multiple tokens, if the cue is multi-token) is re-
placed by [CUE]. This allows the model to identify
the position of the target cue. If a sentence con-
tains multiple negations, [CUE] helps the model
determine the scope of the current target cue. For
training on languages other than English, we adopt
the CLAT approach (Schäfer et al., 2022), which
combines machine translation with annotation pro-
jection. It relies on word alignments generated by
SimAlign (Jalili Sabet et al., 2020) to transfer an-
notations from the source to the target language.
For translation, we use the models of the Helsinki
OPUS project (Tiedemann and Thottingal, 2020).

4 Experiments

For cue detection, we train on SOCC, BioScope
(Full), BioScope (Abstracts), Conan, DT-Neg, SFU,
and ProbBank (Focus). For scope resolution, we
exclude ProbBank (Focus) as it lacks scope anno-
tations. To ensure cross-dataset consistency, all
datasets are augmented so that the cue is consis-
tently removed from the annotated scope. This
preprocessing step harmonizes differences in an-
notation guidelines across corpora. All models
are trained for six epochs using the AdamW opti-
mizer (learning rate: 2e−5, weight decay: 0.01)
with cross-entropy loss. The checkpoint with the
highest validation F1 score is selected as the fi-
nal model. We evaluate the resulting models on
both the ID and OOD test sets. Each dataset is
split into 80% training, 10% validation, and 10%
test portions. We repeat this procedure for each
target language and apply it to both our proposed
method and the NegBERT baseline. For fair com-
parison, we replace the original BERT backbone
in NegBERT with a DeBERTa encoder for English
and EuroBERT for all other languages, following
the same backbone configuration used for training
D-Neg. All backbone models use their base config-
urations: DeBERTa-V3 Base (∼ 184M parameters)
and EuroBERT Base (∼ 210M parameters). To ex-
tract syntactic information, we rely on the small

models from the spaCy (Honnibal et al., 2020) fam-
ily (s. Appendix A). For languages not supported
by spaCy (Hindi and Arabic), we employ corre-
sponding models from the UDPipe (Straka et al.,
2016) library. For dataset translation, we use bilin-
gual OPUS-MT models from the Helsinki-NLP
project (Tiedemann and Thottingal, 2020), each
based on a standard Transformer architecture with
six self-attention layers in both the encoder and de-
coder, totaling approximately 75M parameters per
model (s. Appendix B). For dataset alignment, we
adopt the SimAlign (Jalili Sabet et al., 2020) library,
using its IterMax matching strategy and the default
multilingual BERT-base-cased model for embed-
ding similarity computation. Finally, we conduct
a small-scale in-context learning (ICL) few-shot
experiment with a compact contemporary LLM
to illustrate the necessity of fine-tuning PLMs for
negation detection.3 For this experiment, we use
Gemma3-1B (GemmaTeam et al., 2025), which
is comparable in order of magnitude to our PLM
backbones, though still roughly five times larger.

5 Results

The results of our English experiments are pre-
sented in Tables 1 and Table 2. In most cases,
we observe a significant improvement in macro F1
scores for both ID and OOD performance, particu-
larly in scope resolution. For cue detection, there
is a slight decrease in ID performance on the Prob-
Bank (Focus) and SOCC datasets. However, the
overall trend shows an average improvement of
1.03 absolute percentage points for ID performance
and 1.26 percentage points for OOD performance
(s. Table 3), which corresponds to 21% ID and 10%
OOD error reduction, demonstrating a meaningful
leap in an already high-performance regime. For
scope detection, the only notable drop in perfor-
mance occurs on the BioScope (Full) corpus. The
overall trend shows a substantial average improve-
ment of 4.17 absolute percentage points for ID
performance and 4.90 percentage points for OOD
performance (s. Table 3). The same result, viewed
through the lens of error reduction, corresponds
to 47% ID and 30% OOD error reduction. The
strongest model for cue detection is the one trained
with D-Neg on the SOCC dataset, achieving an
average F1 score of 92.97 across all test sets. In
contrast, the overall average F1 score across all cue

3The few-shot prompts for cue and scope detection are
provided in Appendix C.
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Neg-Bert (Cue) D-Neg (Cue) G3:1b

DT-Neg Conan
Bioscope

(A)
Bioscope

(F)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(A)

Bioscope
(F)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 97.26 82.64 77.85 77.11 93.13 92.44 92.14 97.59 83.39 92.65 82.29 93.22 91.21 93.69 49.26
Conan 83.85 96.08 79.72 81.45 80.82 90.9 91.35 85.49 97.88 82.19 88.86 84.64 91.01 91.52 56.18

Bioscope (A) 88.85 86.56 93.29 93.26 88.1 91.37 91.61 91.0 83.77 93.45 92.42 88.28 92.09 91.03 50.26
Bioscope (F) 85.33 84.16 93.21 87.44 86.78 91.44 89.27 85.01 83.47 91.39 91.51 84.13 90.99 90.6 49.83
Prob-Bank 94.12 94.0 90.94 90.49 99.72 95.45 95.35 93.68 92.9 92.83 94.55 98.95 95.45 95.49 52.36

SOCC 82.05 83.86 73.71 71.94 80.37 98.91 92.63 78.04 84.22 74.91 74.91 80.73 98.48 89.57 49.48
SFU 78.01 86.92 73.98 71.67 80.08 88.65 93.51 81.36 87.89 77.01 78.87 83.85 91.58 95.57 49.68

Table 1: Cue Detection Results for EN: Columns represent training datasets, and rows represent test datasets. Scores
indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope) G3:1b

DT-Neg Conan
Bioscope

(A)
Bioscope

(F)
SOCC SFU DT-Neg Conan

Bioscope
(A)

Bioscope
(F)

SOCC SFU

DT-Neg 90.96 85.09 82.99 85.79 81.23 81.89 97.42 93.57 84.43 87.53 81.04 83.33 52.93
Conan 90.11 79.83 83.76 84.47 83.5 84.33 91.07 95.18 86.86 85.04 86.71 81.49 49.14

Bioscope (A) 77.04 55.85 96.69 95.65 93.33 89.96 87.57 87.91 97.67 94.49 93.94 89.24 49.54
Bioscope (F) 76.28 61.08 94.74 94.89 90.09 87.68 84.36 86.98 93.71 93.76 89.58 89.4 51.02

SOCC 73.98 74.11 91.52 89.29 93.8 89.14 79.32 86.92 91.93 89.39 96.76 87.47 49.71
SFU 76.0 69.04 81.15 81.58 81.93 90.75 82.84 81.99 89.19 88.05 88.88 91.18 52.85

Table 2: Scope Detection Results for EN: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue 95.17 96.20 1.03 87.42 88.69 1.26
Scope 91.15 95.33 4.18 83.88 88.78 4.91

Table 3: Aggregated results for EN: average F1 score
of models on in-domain and out-of-domain datasets.

detection models is significantly lower, at 88.05.
For scope resolution, the best-performing model
also results from training with D-Neg on the Bio-
Scope (Abstracts) dataset, reaching an average F1
score of 90.63, compared to the average of 86.33
across all scope resolution models. The ICL few-
shot experiments for both cue and scope detection
on the English datasets yielded substantially lower
results compared to the PLM-based baselines. Cue
detection performance peaked on the Conan dataset
with a macro-F1 score of 56.18, while scope de-
tection performed best on the DT-Neg dataset with
52.93. On average, the ICL approach achieved a
macro-F1 slightly above 50 for both tasks, in con-
trast to the PLM-based models, which consistently
scored above 80. Moreover, ICL inference was con-
siderably more time-consuming than the training
and inference of D-Neg. For reference, D-Neg was
trained on the SFU corpus (the largest dataset) for
six epochs with a batch size of 16, taking 1980s for
cue detection and 2143s for scope detection. Aver-
age inference times on the SFU test sets were 21s
(cue) and 23s (scope). In contrast, Gemma3-1B re-
quired 3180s per cue test set and 43,532s per scope

test set, measured on the same GPU, and also con-
sumed significantly more memory due to its larger
model size. Figure 3 shows our results for the mul-
tilingual setting, with per-language F-Scores pro-
vided in the Appendix. For cue detection, the aggre-
gated results indicate substantial performance im-
provements with D-Neg over NegBERT for French,
Italian, Spanish, and Russian. An exception is
Hindi, where D-Neg exhibits a significant perfor-
mance drop. For scope resolution, performance
differences between D-Neg and NegBERT are less
pronounced. Nevertheless, D-Neg achieves mea-
surable gains for German, Japanese, Dutch, and
Arabic. In contrast, we observe performance de-
clines for Italian, French, Spanish, and Chinese.
Overall, most models trained on the translated and
aligned datasets achieve strong performance, with
F-scores above 0.8 for cue and scope detection.
However, models for Chinese and Japanese exhibit
significantly lower performance (s. Figure 3).

5.1 Discussion

In our experiment on English, D-Neg significantly
improves scope resolution in both ID and OOD
settings compared to NegBERT serving as a base-
line. This suggests that D-Neg more effectively
captures linguistic structures that generalize across
datasets. In contrast, improvements in cue de-
tection are more modest and dataset-dependent.
Notably, the datasets showing slight performance
drops in cue detection already achieve very high
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Figure 3: Aggregated results
across all eleven languages. Left:
cue detection, right: scope reso-
lution.

Task Dataset Neg-Bert* CueNB SN D-Neg

Cue

Conan 92.94 91.17 - 97.88
BioScope (Abstracts) 95.65 97.09 95.98 93.45
BioScope (Full) 92.42 91.67 91.89 91.51
SFU 87.08 87.99 82.42 95.57

Scope

Conan 92.36 91.24 - 95.18
BioScope (Abstracts) 95.68 95.81 96.22 97.67
BioScope (Full) 91.24 92.57 93.52 93.76
SFU 90.95 91.03 92.42 91.18

*Scores from the original NegBERT model as presented in its
paper, not from our retrained DeBERTa-based variant.

Table 4: Negation detection results of transformer-based
approaches for different studies reported for NegBERT
(Khandelwal and Sawant, 2020), CueNB (Truong et al.,
2022), and SN (Khandelwal and Britto, 2020). Train-
ing/test splits and cue definitions may vary across works.

scores (above 98%), indicating that these varia-
tions may be due to random fluctuations, anno-
tation inconsistencies, or the limited margin for
further improvement. We compare D-Neg with key
transformer-based approaches for cue and scope de-
tection, that is, NegBERT (Khandelwal and Sawant,
2020), CueNB (Truong et al., 2022), and the multi-
task model SN (Khandelwal and Britto, 2020). We
exclude models such as (Qian et al., 2024) due to
differences in classification schemes and F1 score
calculation, which render a direct comparison unre-
liable. Furthermore, we note that the split between
training and testing may vary across studies and
that our method does not distinguish between dif-
ferent types of cues. Therefore, the comparisons
provided are for general guidance only and should
not be interpreted as strict performance ratings. De-
spite these limitations, our model outperforms all
other methods in cue detection on the Conan and
SFU datasets and in scope resolution on Conan,
BioScope (Full), and BioScope (Abstracts) (s. Ta-
ble 4). The remaining datasets used in our study,
namely DT-Neg, SOCC, and ProbBank (Focus), are
rarely employed in related work and are therefore
excluded from this comparison. While these re-
sults are not strictly comparable due to potential
differences in experimental setups, they nonethe-

less suggest that our approach is highly competi-
tive. To further explore alternative approaches, we
also conducted an ICL few-shot experiment using
a compact contemporary LLM (Gemma3-1B). The
substantially lower performance of this approach,
combined with its markedly higher computational
cost and runtime, highlights the continued need
for specialized systems built on PLM backbones in
the era of general-purpose LLMs, thereby further
reinforcing the motivation for our approach. In the
multilingual setting, D-Neg’s performance gains
are more moderate: improvements are observed for
a subset of languages and tasks. An interesting pat-
tern emerges: gains in cue detection occur for Ro-
mance languages (IT, FR, and ES), while the same
languages exhibit the largest performance drops in
scope resolution. This suggests that, for Romance
languages, negation cue detection benefits signifi-
cantly from syntactic patterns and predictable de-
pendency attachments. In contrast, negation scope
boundaries appear to be more diffuse and less ef-
fectively captured by dependency-based features.
In any case, with D-Neg, we provide a negation
detector for 11 languages, making certain language
comparisons possible for the first time.

6 Error Analysis

Our approach is so effective that it is difficult to
improve upon. In the ID scenario, we achieve av-
erage F1 scores above 95% for cue detection and
scope resolution. In the OOD setting, average per-
formance remains above 88% (s. Table 3). The
models are thus already highly effective. We aim
to explore the remaining error margins through the
lens of our syntactic framework to detect the sce-
narios in which the models still struggle.

6.1 Cue Detection

For cue detection, we split the positive and nega-
tive classes into positive and negative subclasses
for each PoS tag and dependency label. This allows
for a more detailed analysis of scenarios where the
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Figure 5: Positive class-specific F1 scores stratified by
the depth (x-axis) of scope tokens in dependency tree.

model performs poorly. We conduct this analy-
sis on the BioScope (Abstract) corpus, where our
model showed comparatively weaker performance
and which is of reasonable size for a focused eval-
uation. In the PoS-based evaluation, we observe
that only seven subclasses have an F1 score below
1.0. Notably, the model performs poorly when the
annotated negation cue is a determiner, adjective,
noun, or verb. However, these cases represent only
a very small fraction of the data, suggesting that
their limited presence in the training set likely con-
tributes to the lower performance. Due to their low
frequency, they have minimal impact on the overall
performance drop (s. Figure 4).

The dependency-based evaluation offers more in-
sights than the PoS-based one. Although 14 classes
fall below the threshold of F1=1, only three have
substantial support in the training and test datasets
making their results more reliable and meaningful.
The model performs very well on the two most well-
supported classes: it reliably detects cues when the
word functions as a negation modifier, and identi-
fies non-cues when the word functions as an adjec-
tival complement. However, it struggles in cases
where the word has the syntactic function of a nega-
tion modifier but is not a cue. Though this class has
the third-highest sample count among those with
F1 < 1, the model only achieves a class-specific F1
score of 0.64 in this scenario (s. Figure 4).

6.2 Scope Resolution

Regarding scope resolution, Fancellu et al. (2017)
note that models trained to predict scope often rely
on surface-level patterns, particularly punctuation,
since many scopes are delimited thereby. Khandel-
wal and Sawant (2020) conduct an in-depth error
analysis and demonstrate that this claim does not
hold for transformer-based approaches. They show
that models like theirs can learn scope boundaries
beyond simple surface cues, and that performance
drops are likely due to the underrepresentation of
edge cases in corpora such as SFU. Our goal is not
to replicate these studies, but to test the hypothesis
that scope tokens become more difficult to predict
as their surrounding dependency structure becomes
more complex. To this end, we use the depth of a
token in the dependency tree to approximate struc-
tural complexity. Similar to our cue analysis, we
split F1 scores according to the depth of the tokens
in the dependency tree. When focusing on positive
classes, we observe a strong correlation between
greater depth and lower class-specific F1 scores
(s. Figure 5). This suggests that prediction errors
are more likely to occur for scope tokens deeper
in the tree, making these tokens significantly more
difficult for the model to detect correctly.

6.3 Multilingual Experiment

In the multilingual setting, we identify three pri-
mary sources of error. First, translation quality
varies substantially across language pairs. Trans-
lations from English into typologically distant lan-
guages such as Chinese, Japanese, and Arabic are
particularly prone to errors, including untranslated
segments, placeholder characters, or literal word-
by-word output that fails to preserve meaning. Sec-
ond, the reliability of dependency and PoS parsers
differs across languages. Since D-Neg relies on
syntactic features, lower parsing quality directly
degrades its performance. Third, inaccuracies in
source–target word alignment can result in anno-
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tations being incorrectly transferred or omitted.
This issue is especially pronounced in Chinese and
Japanese, where many examples lack usable trans-
ferred annotations. As a result, D-Neg tends to
default to predicting the negative class, yielding
macro F-scores around 0.5 (with high scores for
the negative class and near-zero scores for the pos-
itive class).4 Errors originating at these stages
propagate throughout the system and substantially
reduce downstream performance. We also ana-
lyze the role of negative concord (s. Section 1) in
translation and alignment. We observe a decline
in performance when moving from non-concord
languages (e.g., German, Dutch) to weak concord
languages (e.g., Spanish, Italian, French), and a
further drop for Russian, which exhibits strict con-
cord (s. Figure 6). Our evaluation is conducted on
the BioScope (Abstract) corpus using round-trip
translation and alignment. We measure alignment
quality using Jaccard similarity between forward
and reverse alignment pairs, and translation qual-
ity using Levenshtein distance. We additionally
performed a small-scale human evaluation. Human
annotators assessed both alignment and translation
quality from the original English into each target
language5. For each language, we randomly sam-
pled 100 examples. Translations received a score
of 1 if they were intelligible and alignable with
the source (allowing minor grammatical errors),
and a score of 0 if the translation was grammat-
ically incorrect or semantically incoherent. The
human evaluation confirms that translation quality
decreases for languages that are typologically more
distant from English. German translations per-
formed best, followed by the Romance languages,
while Arabic and Japanese showed the lowest qual-
ity; they were the only languages with a satisfactory
rate below 0.8. Arabic translations often failed to

4For datasets that contain no positive samples, F1 is 1.
5Dutch was excluded from the human evaluation due to

the unavailability of a qualified annotator.
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Figure 7: Pairwise (Auto–Human) agreement (Cohen’s
Kappa) for the alignment of negation cues and scopes
from English datasets to other languages, along with
human-evaluated automatic translation accuracy. For
German and Italian, we report results from two human
annotators and present their average.

convey full contextual meaning, while Japanese
outputs hallucinated unrelated content, making re-
liable alignment evaluation infeasible. The align-
ment evaluation yields results consistent with the
automatic evaluation: we again observe negative
concord effects. Italian and French perform worse
than German, and Russian shows a further decline.
Spanish alignment performed unexpectedly well,
with near-perfect Kappa scores (0.95 and 0.97).
Aside from Japanese, Chinese was the only lan-
guage with cue and scope agreement below 0.5,
due to suboptimal tokenization (s. Figure 7).

7 Conclusion

We presented D-Neg to address the shortage of
negation detection resources and models for lan-
guages other than English. D-Neg combines a trans-
former (using PoS and dependency features, as well
as syntax label embeddings gated by attention-like
mechanisms) with a graph reasoning unit informed
by dependency structure. D-Neg emulates rule-
based systems consisting of manually combined
syntactic constraints and lexical patterns. When
evaluated against NegBERT on English data and
their annotation-aligned translations, D-Neg shows
strong performance in both ID and OOD settings.
In high-performing English setups, D-Neg reduces
ID cue detection error by up to 21% and ID scope
resolution error by up to 47%. Our multilingual
experiments reveal that D-Neg adapts differently
across languages. The most notable improvement
is in cue detection for Romance languages, while
the biggest challenge lies in resolving the scope
of these languages. These results highlight the
importance of incorporating syntactic signals, and
demonstrate D-Neg’s potential for detecting and
studying negation across languages.
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Limitations

An alleged limitation of D-Neg is that it imple-
ments a syntactic notion of scope, whereas one
would actually like to have a semantic notion. For
instance, the negator no in (1) is syntactically con-
nected to the noun good (indicated by brackets),
but semantically takes scope over the entire embed-
ded modal clause (indicated by square brackets)
(McKenna and Steedman, 2020, p. 137). If this is
right, one would expect a negation cue and scope
detector to capture this.

(1) I thought no [(good) would come from it].

However, the notion of semantic scope rests on the
implicit assumption that negation is an operator
that enters into syntactic movements on so-called
logical form (Reinhart, 1997). But this is just an
artifact of a particular formal approach; it is not
required on type shifting approaches (Partee and
Rooth, 1983) or on recent non-GQT theories (Lück-
ing and Ginzburg, 2022).
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A SpaCy & UDPipe Models

Language Model Link
English en_core_web_sm https://spacy.io/models
French fr_core_news_sm https://spacy.io/models
German de_core_news_sm https://spacy.io/models
Italian it_core_news_sm https://spacy.io/models
Spanish es_core_news_sm https://spacy.io/models
Dutch nl_core_news_sm https://spacy.io/models
Russian ru_core_news_sm https://spacy.io/models
Chinese zh_core_web_sm https://spacy.io/models
Japanese ja_core_news_sm https://spacy.io/models
Hindi hindi-hdtb-ud-2.5-191206 https://lindat.mff.cuni.cz/repository/items/41f05304-629f-4313-b9cf-9eeb0a2ca7c6
Arabic arabic-padt-ud-2.5-191206 https://lindat.mff.cuni.cz/repository/items/41f05304-629f-4313-b9cf-9eeb0a2ca7c6

Table 5: Overview of syntax tagging models from spaCy (Honnibal et al., 2020) and UDPipe (Straka and Straková,
2019) used in our experiments. The Link column provides the URLs to the pretrained models.

B OPUS-MT Models

Language Pair Link
en→de https://huggingface.co/Helsinki-NLP/opus-mt-en-de
de→en https://huggingface.co/Helsinki-NLP/opus-mt-de-en
en→fr https://huggingface.co/Helsinki-NLP/opus-mt-en-fr
fr→en https://huggingface.co/Helsinki-NLP/opus-mt-fr-en
en→es https://huggingface.co/Helsinki-NLP/opus-mt-en-es
es→en https://huggingface.co/Helsinki-NLP/opus-mt-es-en
en→it https://huggingface.co/Helsinki-NLP/opus-mt-en-it
it→en https://huggingface.co/Helsinki-NLP/opus-mt-it-en
en→nl https://huggingface.co/Helsinki-NLP/opus-mt-en-nl
nl→en https://huggingface.co/Helsinki-NLP/opus-mt-nl-en
en→ru https://huggingface.co/Helsinki-NLP/opus-mt-en-ru
ru→en https://huggingface.co/Helsinki-NLP/opus-mt-ru-en
en→hi https://huggingface.co/Helsinki-NLP/opus-mt-en-hi
hi→en https://huggingface.co/Helsinki-NLP/opus-mt-hi-en
en→ar https://huggingface.co/Helsinki-NLP/opus-mt-en-ar
ar→en https://huggingface.co/Helsinki-NLP/opus-mt-ar-en
en→zh https://huggingface.co/Helsinki-NLP/opus-mt-en-zh
zh→en https://huggingface.co/Helsinki-NLP/opus-mt-zh-en
en→ja https://huggingface.co/Helsinki-NLP/opus-mt-en-jap
ja→en https://huggingface.co/Helsinki-NLP/opus-mt-jap-en

Table 6: Overview of bilingual translation models from the OPUS-MT project (Tiedemann and Thottingal, 2020)
used for dataset translation. The Link column provides the URLs to the corresponding pretrained models on the
HuggingFace Hub.

C ICL Few-Shot Prompts
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### Task:
Detect **negation cues** in a tokenized input sentence.

### Instructions:
- The input is a JSON object with one field:

- "sent": a list of tokens (strings) representing the sentence.
- The output must be a JSON object with one field:

- "cue_mask": a list of integers (0 or 1) of the same length as "sent".
- 1 → the token is a negation cue.
- 0 → the token is not a negation cue.

- A sentence can contain multiple, single, or no negation cues.

### Definition of Negation Cues:
A **negation cue** is any word or phrase that explicitly or implicitly indicates
denial, absence, opposition, or non-existence of an event, property, or entity.

Negation cues include (but are not limited to):

1. **Explicit negators:**
not, n't, never, no, none, nothing, nobody, neither, nor, nowhere, without

2. **Weak or limiting negators:**
hardly, barely, scarcely

3. **Negative adjectives/adverbs:**
Words that begin with negative prefixes such as im-, in-, un-, il-, ir-, dis-, non-
and convey negation, e.g. improper, invalid, unacceptable, incorrect, disallowed, nonexistent

4. **Negative verbs:**
Verbs expressing refusal, denial, or absence, e.g. deny, lack, fail, forbid, prohibit, exclude

5. **Context-dependent negators:**
Words or multi-word expressions that function as negation cues depending on context
(e.g. free from, absent from, opposed to).

### Examples:

Input:
{"sent": ["<TOKEN_1>", "<TOKEN_2>", "..."]}
Output:
{"cue_mask": [0, 1, 0, ...]}

...

Figure 8: ICL few-shot cue detection prompt.

### Task:
Identify the **negation scope** in a tokenized input sentence.

### Instructions:
- The input is a JSON object with:

- "sent": a list of tokens (strings) representing the sentence.
- "cue_mask": a binary mask indicating which token(s) are negation cues.

- The output must be a JSON object with:
- "scope_mask": a list of integers (0 or 1) of the same length as "sent".

- 1 → the token is part of the negation scope.
- 0 → the token is not part of the negation scope.

### Rules:
- The **negation cue token(s)** are always **excluded** from the scope.
- A negation scope may include **multiple tokens** and can be **discontinuous**.
- Scope tokens may occur **before or after** the cue, depending on sentence structure.
- The scope represents the part ofthe sentence affected by the negation.

### Examples:

Input:
{"sent": ["<TOKEN_1>", "<TOKEN_2>", "..."], "cue_mask": [0,1,0,...]}
Output:
{"scope_mask": [1,1,0,...]}

...

Figure 9: ICL few-shot scope detection prompt.
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D Multilingual Results

D.1 Germanic Languages

Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 95.05 75.44 78.38 69.63 79.25 91.38 80.77 94.94 80.35 79.23 70.71 79.76 89.51 78.04
Conan 85.83 90.47 87.93 84.18 80.36 88.62 81.95 54.09 93.08 91.35 79.18 82.22 87.8 87.34

Bioscope 86.96 81.18 91.69 91.51 86.02 88.33 89.06 66.77 87.51 90.52 84.77 84.92 88.54 88.74
Bioscope (Full) 79.05 74.68 87.09 82.26 83.64 82.13 82.13 62.07 82.87 79.75 81.85 81.95 82.88 83.21

Prob-Bank 93.37 89.38 93.71 91.98 98.13 95.36 94.18 69.55 94.38 91.08 89.36 97.52 92.35 95.03
SOCC 81.91 84.24 85.11 77.69 84.34 89.33 88.42 55.37 89.14 79.99 73.53 82.19 90.01 89.06
SFU 81.62 80.82 82.65 80.02 85.11 86.55 88.05 51.03 87.08 79.73 77.55 83.82 85.96 88.13

Table 7: Cue Detection Results for DE: Columns represent training datasets, and rows represent test datasets. Scores
indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 85.99 83.06 77.29 74.73 83.04 84.91 89.33 83.59 82.07 79.19 74.55 75.29
Conan 78.61 81.04 82.66 75.38 78.02 81.86 82.08 86.22 77.7 79.28 76.84 73.22

Bioscope (Abstracts) 74.89 75.36 92.12 82.64 84.09 83.16 77.23 79.81 85.43 82.39 83.07 79.75
Bioscope (Full) 71.23 71.89 86.82 75.66 78.37 72.35 72.35 78.04 74.95 76.5 76.63 76.67

SOCC 68.81 74.63 78.13 77.92 82.69 80.23 73.14 77.78 74.73 78.64 82.28 79.71
SFU 70.06 74.98 81.5 80.42 85.64 87.24 74.69 75.77 80.45 80.89 84.39 85.24

Table 8: Scope Detection Results for DE: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 90.71 90.86 0.15 85.45 82.36 -3.08
Scope Detection 84.12 84.17 0.04 79.37 79.16 -0.21

Table 9: Aggregated results for DE: Showing the average F1 score of models on in-domain and out-of-domain
datasets.

Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 97.46 80.27 85.0 73.06 85.62 89.06 88.56 96.88 77.1 80.57 80.24 79.32 79.62 80.3
Conan 79.53 90.03 84.96 81.83 81.01 89.18 81.01 84.79 91.34 89.38 87.33 84.0 90.66 87.92

Bioscope 84.82 86.23 92.39 92.1 87.33 88.34 90.04 81.98 84.81 92.01 87.47 86.64 87.9 89.13
Bioscope (Full) 79.47 80.51 88.75 82.68 84.61 85.4 84.69 80.47 78.43 87.15 81.18 83.23 85.22 83.86

Prob-Bank 92.23 94.82 93.8 92.2 97.72 92.5 92.79 92.74 95.19 91.88 92.11 97.65 91.52 94.58
SOCC 80.74 90.66 86.41 81.87 87.18 92.95 89.21 83.31 87.56 84.03 82.55 85.67 91.96 88.73
SFU 81.22 85.63 85.2 82.39 83.87 87.36 88.66 82.45 84.13 83.24 84.11 82.67 87.18 88.63

Table 10: Cue Detection Results for NL: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.
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Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 89.61 87.23 87.42 85.09 88.36 84.88 92.22 87.17 82.45 79.05 80.93 83.22
Conan 82.62 82.45 88.11 84.98 83.85 84.2 83.15 85.68 81.52 80.56 82.98 83.83

Bioscope (Abstracts) 80.42 83.88 87.44 83.64 86.82 84.22 77.83 80.21 90.33 84.44 87.8 84.28
Bioscope (Full) 73.33 80.3 86.52 80.84 85.02 78.81 74.15 78.77 84.18 81.3 85.87 81.08

SOCC 72.8 80.18 79.82 77.84 86.95 80.86 71.99 77.07 79.84 82.4 84.86 80.81
SFU 78.4 82.61 78.23 76.48 86.78 86.2 76.08 80.24 84.09 83.71 86.16 86.71

Table 11: Scope Detection Results for NL: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 91.70 91.38 -0.32 86.80 86.34 -0.46
Scope Detection 85.58 86.85 1.27 82.98 82.42 -0.56

Table 12: Aggregated results for NL: Showing the average F1 score of models on in-domain and out-of-domain
datasets.

D.2 Romance Languages

Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 93.92 72.24 69.57 52.32 72.75 83.36 69.18 96.24 78.65 90.81 73.14 89.37 88.79 80.47
Conan 70.24 82.65 61.95 53.45 64.0 77.98 74.27 77.9 84.09 79.05 75.06 71.29 82.98 80.54

Bioscope 81.79 79.21 90.62 73.61 79.21 84.92 85.57 84.9 86.9 91.77 86.57 83.89 87.66 87.57
Bioscope (Full) 75.56 75.24 85.38 62.67 73.16 83.72 80.77 78.28 80.21 84.75 84.71 78.12 81.55 82.32

Prob-Bank 87.92 91.97 89.44 62.67 97.71 85.89 92.81 89.11 91.26 89.71 87.16 97.58 93.01 93.52
SOCC 78.39 84.96 74.52 56.53 80.8 89.73 83.66 79.95 87.77 82.5 82.13 84.19 91.34 88.46
SFU 74.99 81.17 77.76 58.67 79.76 81.11 84.73 80.44 83.65 81.19 80.33 82.99 85.1 86.61

Table 13: Cue Detection Results for IT: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 90.59 87.05 88.35 86.31 85.38 85.63 89.8 84.6 79.28 85.11 81.85 83.22
Conan 83.62 85.95 90.64 86.64 82.83 87.27 87.05 87.15 85.51 85.46 83.08 84.07

Bioscope (Abstracts) 82.93 83.57 93.0 89.28 88.11 87.01 81.24 83.67 89.15 87.02 85.81 86.84
Bioscope (Full) 83.38 81.9 88.39 91.48 86.99 86.93 79.72 82.27 84.57 87.78 87.01 88.33

SOCC 77.98 81.03 86.55 84.89 91.11 88.52 76.74 81.64 84.67 85.24 89.53 88.63
SFU 80.78 81.4 87.11 85.01 88.03 89.62 81.79 80.12 84.42 85.39 87.08 86.98

Table 14: Scope Detection Results for IT: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 86.00 90.33 4.33 77.64 84.60 6.96
Scope Detection 90.29 88.40 -1.89 86.26 84.77 -1.48

Table 15: Aggregated results for IT: Showing the average F1 score of models on in-domain and out-of-domain
datasets.
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Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 92.89 67.28 71.34 58.74 72.63 78.53 63.61 93.8 72.1 85.66 75.75 84.71 86.89 87.21
Conan 61.18 83.06 72.0 62.54 74.27 80.4 68.95 76.84 87.51 81.13 77.36 75.22 89.08 83.67

Bioscope 71.39 78.15 90.06 82.47 82.27 86.09 75.62 84.54 82.99 92.46 85.97 85.16 85.66 86.6
Bioscope (Full) 68.2 76.35 82.98 72.58 77.25 85.54 73.56 80.24 78.9 87.51 81.4 80.73 83.45 83.2

Prob-Bank 83.25 90.29 87.52 77.81 96.1 86.47 83.94 93.1 90.28 89.43 91.5 97.2 91.76 93.39
SOCC 68.63 82.7 72.71 65.12 79.91 88.45 76.4 87.12 84.01 86.43 86.04 84.2 90.94 88.79
SFU 74.0 82.51 76.44 67.55 84.24 84.2 82.16 82.01 85.73 80.93 81.78 84.38 86.3 87.64

Table 16: Cue Detection Results for ES: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 88.57 87.59 82.09 85.98 85.22 86.0 87.42 67.6 84.03 81.24 78.66 77.94
Conan 83.26 84.28 87.66 84.22 83.43 85.34 77.59 65.07 84.97 85.57 87.34 81.94

Bioscope (Abstracts) 83.58 83.55 90.99 86.62 83.56 87.98 68.53 61.75 85.24 86.68 86.45 84.21
Bioscope (Full) 80.71 84.29 90.46 87.11 84.75 85.78 68.94 62.32 84.69 84.1 86.16 84.62

SOCC 78.23 84.3 84.93 84.24 85.18 87.26 71.3 65.23 79.86 84.39 86.69 84.48
SFU 82.87 87.04 86.69 86.62 88.27 90.53 72.1 65.85 82.99 86.71 89.24 88.74

Table 17: Scope Detection Results for ES: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 86.47 90.14 3.66 77.56 85.28 7.72
Scope Detection 87.78 82.88 -4.90 85.53 79.46 -6.07

Table 18: Aggregated results for ES: Showing the average F1 score of models on in-domain and out-of-domain
datasets.

Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 89.53 68.46 72.95 65.1 75.37 72.93 60.21 93.24 66.68 66.53 68.78 70.67 67.97 65.94
Conan 72.48 75.61 71.52 61.85 73.96 78.97 67.34 75.51 86.85 80.78 77.93 71.32 85.66 76.68

Bioscope 76.65 73.33 87.33 79.06 81.13 83.94 76.43 81.49 78.93 88.75 83.7 80.55 85.3 84.74
Bioscope (Full) 75.99 74.83 79.76 72.88 76.88 80.76 73.61 74.59 73.91 83.38 79.97 80.37 79.35 80.16

Prob-Bank 80.6 83.6 82.77 80.91 92.52 83.33 73.39 84.44 86.16 86.9 86.04 92.9 86.85 86.59
SOCC 67.11 74.99 69.7 64.56 76.89 84.82 65.87 71.13 83.03 81.48 79.62 77.75 88.82 83.25
SFU 70.62 78.62 73.43 68.66 79.81 82.63 75.23 74.8 81.37 81.53 78.42 80.28 84.95 84.15

Table 19: Cue Detection Results for FR: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 89.64 84.74 72.79 78.73 82.64 80.23 89.22 74.87 75.5 77.76 83.89 81.3
Conan 81.9 85.09 77.25 85.5 80.53 81.46 82.92 82.69 83.48 80.84 84.33 82.01

Bioscope (Abstracts) 75.88 82.01 88.88 88.81 85.05 85.39 73.5 78.84 87.61 86.02 85.32 82.36
Bioscope (Full) 76.49 83.83 85.82 88.86 84.29 85.54 72.05 78.24 83.85 86.52 85.85 81.53

SOCC 72.57 80.04 81.3 82.65 85.84 86.79 68.69 76.21 83.45 82.55 87.55 84.17
SFU 77.61 81.72 80.36 84.52 87.11 86.9 75.81 78.01 82.7 83.24 86.17 86.21

Table 20: Scope Detection Results for FR: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.
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in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 82.56 87.81 5.25 75.69 80.21 4.52
Scope Detection 87.54 86.63 -0.90 82.74 81.53 -1.21

Table 21: Aggregated results for FR: Showing the average F1 score of models on in-domain and out-of-domain
datasets.

D.3 Global Languages

Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 90.67 61.16 52.73 67.2 64.08 69.67 72.0 89.13 64.89 62.75 51.04 69.08 72.43 66.59
Conan 69.36 64.54 49.82 49.78 68.61 73.65 72.93 70.31 62.81 64.01 54.5 77.41 74.81 76.76

Bioscope 74.14 65.81 76.27 80.44 79.92 77.78 81.94 72.43 74.18 84.06 68.34 77.68 82.56 81.48
Bioscope (Full) 66.79 66.58 62.9 72.24 72.91 73.74 76.56 71.35 70.81 79.08 68.6 77.37 80.79 80.56

Prob-Bank 82.15 76.68 59.86 72.2 92.44 86.55 88.27 85.43 75.83 78.75 62.27 93.79 85.96 81.5
SOCC 78.76 72.68 55.05 63.08 77.63 83.46 84.81 77.18 78.61 75.65 54.18 84.52 86.15 79.95
SFU 71.75 69.01 55.28 65.95 75.26 76.02 82.84 71.61 76.17 73.08 53.31 77.98 78.77 77.2

Table 22: Cue Detection Results for AR: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 84.56 52.87 67.75 71.16 69.94 67.88 85.72 68.64 74.36 72.12 80.04 76.19
Conan 66.89 51.54 74.03 73.85 74.08 73.38 70.53 73.6 75.8 69.49 75.59 71.36

Bioscope (Abstracts) 65.33 49.29 84.28 80.43 78.69 80.68 63.64 67.61 83.56 68.6 80.23 72.83
Bioscope (Full) 65.02 48.95 77.91 78.43 77.3 77.78 64.22 69.04 81.26 69.92 79.37 76.13

SOCC 62.82 49.54 70.13 76.12 78.73 77.45 64.38 65.71 77.95 67.45 74.77 72.71
SFU 56.83 51.57 71.75 76.18 75.85 76.43 61.65 67.76 74.71 69.6 75.93 73.96

Table 23: Scope Detection Results for AR: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 80.35 80.25 -0.10 71.92 74.16 2.24
Scope Detection 75.66 76.92 1.26 69.87 72.68 2.81

Table 24: Aggregated results for AR: Showing the average F1 score of models on in-domain and out-of-domain
datasets.

Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 99.34 94.96 47.97 47.97 47.97 50.07 47.97 100.0 49.06 49.06 49.06 49.06 49.06 49.06
Conan 49.5 49.5 49.5 49.5 49.5 49.42 49.5 49.73 49.73 49.73 49.73 49.73 49.73 49.73

Bioscope 50.0 75.0 50.0 50.0 50.0 61.76 50.0 49.99 49.99 49.99 49.99 49.99 49.99 49.99
Bioscope (Full) 100.0 49.99 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Prob-Bank 49.97 51.88 49.97 49.97 49.97 52.67 49.97 49.97 49.97 49.97 49.97 49.97 49.97 49.97
SOCC 54.7 49.93 49.94 49.94 49.94 49.91 49.94 49.91 49.93 49.93 49.91 49.91 49.93 49.93
SFU 52.41 56.63 49.98 49.98 49.98 51.57 49.98 49.96 49.96 49.96 49.96 49.96 49.96 49.96

Table 25: Cue Detection Results for ZH: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.
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Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 86.67 67.77 56.81 63.39 57.01 50.33 81.04 50.79 48.43 63.93 61.34 48.59
Conan 57.57 50.41 68.69 49.6 54.83 47.23 51.99 51.99 51.36 56.3 54.35 48.23

Bioscope (Abstracts) 56.4 52.16 73.86 53.42 55.18 50.39 49.31 50.31 61.38 60.45 50.74 49.33
Bioscope (Full) 59.0 56.21 64.6 57.84 52.7 49.69 51.31 55.55 64.39 70.18 57.62 49.43

SOCC 59.68 61.81 66.93 56.6 60.83 49.82 50.7 51.57 60.63 62.17 60.89 48.96
SFU 55.31 61.29 66.27 58.54 60.53 54.52 50.89 55.28 58.27 64.89 61.53 49.47

Table 26: Scope Detection Results for ZH: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 64.10 64.23 0.13 58.95 57.99 -0.97
Scope Detection 64.02 62.49 -1.53 58.44 55.93 -2.51

Table 27: Aggregated results for ZH: Showing the average F1 score of models on in-domain and out-of-domain
datasets.

Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 94.16 75.39 74.79 69.54 78.74 80.48 72.38 93.19 82.97 82.16 49.19 77.29 81.97 90.21
Conan 70.01 80.27 77.83 70.77 72.69 77.64 72.25 72.04 74.1 76.22 49.55 73.54 79.11 78.19

Bioscope 83.77 87.23 88.75 85.57 86.43 87.08 84.84 71.08 83.54 88.43 49.89 85.97 85.45 88.76
Bioscope (Full) 75.95 83.06 85.21 82.18 82.55 83.65 77.59 70.72 81.7 85.71 49.87 81.73 84.08 84.08

Prob-Bank 87.42 94.79 93.4 92.52 96.21 93.48 93.18 84.33 90.35 92.1 49.62 96.0 90.81 93.86
SOCC 75.77 85.71 86.27 76.27 81.48 86.72 78.43 73.11 83.44 85.76 49.52 81.07 85.33 86.88
SFU 77.81 83.33 83.2 79.99 81.8 84.62 80.4 71.83 78.92 82.05 49.73 80.43 81.03 83.22

Table 28: Cue Detection Results for HI: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 84.92 73.03 80.12 68.66 73.81 69.54 81.09 76.3 78.02 72.6 68.23 66.8
Conan 79.51 79.95 77.06 63.26 72.49 67.66 80.32 77.28 78.65 71.8 68.49 71.99

Bioscope (Abstracts) 70.15 61.11 76.88 64.38 70.12 64.18 68.72 64.71 71.84 65.84 61.91 63.81
Bioscope (Full) 69.93 56.51 70.51 63.72 65.14 59.9 68.29 61.86 67.22 63.71 62.62 60.56

SOCC 66.86 67.83 71.73 62.94 73.82 67.93 65.54 66.78 69.27 62.54 64.52 68.28
SFU 69.98 69.73 74.39 66.66 75.65 72.22 69.84 69.89 71.35 68.53 69.08 74.0

Table 29: Scope Detection Results for HI: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 86.96 81.45 -5.51 82.32 77.96 -4.36
Scope Detection 75.25 72.07 -3.18 70.06 69.23 -0.83

Table 30: Aggregated results for HI: Showing the average F1 score of models on in-domain and out-of-domain
datasets.
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Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 91.48 49.76 49.76 49.76 49.76 49.76 49.76 93.98 49.67 49.67 49.67 49.67 49.67 49.67
Conan 49.86 49.86 49.86 49.86 49.86 49.86 49.86 49.89 49.89 49.89 49.89 49.89 49.89 49.89

Bioscope 49.99 49.99 49.99 52.77 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99
Bioscope (Full) 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99 49.99

Prob-Bank 49.98 49.98 49.98 49.98 63.03 49.98 49.98 49.98 49.98 49.98 49.98 58.32 49.98 49.98
SOCC 51.7 49.91 49.91 49.91 49.91 49.91 49.91 51.95 49.91 49.91 49.91 49.91 49.91 49.91
SFU 51.39 49.95 49.95 49.95 49.95 49.95 49.95 50.73 49.95 49.95 49.95 49.95 49.95 49.95

Table 31: Cue Detection Results for JAP: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 75.18 57.75 49.1 49.1 54.81 49.75 63.82 48.94 48.94 48.94 53.46 48.94
Conan 57.43 54.58 49.62 48.83 48.83 49.6 52.83 48.92 48.92 48.92 50.58 48.92

Bioscope (Abstracts) 54.28 49.64 50.56 49.51 49.51 49.64 50.15 49.67 49.67 49.67 50.31 49.67
Bioscope (Full) 54.25 50.6 52.05 49.55 49.55 49.55 50.14 49.64 49.64 49.64 49.64 49.64

SOCC 54.41 51.87 50.19 49.28 49.28 49.27 49.77 49.39 49.39 49.39 51.24 49.39
SFU 51.93 51.04 50.63 49.6 49.6 50.98 50.53 49.64 49.64 49.64 54.07 49.64

Table 32: Scope Detection Results for JAP: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 57.74 57.43 -0.31 51.16 51.04 -0.12
Scope Detection 55.02 52.16 -2.87 51.70 50.31 -1.39

Table 33: Aggregated results for JAP: Showing the average F1 score of models on in-domain and out-of-domain
datasets.

Neg-Bert (Cue) D-Neg (Cue)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
Prob-Bank

(Focus)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

Prob-Bank
(Focus)

SOCC SFU

DT-Neg 92.71 62.21 67.9 65.25 71.24 85.29 70.04 93.55 82.19 76.77 72.66 77.07 87.94 89.83
Conan 72.76 78.99 68.39 66.9 71.55 78.3 72.4 71.0 85.42 73.32 77.9 78.55 84.33 81.61

Bioscope 72.96 60.18 88.32 80.51 79.41 80.72 80.61 72.6 81.65 88.74 85.09 84.75 86.43 82.77
Bioscope (Full) 65.83 57.04 76.8 77.28 74.18 74.67 77.19 69.3 75.97 78.43 79.25 78.78 80.62 80.79

Prob-Bank 84.71 70.37 87.19 85.18 95.31 83.21 90.12 87.51 91.11 84.66 89.29 94.94 90.22 88.67
SOCC 72.18 65.29 72.79 71.4 76.65 82.93 82.07 73.7 81.77 75.23 77.64 79.86 87.55 85.26
SFU 73.64 67.48 74.37 71.8 78.87 77.44 82.28 77.52 80.89 76.62 78.85 82.18 83.39 85.13

Table 34: Cue Detection Results for RU: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.

Neg-Bert (Scope) D-Neg (Scope)

DT-Neg Conan
Bioscope

(Abstracts)
Bioscope

(Full)
SOCC SFU DT-Neg Conan

Bioscope
(Abstracts)

Bioscope
(Full)

SOCC SFU

DT-Neg 85.28 84.07 82.49 77.67 85.26 84.11 85.43 85.8 75.02 69.09 77.91 73.54
Conan 81.19 80.25 84.21 82.1 85.45 81.11 83.21 82.69 82.13 75.02 83.25 77.25

Bioscope (Abstracts) 81.15 83.8 90.83 86.41 86.32 86.13 80.37 81.19 90.14 84.21 85.69 83.26
Bioscope (Full) 72.88 81.62 90.25 85.02 82.89 78.87 73.3 80.29 81.32 76.65 81.78 75.41

SOCC 69.41 80.08 81.07 79.97 85.3 84.27 69.93 77.13 74.09 73.62 85.31 80.85
SFU 76.8 80.41 83.32 81.09 85.9 86.37 74.77 77.03 79.82 81.13 84.38 84.92

Table 35: Scope Detection Results for RU: Columns represent training datasets, and rows represent test datasets.
Scores indicate macro F1 scores. Green highlights the best overall performance of models on target test datasets.
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in-domain results out-of-domain results

Neg-Bert D-Neg Diff. Neg-Bert D-Neg Diff.
Cue Detection 85.40 87.80 2.39 75.81 81.82 6.01
Scope Detection 85.51 84.19 -1.32 82.59 79.64 -2.96

Table 36: Aggregated results for RU: Showing the average F1 score of models on in-domain and out-of-domain
datasets.
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