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Abstract

Difficult and unfamiliar concepts often hinder
comprehension for lay audiences, especially
in technical and educational domains. This
motivates the usage of large language models
(LLMs) for the process of text simplification
(TS). In this work, we propose an iterative re-
finement framework that aims to simplify def-
initions by carefully handling complex termi-
nology and domain-specific expressions. The
obtained definition is reprocessed based on the
critique, making refinements in successive iter-
ations. We emphasize the use of small language
models (SLMs) due to their faster response
times and cost-efficient deployment. Human
evaluations of the definitions produced at each
refinement stage indicate consistent improve-
ments in our specified evaluation criteria. We
evaluate both LLM-as-a-judge score and hu-
man assessments along with automated metrics
like BERTScore, BLEU-4, which provided sup-
porting evidence for the effectiveness of our ap-
proach. Our work highlights the use of LLMs
mimicking human-like feedback system in a
TS task catering to a reader’s specific cognitive
needs. Thus, we find that an iterative, critique-
driven method can be an effective strategy for
the simplification of dense or technical texts,
particularly in domains where jargon impedes
understanding.

1 Introduction

Text simplification (TS) is a core task in natural lan-
guage processing which aims to reduce the lexical
and semantic complexity of the text while preserv-
ing its original meaning, making the content more
accessible to lay audiences. It has a wide applica-
tion in various fields such as education, law, health-
care, and overall information access; enabling a
wide range of people, including children, language
learners, individuals with cognitive or reading dis-
abilities, etc., to readily comprehend complex or un-
familiar content (Espinosa-Zaragoza et al., 2023).
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Original definition
__An electron gun (also called electron emitter) is an electrical
/

i component in some vacuum tubes that produces a narrow,
7| collimated electron beam that has a precise kinetic energy.
i
i
1

[ 2 what does this
\ concept mean?”
=)
Generated definition

An electron gun is a device that creates a focused stream of tiny particles
called electrons, which are similar to very small pieces of electricity. Imagine it
like a flashlight that shines a beam of light, but instead of light, it sends out
these tiny particles in a straight line. This beam can be controlled to have a
specific amount of energy, making it useful in various technologies, like
televisions and electron microscopes.

>— CRITIQUE

Ease of Understanding
The analogy to a flashlight aids comprehension, making the

concept accessible to a broader audience.

“I still don’t understand. ()
Can I get a better definition?” S\~
A\

Conciseness
The definition is somewhat verbose, with unnecessary
, comparisons that could be streamlined for clarity.
Precision
While it captures the essence of an electron gun, it lacks
technical specificity regarding "collimated" and "kinetic energy."

Relevance
The mention of applications is relevant but could distract

from the core definition.

\—, Rewritten definition
An electron gun is a device that produces a narrow, focused stream
of electrons, which are tiny particles with a negative charge. Imagine « ,,qerstand
it as a tool that directs a beam of these particles, much like a  tnow.”,
flashlight directs light. This beam can be finely adjusted in direction é\g
and energy, making the electron gun crucial for technologies such as | &
televisions and electron microscopes.

Figure 1: An example of a definition from WIKIDO-
MAINS dataset containing a potentially ’difficult con-
cept’, refined through iteration using critique-based
LLM feedback.

Recent advancements have demonstrated that
state-of-the-art LLMs significantly outperform tra-
ditional approaches (Kew et al., 2023; Zhang and
Lapata, 2017; Feng et al., 2023). Even a casual
perusal of content involves complex cognitive pro-
cesses (Evans et al., 2024). Moreover, human cog-
nitive systems are innately limited in their abil-
ity to process complex or unfamiliar information
(Sweller, 1988; Kahneman, 2011). For readers
encountering such domain-specific content, the
complex linguistic structures can add to the cogni-
tive workload, overwhelming their working mem-
ory (Song, 2011). Context is necessary to under-
stand any concept upon reading, and struggles com-
monly arise due to overly complex language, jar-
gon, lack of examples or analogies, and insuffi-
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cient or overly detailed explanations (Asthana et al.,
2024). Reader’s information needs differ substan-
tially even within a single discipline; becoming
more distant across varied domains (Guo et al.,
2023).

Iterative refinement is a promising approach to
improve text generation in NLP tasks, including
TS where balancing simplicity and meaning of-
ten requires multiple adjustment cycles. Human
editors typically approach revision similarly, ap-
plying a variety of edit types over multiple passes
and document segments to ensure the text is easy
to understand (Laban et al., 2023). Here, editors
may also be conceptualized as "critics" that pro-
vide targeted feedback catered to the reader’s needs.
Computational models that mirror this process can
potentially achieve more effective results.

Motivated by this, we propose a novel iterative
refinement framework for TS focusing on gener-
ating definitions of terms with difficult concepts
(Asthana et al., 2024), that are easy to understand
and tailored according to human cognitive prin-
ciples. Unlike prior work, we appoint a ’critic’
LLM that simulates human-guided simplification
to provide feedback to the text generator. We define
criteria stated in Table 1 for it to evaluate the gen-
erated definition iteratively to tailor best possible
results, as illustrated in Figure 1. To evaluate the
performance of our framework, we use WIKIDO-
MAINS dataset (Asthana et al., 2024) which is a
collection of 22k domain-specific definitions span-
ning 13 academic domains from Wikipedia, with
each definition having a difficult concept identified
and selected by the creators of this dataset.

The remainder of this paper is structured as fol-
lows: Section 2 reviews related work; Section 3
describes our methodology; Section 4 covers ex-
perimental setup and evaluation; Section 5 presents
results; Section 6 delineates human evaluation.

2 Related Work

Recent work in TS has increasingly emphasized
cognitive accessibility and the simplification of tar-
geted domain-specific concepts, with LLMs at the
forefront. Frameworks like PAIR (Hua and Wang,
2020) have shown notable gains in generation qual-
ity, and incorporating cognitive principles has led
to improvements even on general simplification
benchmarks (Chamovitz and Abend, 2022). To
help readers grasp complex definitions, targeted
concept simplification has been proposed (Asthana

et al., 2024), definitions are simplified by care-
fully addressing difficult concepts that might hin-
der an individual’s learning. Parallelly, research
has explored readability-controlled simplification
in zero-shot settings using instruction-tuned LLMs,
though these face challenges in handling extreme
simplification and reveal limitations in automatic
evaluation metrics (Barayan et al., 2025). Ad-
dressing the rigidity of single-pass models, Laban
et al. (2023) proposed aligning simplification with
human-like iterative refinement. Building on this,
self-refinement techniques (Madaan et al., 2023),
where an LLM critiques and revises its own out-
puts, have shown notable gains. Critique-guided de-
coding (Kim et al., 2023) further improved output
quality. Mondal et al. (2024) brought advances in
simplification of Indic languages via a multilingual
critic in low-resource settings. Complementing
the above, Ke et al. (2024) proposed CritiqueLLM,
a model trained to generate informative and fine-
grained critiques.

Criterion Description

Ease of Under- Is it easy for someone with no back-

standing ground to follow?

Precision Is the explanation specific and correct?
Avoid vagueness or technical jargon.

Conciseness Is it clear and brief, without unnecessary
elaboration?

Relevance Does it stick closely to the original defi-

nition without adding unrelated ideas?

Table 1: Evaluation criteria for assessing the quality and
critiquing rewritten definitions.

3 Proposed Methodology

We propose an iterative refinement framework
for targeted simplification through LLM critic to
mimic human-in-the-loop revisions. The genera-
tor model generates a candidate simplification and
the critic evaluates it on a set of parameters. The
critique is used to rewrite the definition for further
fine-grained simplification. This loop continues
for a specified number of times, yielding different
fine-grained iterations of the same definition.

Let d be the original definition, ¢ the difficult
concept, and ¢ the target term. Let LLMy be a

generative model and criticy a critic model.
ro = LLMy(d, ¢, t), so = criticy(d, o, ¢, t)

ro is the initial rewrite of the original definition
that allows the generative model to use an appro-
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Model | BLEU-4(1) | Density (1) | ALength (]) | BERTScore (1) | AAo0A (1) | AFRE (1)

| Base 11 12 [Base 11 12 | Base Il 12 |Base I I2 |Base 11 12 | Base Il 2
LlaMa32 1B | 005 052 075|027 078 0.88 | 5893 3331 2941|086 0.83 094 | 1.31 125 150 [2002 1659 20.33
LlaMa323B | 0.06 031 051|029 060 075 |43.02 32.84 27.89| 087 092 094 | 1.75 184 192 |11.58 1267 1381
Gemma3 1B | 0.09 020 045|037 050 069 | 2321 5855 57.51| 0.87 090 090 | 1.19 194 207 | 13.65 11.04 1297
Gemma34B | 003 0.5 019|023 052 056 | 76.13 79.72 8078 | 0.86 0.90 091 | 1.89 197 2.08 | 20.37 1626 1848
Qwen3 1.7B | 0.09 046 0.67 | 034 074 085 |51.19 6040 63.30 | 0.89 0.95 097 | 0.88 1.16 127 |16.85 1746 1831
Qwen3 4B 008 035 048|031 068 0765370 51.09 5125| 0.89 094 096 | 1.84 112 196 | 1922 1849 19.87
GPT 4o 008 025 042|033 059 073|4147 3403 3005|086 093 098 | 054 212 227 | 1926 20.15 20.43

Table 2: Performance of simplification models across metrics and refinement iterations (Base, 11, 12). Arrows
indicate desirable trends: 1 = higher is better, | = lower is better. Bold indicates the best score per column.

priate strategy for simplification. Instead of using
a particular strategy (simplify, explain, give an ex-
ample, use an analogy, etc. (Asthana et al., 2024)),
our framework is strategy agnostic. LLMy uses a
strategy appropriate to the definition, which is then
refined by criticy. This allows for more flexible
generations based on the context of the definition.
Criticy evaluates the rewrites based on the parame-
ters present in Table 1 and returns a feedback for
guiding the rewrite. We define the refinement func-

tion g ¢:
(ri,85) = Yo,¢(ri-1, si—1;d, ¢, 1)
= (LLMg(ri—1, ¢, t, si—1), criticy(d,7i, ¢, t))

To ensure that each iteration leads to a meaningful
improvement in readability, we employ the Flesch
Reading Ease (FRE) score as a stopping criterion.
The iterative loop is terminated if the score does
not improve relative to the previous iteration. To
maintain the experimental simplicity and feasibil-
ity of human evaluation, the maximum number of
refinement iterations is capped at two.

4 Experimentation

4.1 Setup

All tests were run on 2 NVIDIA Tesla T4 GPUs.
We report the inference time and memory usage of
models in Appendix. We used QLoRA quantiza-
tion (Dettmers et al., 2023) via the Unsloth frame-
work (Han and team, 2023), significantly reducing
memory and computation needs, allowing for scal-
able experimentation. We utilized the WIKIDO-
MAINS test set which contains 3304 definitions.

4.2 Models

We focus primarily on open-weight smaller lan-
guage models (SLMs) because they can be effi-
ciently deployed on local, on-premises GPUs, en-
abling cost-effective fine-tuning on different read-
ing grades and simplification styles. We use L1aMa

3.2’s 1B and 3B variants (Van Der Maaten et al.,
2024) , Gemma3’s 1B and 4B variants (Kamath and
team, 2025), Qwen-3 1.7B and 4B variants(Yang
and Qwen Team, 2025) and GPT-40 as a SOTA
baseline, critic and LLM-as-a-judge due to its
strong reasoning abilities and intelligence (Hurst
and Team, 2024). We also experimented using
SLMs as critics but found that their feedback was
often less consistent and caused cascading errors
due to hallucinations. The rewritten definitions
shifted focus from explaining the term to defin-
ing the difficult concept. This is digressing from
our primary task and hence, we do not report this
experimentation.

4.3 Maetrics

We follow Asthana et al. (2024)’s suite of au-
tomated metrics that include BLEU-4 (Pap-
ineni et al., 2002), Density (Grusky et al., 2018),
BERTScore (Zhang et al., 2020), Age of Acqui-
sition (AoA) (Kuperman et al., 2012), text length
and Flesch Reading Ease (Flesch, 1948).

We also evaluate the quality of our rewrites
through a human survey described in Section 6. To
complement automated metrics and human ratings,
we employ LLM-as-a-judge (Zheng et al., 2023;
Fu et al., 2024; Liu et al., 2023) as a reference-
free automated judge for evaluating the quality of
the outputs based on the parameters present in Ta-
ble 1. The implementation is described in detail in
Appendix A.1.

5 Results

Table 2 and Table 3 display the automated and
LLM-as-a-judge metrics respectively. ’Base’ in-
dicates initial rewrite, 11’ and ’I2° indicate the
following iterations of the rewritten definition. All
models display an increase in BLEU-4, Density and
BERTScore demonstrating that refinement helps
retain the original syntactic and semantic context.
Further, AAoA and AFRE also increase steadily,
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Model | Ease of Understanding | Relevance | Conciseness | Precision
| Base 11 12 | Base 11 12 | Base 11 12 | Base 11 12

LlaMa 3.2 1B 3.52 3.82 3.79 3.06 3.49 3.55 2.86 3.35 3.43 3.03 3.40 3.51
LlaMa 3.2 3B 3.62 3.85 3.90 3.20 4.20 4.25 2.74 3.40 3.63 2.76 4.03 4.11
Gemma 3 1B 3.79 3.46 3.30 3.67 4.06 3.93 3.56 3.23 2.91 3.05 4.00 3.98
Gemma 3 4B 3.87 4.02 4.04 3.73 4.61 4.20 2.90 3.57 3.48 3.08 4.41 3.98
Qwen3 1.7B 3.85 4.14 4.00 4.02 4.45 4.47 3.06 3.40 3.29 3.46 4.18 4.30
Qwen3 4B 3.73 4.22 4.10 3.74 4.48 4.35 2.84 3.58 3.65 3.12 4.15 4.11
GPT-40 4.68 4.80 4.64 4.69 5.00 4.95 3.44 4.15 4.22 3.39 4.88 4.58

Table 3: LLM-as-a-judge scores of simplification models across iterations (Base, I1, 12) on four dimensions: Ease
of Understanding, Relevance, Conciseness, and Precision. old indicates the best score per column.

denoting increased readability without losing tech-
nical precision. GPT-40 consistently outperforms
other models across all dimensions and iterations,
yielding the highest scores. All models benefit
from iterative refinement, reflected in progressively
higher LL.M-as-a-judge scores, particularly for rel-
evance and conciseness. This is also reflected in
human evaluation in Section 6. We also report in-
ferential statistics on inference time, memory usage
and failure by stopping criteria in Table 7.

6 Human Evaluation

We conducted a human survey using a total of 18
non-expert annotators randomly selected from the
general public on a volunteer basis. The distribu-
tion of annotators is as follows:

1. High School: 5 participants

2. Bachelor’s Degree: 7 participants

3. Master’s Degree: 4 participants

4. Doctoral Degree (PhD): 2 participants

Our focus was on assessing the performance of
our methodology using standard human evaluation
metrics and also conduct the study with a notably
higher number of participants compared to prior
work (Asthana et al., 2024; Cardon et al., 2022;
Espinosa-Zaragoza et al., 2023), where the num-
ber of annotators has typically been limited. Each
participant was presented with 50 definitions pro-
portionally sampled to reflect the domain distribu-
tion outlined in the dataset and rate each rewritten
definition on a Likert scale as per the criterion de-
scribed in Table 1. The rating criteria are detailed
further in A.2.2. For each definition, we provided
the following:

1. The term

2. The original definition (for context)

3. The identified difficult concept

4. Three rewritten definitions (corresponding to
Base, 11, and 12 outputs)

The definitions were provided in a randomized or-
der to remove any potential bias that could occur
while evaluating. In addition to the ratings, an-
notators were also asked to select the version of
definition which helped them fully understand the
term and the difficult concept. In the final ques-
tion "What would help you understand it better?",
this selected definition was subjected to further
scrutiny where evaluators determined if it was al-
ready acceptable according to them or needed any
improvements catering to their specific needs. The

Domain #Definitions  #Selected
Food & Drink 1,403 2
Performing arts 322 1
Business & Economics 1,539 3
Politics & Government 2,267 4
Biology 7,200 17
Chemistry 957 2
Computing 2,083 7
Earth and Environment 1,314 2
Mathematics 1,747 4
Medicine & Health 2,939 4
Physics 741 2
Engineering 89 1
Technology 7 1
Total 22,561 50

Table 4: Domains, total number of definitions, and num-
ber of selected definitions in proportion for the human
survey from the WIKIDOMAINS dataset.

WIKIDOMAINS dataset (Asthana et al., 2024)
has 22k definitions across 13 academic domains.
However, the distribution of definitions across the
domains is not uniform. Thus, we sampled a set of
50 definitions from the test set preserving the orig-
inal domain distribution. We followed the break-
down shown in Table 4.

To assess inter-rater reliability, we calculated
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Krippendorff’s Alpha which came out to be 0.3752.
Low inter-annotator agreement is expected due to
the varying educational backgrounds of surveyors.
Likewise, a definition concise enough for a PhD
graduate might lack sufficient clarity or context
for a high-school student. Complete setup of our
survey including exact wording of our questions is
provided in the Appendix A.2. A series of Kruskal-
Wallis H-tests were conducted, revealing statisti-
cally significant differences across education levels
for all four criteria: Ease of Understanding (H(3) =
282.998, p < .001), Conciseness (H(3) = 186.680,
p < .001), Relevance (H(3) = 285.180, p < .001),
and Precision (H(3) = 310.666, p < .001). These
findings indicate that at least one education level
group significantly differed from others in their
perceptions of definition quality.

Suggestion Bachelor’s Master’s High School PhD
Analogy 8.63 3.07 10.29 24.22
Detailed Explana-  16.24 15.35 25.86 13.28
tion

Example 17.26 7.46 23.48 21.88
Keep concise 0.00 0.44 0.00 0.00
Not needed 41.37 53.51 15.04 28.91
Simplification 15.99 20.18 24.80 11.72
Lacks relevancy 0.00 0.00 0.26 0.00

Table 5: Scope for improvement percentages by educa-
tion level

Post-hoc Tukey HSD tests, used to identify
specific pairwise differences, consistently showed
that Bachelor’s degree holders generally provided
higher ratings across most categories compared
to other groups, while High School graduates of-
ten provided lower ratings, highlighting a potential
need for further simplification for this demographic.
Notably, PhD holders also rated most criteria sig-
nificantly higher than High School and sometimes
Master’s degree holders, which might reflect a
greater comfort with nuanced or technically precise
language often encountered in advanced academic
pursuits. The specific significant pairwise com-
parisons, including mean differences and adjusted
p-values, are summarized in Table 9.

Participants’ suggestions for improving defini-
tions varied across education levels, as detailed in
Table 5. A prominent finding was the proportion of
Not needed suggestions, which was highest among
Master’s (53.51%) and Bachelor’s (41.37%) degree
holders, suggesting that these groups found the
definitions largely satisfactory. In contrast, High

School graduates provided 'Not needed’ sugges-
tions at a much lower rate (15.04%). They also
showed a higher propensity for suggesting De-
tailed Explanation (25.86%), Example (23.48%),
and Simplification (24.80%), indicating a prefer-
ence for more elaborate and accessible definitions.
PhD holders, while also frequently suggesting Not
needed (28.91%), showed a comparatively high
percentage for Analogy (24.22%) and Example
(21.88%), potentially reflecting their analytical ap-
proach to understanding concepts.

EL I EoU Conciseness Relevance Precision

Bachelor’s Base 3.25 £ 1.51 3.05+ 1.31 322+ 1.45 3.17 £ 1.29
11 3.13+£1.54 3.13£1.32 3.14 £ 1.47 325+ 1.31
2 335+1.59 3.33+1.30 3.43 + 1.44 3.55 + 1.29

High School Base 4.35 + 0.84 3.88 £ 0.98 4.24 £+ 0.81 3.96 £+ 0.83
11 4344072 393 £091 4.28+0.75 420 £ 0.77
12 436+0.72 4.03 +0.87 4.34 +0.71 4.30 & 0.68

Master’s Base 4.33 +0.78 3.76 + 1.19 4.07 + 0.88 4.24 + 0.75
11 426+0.88 3.76 £ 1.14 4.00 £ 0.78 4.20 + 0.84
12 431+077 3.70 £ 1.04 4.01 £0.74 4.21 £0.76

PhD Base 3.81 £ 1.20 3.50 £ 0.83 3.70 £ 0.75 3.60 £ 0.89
11 401 +£1.10 3.62+1.01 3.59 £ 0.87 3.68 £ 0.96
12 4.02+1.07 3.62+0.85 3.69 £ 0.84 3.70 + 0.87

Table 6: Mean =+ standard deviation of survey responses
across iterations and education levels for four text qual-
ity dimensions. (EoU - Ease of Understanding , EL -
Education Level , I - Iteration)

7 Conclusion

We presented a novel iterative refinement frame-
work for targeted text simplification with a partic-
ular focus on improving accessibility for lay audi-
ences. As opposed to a plain rewrite of a definition,
we appointed an LLM to critique the said defini-
tion on the basis of accessibility criteria closely tied
with cognitive principles and provide human-like
feedback. By iteratively refining the generated out-
puts, we demonstrated significant improvements
in TS. We experimented on domain-specific def-
initions compiled in the WIKIDOMAINS dataset
across three SLM families and included GPT-40
as a baseline. Furthermore, our human evaluation
involving a diverse pool of participants validated
the effectiveness of our methodology. Thus, our
work highlights the importance of critique-driven
iterative refinement in the TS; as well as the need
to user-specific simplification strategies in general.
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8 Limitations

A key limitation of our study is that the human
evaluation was conducted with only 18 partici-
pants from diverse educational backgrounds (high
school to PhD). While this lends some credence
to our study, it may restrict the generalization to
a population. Furthermore, the limited number of
annotators may not fully capture the diversity of
backgrounds, reading abilities or information needs
present in the broader target population. As such,
conclusions drawn from these human evaluations
should be interpreted with caution and future work
should seek to involve a larger and more represen-
tative pool of participants to strengthen the validity
and reliability of the results. Further, we only no-
ticed correlation of semantic and syntactic metrics
(BLEU-4, BERTScore and Density) with LLM-as-
a-judge scores. There was no definitive correlation
with Human Evaluation which calls for develop-
ment of robust metrics that take the background
of the difficult concept into account. While strat-
egy agnostic and iterative frameworks enhance the
readability of definitions, there is scope to include
the reader’s educational background and reading
preferences into the methodology.

Ethics Statement

This work uses only public domain datasets and
does not make use of any personal data. The human
evaluators were volunteers from a diverse pool of
educational levels. Our system is intended solely
for informational and research purposes.
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A Appendix

A.1 Implementation Details
A.1.1 Model Cards

We utilize open-source large language models, all
converted with Unsloth’s efficient 4-bit quantiza-
tion.Below, we provide links to official model cards
for each model:

¢ unsloth/LLlaMa-3.2-1B-Instruct-unsloth-bnb-
4bit

¢ unsloth/LLlaMa-3.2-3B-Instruct-unsloth-bnb-
4bit

* unsloth/Qwen3-1.7B-unsloth-bnb-4bit
¢ unsloth/Qwen3-4B-unsloth-bnb-4bit
¢ unsloth/gemma-3-1b-it-unsloth-bnb-4bit

* unsloth/gemma-3-4b-it-unsloth-bnb-4bit

OpenAl GPT-40

A.1.2 Inference Settings

Models were loaded with a maximum sequence
length of 4096 tokens. Generation was performed
using greedy decoding for deterministic outputs
by setting do_sample=False. Since OpenAl API
does not support greedy decoding, we try to employ
deterministic outputs by setting temperature=0.
The inference time per model is given in Table 7.

A.1.3 Instruction Template

Our prompting strategy follows a structured,
instruction-driven approach to guide the model in
rewriting complex definitions. Each prompt spec-
ifies the term, the identified difficult concept, and
clear directions to simplify the target definition
by the most appropriate strategy according to the
model. For the initial rewrite, the model receives
the following prompt:

Rewrite the definition
of the term f‘{term}’ by
making the difficult concept

fe{difficult_concept}’ easier to
understand. You may simplify the
wording, explain in more detail,
give an analogy, or provide
an example - use whatever is
most effective. Return only a
definition and nothing else.

For generating subsequent iterations, iterative
refinement is enabled by incorporating a structured
critique, generated either by the following prompt:

You are critiquing how well
the rewritten definition of
the term f‘{term}’ having the
concept f{difficult_concept}’
elucidates the intended meaning
of the original definition. Your
goal is to judge how effectively

it communicates the intended
meaning to a layperson.
Original definition
(intended meaning):
f‘{original_definition}’
Rewritten definition:

f‘{rewritten_definition}’

Judge the rewritten definition
on these 4 criteria:

1. Ease of Understanding - Is
it easy for someone with no
background to follow?

2. Precision - Is the explanation
specific and correct? Avoid
vagueness or technical jargon.
3. Conciseness - Is it clear
and brief, without unnecessary
elaboration?

4. Relevance - Does
closely to the
definition without
unrelated ideas?

it stick
original
adding

Iterative prompt for each subsequent iteration is
as follows:

Rewrite the definition of
the term f‘{term}’ having a
difficult concept, to understand
the original meaning of the
definition better. Use the
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https://huggingface.co/unsloth/LlaMa-3.2-1B-Instruct-unsloth-bnb-4bit
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Model Base (s) 11 (s) 12 (s) Base (MB) 11 (MB) 12 (MB)
LlaMa 3.2 1B 2.74 + 0.06 1.95 +0.03 197 +£0.04 11293+174 11425+68 114854109
LlaMa 3.2 3B 2.36 +0.19 2.18 +£0.06 1.70 £0.02  2395.0+35.6 2411.3+31.7 2429.6+47.2
Qwen3 1.7B 5.30 +0.08 5.36 +0.09 5344005 147404160 1523.74+7.7 15233 +21.4
Qwen3 4B 6.73 +0.17 6.93 +0.13 7.06 +0.11 3557.8 £31.2 3612.0+71.6 3613.6+40.3
Gemma 3 1B* 2.99 4+ 0.06 3.40 4 0.65 3.64 +0.47 990.9 £5.5 1006.0 + 14.3  1008.1 + 14.2
Gemma 3 4B* 1024 £0.15 1576 £0.29 16.56 £0.25 4483.7 £29.1 4540.1 £62.1 45482 +55.3
OpenAl GPT-40  1.20 4 0.03 091 +0.02 1.81 +0.03 - - -

Table 7: Timings (seconds, mean =+ std) and peak GPU memory usage (MB, mean = std) per generation call for
each model over 10 runs on a fixed sample input. Platform: Tesla T4, Linux, CUDA 12.6, Torch 2.7.1. * - Model
forced to float32.

critique below to improve the
definition. You may simplify the
wording, explain in more detail,
give an analogy, or provide an
example - use whatever is most
effective.

2. Precision - Is the explanation
specific and correct? Avoid
vagueness or technical jargon.
3. Conciseness - Is it clear
and brief, without unnecessary
elaboration?

Original definition: 4. Relevance - Does it 'SFICk
fe{definition}’ clo;e}y. to .the orlglpal
definition without adding
Difficult concept: unrelated ideas?
f‘{difficult_concept}’ Be strict. Carefully judge each

Critique: f‘{critique}’ dimension separately. Use the
) full scale. A perfect 5 is rare.
Only return the rewritten . .
S . A 3 is average. A 1 shows serious
definition and nothing else.

Don’t explain the definition.

You are evaluating how well
the rewritten definition of the
term ‘{term}’ having the concept

We utilised the following prompt for LLM-as-a-
judge evalution of definitions:

issues.

Return ONLY a JSON object in
this format:

&

"ease_of_understanding”: score,
"precision”: score,
"conciseness”: score,
"relevance"”: score,

‘{difficult_concept}’ elucidates 33

the intended meaning of the

original definition. Your goal

is to judge how effectively

it communicates the intended Model Base Il 12
meaning to a layperson. LlaMa 3.2 1B 3298 1958 1894
Original definition LlaMa 3.23B 3301 2971 2862
(intended meaning): Gemma 3 1B 3263 3259 2781
‘{original_definition}’ Gemma 34B 3304 3201 3194
Rewritten Definition: Qwen3 1.7B 3304 3203 3172
‘{rewritten_definition}’ Qwen3 4B 3304 3226 3218
Rate the rewritten definition on GPT-40 3304 3247 3235

these 4 criteria, from 1 to 5 (5
= excellent, 1 = poor):

1. Ease of Understanding - Is
it easy for someone with no
background to follow?

Table 8: Number of successful iterations per model and
iteration type. Each cell gives the number of rewritten

definitions that have a positive AFRE.
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A.2 Human Evaluation
A.2.1 Setup

We recruited 18 non-expert annotators from the
general population with diverse educational back-
grounds (high school to PhD) to evaluate 50 ran-
domly selected defintions each.

Our objective was to conduct the human eval-
uation survey on a larger number of people with
varied information and accessibility needs, across
various domains and levels of education. The par-
ticipants would be tasked with rating the rewritten
definitions on the criteria common to the "critic" in
our methodology (Section 3). This allowed us to
assess the quality of our generated definitions on a
more holistic scale.

The annotators were instructed to read and rate
each rewritten definition individually based on spe-
cific criteria using a 5-point Likert scale. As shown
in Figure 2, we provided: 1) the term, 2) the orig-
inal definition, 3) the difficult concept, and three
rewritten definitions based on our methodology
(Base, 11, and I2) for each definition.

Final Questions

After rating all three definitions, you'll be asked which one helped you the most and what else might improve
your understanding. Your thoughtful feedback here is crucial!

The following sections each have a term, it's definition and the difficult concept present in the definition in this
format:

1. Term
Definition:
Difficult concept:

This is followed by three rewritten definitions numbered as 1.1, 1.2 and 1.3 for the original definition 1. You
must rate these rewritten definitions and answer the following questions.

Click 'Next' to begin the survey.

Figure 2: Screenshot of the skeleton of our human eval-
uation form instructing participants.

Additionally, we asked participants to choose
the definition that helped them understand the dif-
ficult concept the most, and if it showed room for
improvement. Figure 3 shows the options given
to choose from which could possibly improve the
generated definition (Asthana et al., 2024).

A.2.2 Rating Criteria

Each rating criteria chosen addresses a core aspect
of how effective and accessible a rewritten defini-
tion is for non-expert readers.

The annotators were asked to rate each rewritten
definition on a Likert scale as shown in Figure 4
They criteria are detailed below:

1. Ease of Understanding: Measures how com-
prehensible and cognitively clear the defini-

What would help you understand it better? *

Not needed
Analogy

Example

Detailed Explanation
Simplification

Other.

Figure 3: Screenshot of the final question in our hu-
man evaluation form asking the reader if their favoured
definition has scope for improvement. If yes, then the
required options must be chosen facilitating the annota-
tor’s personalised information needs.

Rating Criteria Explained

Ease of Understanding: How simple and clear is the language? Is it easy to grasp the main idea without prior
knowledge?

+1 = Very confusing, uses jargon.

+ 5= Perfectly clear, uses simple language.

Conciseness: Does the definition get to the point quickly without unnecessary words or stories?
+ 1= Overly long, rambling, or contains irrelevant information,
+ 5= Brief, direct, and effective.

Relevance: Does the simplified definition accurately capture the most important aspects of the original
concept?

+ 1= Misses the key idea or focuses on a minor detail

+ 5= Captures the essence of the original definition perfectly.

Precision: How factually accurate is the simplified definition? Simplification can sometimes lead to small
inaccuracies.

+ 1 = Very inaccurate or misleading.

+ 5= Factually correct and precise, even if simplified.

Figure 4: Screenshot of description provided for the
chosen rating criteria in our human evaluation form.

tion is for general non-expert readers without
prior knowledge of the domain."Is it easy for
someone with no background to follow?"

2. Conciseness: Assesses whether the definition
conveys the necessary information using as
few words as possible while still retaining it’s
complete meaning. A concise definition is
free from redundant phrases, irrelevant details,
or overly lengthy explanations. "Is it clear and
brief, without unnecessary elaboration?"

3. Relevance: Evaluates if the definition focuses
on the key aspects of the term and its difficult
concept, rather than introducing irrelevant or
tangential information."Does it stick closely
to the original definition without adding unre-
lated ideas?"

4. Precision: Measures the accuracy and faith-
fulness of the definition to the underlying con-
cept, ensuring that no critical details are omit-
ted or incorrectly represented. "Is the explana-
tion specific and correct?"
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Rating Category Group 1 Group 2 Mean Diff. p-adj
Bachelor’s High School 1.10 < .001
Bachelor’s Master’s 1.05 < .001
Ease of Understanding Bachelor’s PhD 0.70 < .001
High School PhD -0.40 < .001
Master’s PhD -0.35 0.0001
Bachelor’s High School 0.77 < .001
Bachelor’s Master’s 0.57 < .001
Conciseness Bachelor’s PhD 0.41 < .001
High School Master’s -0.21 0.004
High School PhD -0.37 < .001
Bachelor’s High School 1.03 < .001
Bachelor’s Master’s 0.76 < .001
Relevance Bachelor’s PhD 0.40 < .001
High School Master’s -0.26 0.0001
High School PhD -0.63 < .001
Master’s PhD -0.37 < .001
Bachelor’s High School 0.83 < .001
Bachelor’s Master’s 0.89 < .001
Precision Bachelor’s PhD 0.34 < .001
High School PhD -0.49 < .001
Master’s PhD -0.55 < .001

Table 9: Significant Pairwise Comparisons of Rating Scores by Education Level (Post-hoc Tukey HSD)

A.3 Examples

We provide some examples of rewritten definitions
according to our methodology. We cover every
model within the three SLM families we conduct
our experimentation on as well as our baseline.
They are listed as below:

1. LLaMA family: Llama3.2 1B, Llama3.2 3B
2. Gemma family: Gemma3 1B, Gemma3 4B
3. Qwen family: Qwen3 1.7B, Qwen3 4B

4. Baseline model: GPT-40

Table 10 refers to example one where we pro-
vide the rewritten the definitions of the term
"Chusquea", with difficult concept "genus" and it’s
corresponding original definition (from WIKIDO-
MAINS dataset) as "Chusquea is a genus of ever-
green bamboos in the grass family."

Table 11 refers to example one where we pro-
vide the rewritten the definitions of the term "Re-
served word", with difficult concept "word" and it’s
corresponding original definition (from WIKIDO-
MAINS dataset) as "In a computer language, a re-
served word (also known as a reserved identifier)
is a word that cannot be used as an identifier, such
as the name of a variable, function, or label — it is

non

"reserved from use".
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Model

Base Definition

I1 Definition

12 Definition

Llama3.2 1B

Chusquea is a genus of
plants that are character-
ized by their ability to grow
in dense, evergreen forests,
much like a dense, green
carpet.

Chusquea is a genus of
plants that are character-
ized by their ability to grow
in dense, evergreen forests,
much like a dense, green
carpet.

Chusquea is a genus of ev-
ergreen bamboos that grow
in thick, green forests.

Llama3.2 3B

Chusquea is a group of
plants that are similar to
bamboo, but are actually a
type of grass. Think of it
like a big family of grasses
that are often mistaken for
bamboo due to their similar
appearance.

Chusquea is a genus of
grasses that are often mis-
taken for bamboo due to
their similar appearance.

Chusquea is a genus of bam-
boo, characterized by its
unique growth patterns and
characteristics that distin-
guish it from other bamboo
species.

Gemma3 1B

Chusquea is a group of bam-
boo species belonging to
the grass family. Think
of it like a family of
bamboo varieties — they
share similar characteris-
tics like their bamboo-like
leaves and growth habits,
but they’re distinct from
each other.

Rewritten Definition:
Chusquea is a specialized
group of bamboo species
characterized by their dis-
tinctive, pleated leaves and
a particular, slow growth
pattern — they resemble
a tightly woven, layered
structure, much like a
miniature, naturally formed
bamboo forest.

Rewritten Definition:
Chusquea is a specialized
group of bamboo species
renowned for its tightly
arranged, layered leaves
that create a remarkably
dense, almost sculpted
appearance, resembling
a miniature, organically
formed bamboo forest with
a unique, slow growth
rhythm.

Gemma3 4B

Chusquea is a group of
closely related bamboo
species — think of it like a
family of bamboos. These
bamboos, all part of the
grass family, share many
similarities in how they
grow, look, and reproduce.
They’re recognized as a
distinct “family” within the
bamboo world, just like
how a family is a group of
people who are related and
share common traits.

Chusquea is a genus — a
specific grouping — within
the grass family (Poaceae)
that includes various bam-
boo species. Think of a
genus like a club: it’s a cat-
egory that contains many
different, but closely re-
lated, members. All species
within the Chusquea genus
share fundamental charac-
teristics — like their growth
patterns, stem structure, and

Chusquea is a group — a
kind of family — within
the large family of grasses
(Poaceae), much like how a
dog is a type of animal. All
the different types of bam-
boo we call “Chusquea” are
closely related because they
share basic ways of grow-
ing and reproducing. They
might look very different —
some are tall and slender,
others are short and bushy

method of reproduction — — but they all have shared

that distinguish them from
other types of bamboo and
grasses, even though they
can appear quite diverse in
size and appearance.

features that set them apart
from other grasses and bam-
boos.

1092



Model

Base Definition

I1 Definition

12 Definition

Qwen3 1.7B

Chusquea is a genus of
evergreen bamboos in the
grass family, which means
they are a group of plants
that are evergreen (they re-
main green throughout the
year) and belong to the grass
family. Think of it as a
category or group of re-
lated plants that share cer-
tain characteristics. For ex-
ample, like how a family
of cats includes different
breeds but shares common
traits, Chusquea is a group
of bamboos with similar fea-
tures but different species.

Chusquea is a genus of
evergreen bamboos in the
grass family, characterized
by their evergreen nature
and placement in the grass
family. It is a group of re-
lated plants that share cer-
tain traits, such as being
evergreen and belonging to
the grass family, but differ
in specific species. Like
a group of related cats,
Chusquea includes different
types of bamboos that share
common features but vary in
specific characteristics.

Chusquea is a genus of
evergreen bamboos in the
grass family, characterized
by their evergreen nature
and their placement in the
grass family. It is a group
of related plants that share
common traits, such as be-
ing evergreen and belong-
ing to the grass family, but
differ in specific character-
istics. Like a group of re-
lated plants, Chusquea in-
cludes different species of
bamboos that are closely re-
lated but vary in specific fea-
tures.

Qwen3 4B

Chusquea is a group of ev-
ergreen bamboo plants that
are part of the grass family.
A “genus” is like a category
of plants that share common
features, such as having
leaves, roots, and the abil-
ity to grow tall. Chusquea is
one such group, and all the
plants in this group are types
of bamboo that stay green
all year and are part of the
larger grass family. For ex-
ample, just like how dogs,
cats, and birds are all ani-
mals but belong to different
groups, Chusquea is a group
of bamboo plants that are
closely related to each other.

Chusquea is a genus of ev-
ergreen bamboo plants that
are part of the grass fam-
ily. A genus is a category
of plants that share com-
mon characteristics, like be-
ing grasses. All plants in the
Chusquea genus are types of
bamboo that remain green
all year. For example, just
as dogs and cats are both
mammals but belong to dif-
ferent genera, Chusquea is
a specific group of bamboo
plants that are closely re-
lated to each other.

Chusquea is a genus of ev-
ergreen bamboo plants that
are part of the grass family.
A genus is a group of related
species that share common
features. Chusquea includes
several species of bamboo
that stay green all year. For
example, like how different
types of roses are all part
of the same family but have
different species, Chusquea
is a group of closely related
bamboo plants.

GPT 4o

Chusquea is a group of ever-
green bamboos that belong
to the grass family. Think
of it like a family of plants
that share similar character-
istics, just like how all dogs
belong to the same family of
animals but come in differ-
ent breeds.

Chusquea is a genus of ever-
green bamboos that belong
to the grass family, charac-
terized by their similar traits
and growth habits.

Chusquea is a group of ever-
green bamboos that are part
of the grass family, known
for their similar characteris-
tics.

Table 10: Term: Chusquea, difficult concept: genus, Original definition: Chusquea is a genus of evergreen bamboos
in the grass family.
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Llama3.2 1B

Definition: A reserved
word is a special word in a
programming language that
cannot be used as a vari-
able, function, or label, and
is used to prevent errors and
confusion in the code.

Think of a reserved word as
a "name" that is not avail-
able for use. Just like how
you can’t use a name that’s
already taken by someone
else, a reserved word is a
name that’s already been
used by the computer, and
it can’t be used again.

Reserved word: A reserved
word is a special term in
programming that has a spe-
cific function and cannot be
used as a name for variables
or functions.

Llama3.2 3B

In simple terms, a reserved
word is a special word in a
computer language that has
a specific job, like a title or
a name, and cannot be used
as a name for anything else,
such as a variable, function,
or label.

A reserved word is a pre-
defined term in a program-
ming language that has a
specific function, such as
a variable name, function
name, or label, and cannot
be used as a variable, func-
tion, or label in any other
context.

A reserved word in a pro-
gramming language is a
term that cannot be used
as a variable name, func-
tion name, or label in any
context, due to its inherent
meaning or association with
the language itself.

Gemma3 1B

A reserved word is like a
special name that comput-
ers don’t allow you to use
as a variable or a label —it’s
like saying “you can’t call
this variable as a name.”

Rewritten Definition: Re-
served words are special
keywords or symbols in
programming languages
that the compiler or inter-
preter explicitly prohibits
you from using as variable
names or labels. They are
carefully crafted to ensure
code stability and prevent
unintended variable names.

Reserved words are spe-
cial keywords or symbols
in programming languages
that the compiler or inter-
preter explicitly prohibits
you from using as variable
names or labels. They are
carefully crafted to ensure
code stability and prevent
unintended variable names.
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Gemma3 4B

A reserved word is like a
word in a dictionary that’s
permanently set aside for a
special purpose. In a com-
puter program, these are
words that the computer al-
ready knows and uses for its
own operations — think of
them as built-in commands
or instructions. You can’t
just grab those words and
use them to name your own
things (like a box to hold
a number, or a tool to do a
calculation). It’s like trying
to use the word “jump” to
name a variable; the com-
puter already knows “jump”
means something else, so
you can’t reuse it for your
own purposes. These words
are

A reserved word is a name
assigned to a word in a
programming language that
has a predefined meaning
within the language itself.
These words aren’t avail-
able for you to use as
names for your own vari-
ables, functions, or other
identifiers. Think of them
like pre-existing, official
terms — like “true” or “false”
— that the computer already
understands and uses for
specific tasks. You can’t
simply *claim* those words
for your own; they’re per-
manently set aside for the
language’s core operations.

A reserved word, also called
a keyword, is a specific
word in a programming lan-
guage that has a special job
already built into the lan-
guage itself. It’s like using
a pre-defined tool — imag-
ine a wrench. You wouldn’t
try to use a wrench as
a screwdriver, would you?
Similarly, reserved words
like “if,” “else,” “while,” or
“for” aren’t meant to be
used as names for your own
things (variables, functions,
etc.). They’re already taken
and always represent some-
thing specific within the lan-
guage’s rules — they’re es-
sential parts of how the com-
puter understands and exe-
cutes your code.

Qwen3 1.7B

A reserved word in com-
puter language is a special
word that cannot be used as
a variable, function, or la-
bel name. It is "reserved"
because it cannot be reused
by the programmer. For
example, in programming
languages like Python or
Java, words like "if," "else,"
or "for" are reserved words
and cannot be used as vari-
able names. They are set
aside for specific purposes,
such as controlling program
flow or defining loops.

A reserved word in com-
puter language is a special
word that cannot be used as
a variable, function, or la-
bel name. It is reserved be-
cause these words are set
aside for specific purposes,
such as controlling program
flow or defining loops. For
example, in Python or Java,
"if," "else," and "for" are
reserved words that cannot
be used as variable names.
They are designated for spe-
cific tasks in the language.

A reserved word in com-
puter language is a special
word that cannot be used as
a variable, function, or label
name because it has a pre-
defined purpose in the lan-
guage. These words are set
aside for specific tasks, such
as controlling program flow
or defining operations. For
example, in Python or Java,
"if," "else," and "for" are re-
served words that cannot be
used as variable names be-
cause they are designed to
perform specific functions
in the language.
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Qwen3 4B

In a computer language, a
reserved word is a special
word that the computer uses
for specific purposes, like
telling the computer what
to do. You can’t use these
words as names for variables,
functions, or labels because
they are "reserved" for the
computer’s special tasks, just
like how certain words in a
dictionary can’t be used as
regular words. For example,
in programming, words like
"if," "for," and "while" are
reserved words because they
tell the computer to make de-
cisions or loop through ac-
tions.

In programming, a reserved
word is a specific keyword
that the computer uses for
predefined tasks, such as
controlling program flow or
structuring code.  These
words cannot be used as
variable names, function
names, or labels because
they are "reserved" for the
computer’s internal opera-
tions, just like certain words
in a dictionary are not meant
to be used as regular words.
For example, "if," "for," and
"while" are reserved words
that instruct the computer to
make decisions or repeat ac-
tions.

A reserved word in program-
ming is a special word that
the computer uses for spe-
cific tasks, like making de-
cisions or looping. These
words can’t be used as names
for variables, functions, or la-
bels because they re set aside
for the computer’s built-in
functions, just like certain
words in a dictionary are not
meant to be used as regular
words. For example, words
like "if," "for," and "while"
are reserved words that tell
the computer what to do.

GPT-40

In a computer language, a
reserved word is a special
word that has a specific
meaning and cannot be used
for anything else, like nam-
ing a variable or function.
Think of it like a "no park-
ing" sign on a street; just
as you can’t park there be-
cause it’s reserved for a
specific purpose, you can’t
use reserved words for your
own names because they are
set aside for the language’s
rules.

In a computer language, a
reserved word is a specific
term that has a predefined
function and cannot be used
as an identifier, such as a
variable or function name.
It is like a designated space
that is exclusively allocated
for certain operations within
the language, ensuring that
the rules of the language are
followed.

In a computer language, a
reserved word is a specific
term that has a fixed meaning
and cannot be used as a name
for variables or functions.
These words are set aside for
particular operations within
the language, ensuring that
the language’s rules are con-
sistently followed.

Table 11: Term: Reserved word, difficult concept: word, Original definition: In a computer language, a reserved
word (also known as a reserved identifier) is a word that cannot be used as an identifier, such as the name of a
variable, function, or label — it is "reserved from use".
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