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Abstract

Recent studies have shown that prompting large
language models (LLMs) with role-playing
personas can enhance their reasoning capa-
bilities. While the benefits of role-playing
personas in reasoning tasks are widely rec-
ognized, it remains uncertain whether a per-
sona aligned with the given dataset can con-
sistently achieve these improvements. In this
work, we empirically investigate the potential
drawbacks of using dataset-aligned personas
(referred to as coarsely aligned personas)
and introduce Jekyll & Hyde, a novel frame-
work that enhances reasoning robustness by
ensembling solutions from both role-playing
and neutral (non-persona) prompts. Jekyll &
Hyde first predicts an instance-specific per-
sona tailored to each query using an LLM,
then generates answers with both persona and
neutral prompts, and finally selects the su-
perior output through an LLM-based evalu-
ator. Experimental results claim that across
twelve widely used natural language reason-
ing datasets and three backbone large language
models, Jekyll & Hyde consistently outper-
forms single-perspective LLMs, achieving an
average accuracy gain of 9.98% on GPT-4. We
further demonstrate that using instance-aligned
personas yields more accurate and stable per-
formance than using dataset-aligned personas. '

1 Introduction

Recent studies have exhibited that assigning spe-
cific roles to prompts can activate the role-playing
ability of Large Language Models (LLMs), improv-
ing their reasoning capabilities (Shanahan et al.,
2023). Therefore, some studies have proposed us-
ing a handcrafted persona or domain expert per-
sona aligned with the given dataset to enhance the
reasoning performance of an LLM (Kong et al.,
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: Janice bikes at 10 miles per hour, while Jennie bikes at 20. How long until they have
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! (b) Question Q

! At its maximum speed, a space shuttle can travel 700m high in 40 seconds. It will also
1 take 5 seconds to pass a point. What then is the length of the space shuttle?

'

'

| Answer Choices:

! (A)50 m (B) 75 m (C) 100m (D)125 m (E) 150 m

Instance aligned persona

System prompt: “You are a " LLM
User prompt: Q

- /
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Coarsely aligned persona
System prompt: “You are a Math teacher”

Output: B (Wrong!)
User prompt: Q

Figure 1: Persona is a Double-edged Sword. Case (a)
shows that an LLM without a persona can sometimes
outperform one with a persona, while case (b) highlights
the effectiveness of role-playing persona when properly
aligned with the given instance.

2024; Salewski et al., 2024). Although the bene-
fits of using role-playing personas are empirically
proven, since conventional role-playing personas
are broadly aligned to the given dataset, a deeper
examination at the instance level reveals that per-
sonas are not universally effective. As shown in
Figure 1, an LLM often produces incorrect answers
on the AQuA dataset, influenced by the assigned
persona. Figure 1-(a) illustrates the case where the
role-playing persona inferred as “Math teacher”,
while seemingly well-aligned for addressing mathe-
matical problems in the dataset, ultimately leads to
incorrect answers. In our paper, we refer to such a
persona, which is handcrafted and broadly tailored
to the given dataset, as a coarsely aligned persona.
Unlike the case where LLM uses a coarsely aligned
persona, the LLM without a persona provides cor-
rect answers. Moreover, in Figure 1-(b), the LLM
provides the correct answer when the role-playing
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Persona Solver
Dataset

Method ‘ (w/ Persona)
| | | Wrong | Correct
| AQuA | Wrong | 33.07% | 15.75%

Neutral Solver ‘

| Correct | 13.78% | 37.40%
(w/o Persona)

| | | Wrong | Correct
| CoinFlip | Wrong | 4.60% | 4.00%
| | Correct | 18.00% | 73.40%

Table 1: Confusion matrix between Neutral Solver
(w/o Persona) and its Persona Solver (w/ Persona) on
AQuA and Coin Flip dataset. We calculate the model’s
correctness and present the result in a confusion matrix
form. Neutral Solver and Persona Solver mean an LLM
without persona and an LLM with persona, respectively.
Appendix D includes more analysis for other datasets.

persona is aligned at the instance level, which is
inferred as “Physics Engineer". In both cases, al-
though a coarsely aligned persona (e.g. “Math
teacher') seems to be effective in solving the given
mathematical dataset, it ultimately produces the
wrong answers. This highlights the importance of
considering whether the assigned persona is also
aligned with the given instance. Furthermore, it
also demonstrates that, in some cases, the correct
answer can be achieved without using a persona.
For deeper insights into estimating the impact of
LLM without a persona, we further experimentally
compare the LLM’s correctness based on whether
a persona is assigned for two reasoning datasets.
Table 1 shows the confusion matrices of an empir-
ical result to run an LLM with persona and with-
out persona on the AQuA and Coin Flip datasets.
The AQuA dataset results show that 15.75% of
the questions become correct when using an LLM
with persona compared to without it. On the other
hand, 13.78% of the questions are incorrectly an-
swered when using an LL.M with a persona rather
than without it. This phenomenon could also be ob-
served from the result of the Coin Flip dataset, stat-
ing that 18% of the questions are wrong when using
persona and correct without it. It shows that assign-
ing a persona to an LLM sometimes degrades its
reasoning ability. Thus, instead of applying a role-
playing prompt, it is crucial to distinguish whether
a role-playing persona should be used based on the
given query to improve the LLM’s performance.
To address this limitation, we propose a novel
framework called Jekyll & Hyde that automati-
cally generates an instance-aligned role-playing
prompt for the given query, thereafter ensemble the
solutions of role-playing and neutral (non-persona)

prompts to maximize the reasoning ability of the
model. We execute an LLM with role-playing and
neutral prompts to obtain each solution and then
utilize an LLLM evaluator to judge which solution
is better. We demonstrate our method by compar-
ing the LLM with and without a persona, show-
ing that our method outperforms the single role-
playing and neutral LLM across three widely used
models: GPT-4, GPT-3.5-turbo, and Llama 3-8B
model. For instance, Jekyll & Hyde outperforms
the baselines by an average accuracy of 9.98% in
12 datasets when using GPT-4 as a backbone model.
In addition, we demonstrated that using an instance-
aligned persona is more effective than a coarsely
aligned persona, and in some cases, better reason-
ing performance is achieved without a persona. To
the best of our knowledge, this work systematically
investigates the side effects of coarsely aligned per-
sonas on LLMs in reasoning tasks and proposes a
novel framework to address this issue.

2 Related Works

2.1 Role-playing Abilities of LLMs

Large language models have demonstrated signifi-
cant capabilities in personating various roles, which
highlights the power of LLMs’ role-playing ca-
pabilities. Based on this consensus, several stud-
ies have investigated the positive effect of role as-
signment on improving the performance of LLMs.
Kong et al. (2024) have revealed the effect of us-
ing role-playing prompts in an LLM by handcraft-
ing a specific prompt form for 12 different rea-
soning datasets and discovered that assigning a
proper role to the LLM enhances its reasoning abil-
ity. Salewski et al. (2024) have shown the impact
of role assignment on the LLM when using exper-
tise impersonation related to the given dataset, by
only including the occupation for the persona (e.g.,
high school computer science expert). Other stud-
ies have systematically benchmarked LLM role-
playing abilities (Wang et al., 2023b), analyzed the
cognitive biases induced by personas in Theory-of-
Mind tasks (Yeo et al., 2025), and even explored
representation-level control using “role vectors"
(Poterti et al., 2025). Collectively, these works
highlight the potential of persona-based prompting,
establishing it as a promising yet nuanced approach
to improving LLM reasoning.
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Figure 2: The Architecture of Jekyll & Hyde. Jekyll & Hyde utilizes a persona-assigned LLM (Persona Solver)
and an LLM without a persona (Neutral Solver), which provides a dual perspective towards the given question.
This structure improves the model to gain potentially high performance. After executing both LLMs, a robust
Evaluator, designed to mitigate positional bias, selects a better solution between them.

2.2 Analysis on Role-playing Prompts

Role-playing has been widely adopted to im-
prove LLMs’ reasoning and problem-solving per-
formance by conditioning on explicit personas; yet,
recent studies reveal notable drawbacks to persona
assignment. Prior works show that adding socio-
demographic traits (e.g., disability, race, sexual ori-
entation) often induces bias or toxicity, degrading
reasoning accuracy (Gupta et al., 2023; Deshpande
et al., 2023). Benchmarks such as BiasLens demon-
strate that persona conditioning systematically am-
plifies bias even when baseline prompts remain
neutral (Li et al., 2024). Mitigation efforts include
enforcing consistency through Persona-Aware Con-
trastive Learning (Ji et al., 2025) and replacing
demographic cues with belief-seeded personas (Do
et al., 2025), yet our work is the first to systemat-
ically analyze how coarsely aligned personas can
still impair reasoning, underscoring the need for
instance-specific persona alignment.

3 Methods

In this section, we demonstrate the process of Jekyll
& Hyde. Specifically, Jekyll & Hyde consists of
three different LLM modules: Persona generator,
Solver, and Evaluator. Jekyll & Hyde’s pipeline
is as follows: First, the Persona generator generates
an instance-specific persona aligned to the given
query. Then, two different LLM solvers (i.e., Per-
sona Solver and Neutral Solver) are executed si-
multaneously to generate solutions for the given

question. Finally, the Evaluator compares two so-
lutions and derives the final prediction. Figure 2
describes the overall framework of Jekyll & Hyde.

3.1 Automatic Identification of Persona

The common practice of role-playing prompting
prepends a manually assigned persona role (e.g.,
Mathematician) into the prompt that contains the
question. While these conventional role-playing
methods are known to work well, the persona role
that the user considers suitable for solving the prob-
lem may lead to performance fluctuation, as it only
focuses on aligning with the dataset rather than
the given specific instance. To address these draw-
backs, we use an LLM (Persona generator) to
guess a role that aligns with the given query us-
ing an instruction-following prompt. This prompt
guides the LLM to automatically generate a per-
sona that could solve the given question, generat-
ing different adequate personas that align well with
each instance of the dataset. Appendix A details
the instructions-following prompt.

3.2 Generating Personated and Neutral
Perspective Solutions

After identifying an instance-aligned persona, it
is formatted as a role-playing prompt and inserted
into the input query for an LLM. While utilizing
role-playing prompts typically improves the perfor-
mance of an LLM, using a persona prompt can be
a double-edged sword for two reasons. 1) persona
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assignment may not always align closely with the
corresponding data instances. 2) An LLM with-
out a persona may sometimes outperform one with
a persona. Therefore, we propose to ensemble
two different LLM Solvers, specified as Persona
Solver and Neutral Solver. Persona Solver is an
LLM that uses role-playing prompting, utilizing
the persona by inserting it inside the query. Neutral
Solver does not allow persona prompting, which
means directly inserting the query into the LLM.
This dual execution approach provides two differ-
ent perspectives on solving the question and derives
two discriminative responses. By recalling table 1,
if we execute two solvers (i.e., Persona and Neu-
tral Solvers) and ideally choose the correct answer
between two responses, we can achieve better per-
formance than using a single solver via correctly
answering the question that is contained in first,
second, and the third quadrant of the confusion
matrix. When implementing the Neutral Solver,
we follow the identical implementation of (Kong
et al., 2024). To estimate the impact of role-playing
prompting, we utilized three types of prompt design
and chose the most optimal format. In the case of
implementing the Persona Solver, we use a prompt
in the format of “You are a $persona”, inserting
a generated persona (described in the Section 3.1)
to the “8persona” part. The detailed format of the
prompt can be found in Appendix F.

3.3 Aggregating Solutions of Two Solvers

Two solutions generated from Neutral Solver and
Persona Solver are inserted into the evaluation
prompt. Specifically, two solutions are formatted
to the evaluation prompt, establishing an order be-
tween the solutions. The format of the evaluation
prompt can be found in Appendix A. Formally,
given a question ¢ and two solutions (7, 7,), we
depict the process of the Evaluator as the following:

Un,p = argmaXP('U| [l’a q; Tn; Tp]) (1)
v

where v € {“A”, “B"} is a verdict text and P is
the LLM Evaluator. ¢ is an instruction for evalua-
tion, and ¢ is a given question. r,, and r,, indicate
the solution of the Neutral and Persona Solver, re-
spectively. vy, , means the verdict generated by the
Evaluator based on the evaluation prompt, where
L, ¢, Tn, and 7, construct the evaluation prompt, as
Peyai = [t;¢;7n; 7). The verdict vy, , takes one of
two values,(“A"” or “B"), indicating whether the
first or second solution is judged superior, respec-

tively. Note that v, ;, is obtained by inserting two
responses in the order of r,, and r,; thus, we can
also get vy, 5, by reversing the order of two solutions
in the evaluation prompt, as Peyq; = [t; ¢; 7p; 7).

3.4 Robust Evaluation via Consistency
Verification

As introduced in Section 3.3, the Evaluator returns
the verdict between two solutions; however, this
method may be exposed to position bias, which
degrades the total performance of the framework.
According to previous studies, position bias occurs
due to the order of the solutions (Zheng et al., 2024;
Li et al., 2023; Wang et al., 2023a). Therefore,
we run the Evaluator model shown in Equation 1
twice by inserting the solutions into the evaluation
prompt and reversing the order of the solutions to
mitigate the position bias. Hence, we yield two
verdicts, namely vy, , and v, ,. When evaluations
are executed to generate their verdict, we count the
number of trials ¢ until it reaches the maximum
trial k, defined as a hyper-parameter. Then, the
framework compares two verdicts, whether equal
or not. The process ends when these two verdicts
are identical, as in the following formula.

A {vn,p ifonp =vppandt < k
final “Can’t answer" ift > k

2)
where vipnq 1s the final verdict obtained by con-
sidering the consistency of two verdicts. If ¢ gets
bigger than k, we conclude that the Evaluator is sig-
nificantly exposed to position bias for two solutions.
Therefore, Jekyll & Hyde returns “Can’t answer”
as the final output since it is risky to narrow to one

solution in this case.

4 Experiments

4.1 Experimental Setup

Datasets. We conduct our experiments across
twelve datasets categorized in 4 categories: (1)
Arithmetic, including MultiArith (Roy and Roth,
2015), GSMS8K (Cobbe et al., 2021), AddSub (Hos-
seini et al., 2014), AQUA-RAT (Ling et al., 2017),
SingleEq (Koncel-Kedziorski et al., 2015), and
SVAMP (Patel et al., 2021) (2) Commonsense rea-
soning, including CSQA (Talmor et al., 2019) and
StrategyQA (Geva et al., 2021) (3) Symbolic rea-
soning, including Coin Flip and Last Letter (Wei
et al.,, 2022) (4) Others, including Date Under-
standing and Tracking Shuffled Objects from BIG-
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Arithmetic

Models Method
Multiarith GSMSK AddSub AQuA SingleEq SVAMP Average
Base 98.44 (+ 007 9297 (+015 97.13 o011 6824 (080 98.56 (0100 91.00 (& 0.08) 91.06
GPT-A Fixed Persona  97.83 (x008) 94.39 (x014) 96.96 (xo011) 73.23 (x083) 97.83 x010) 91.2 (0.2 91.90
Persona 97.78 (+ 015y  94.06 (0190 97.55 o1  74.80 (084 98.56 (+o01n  90.90 (+042) 92.28
Jekyll & Hyde 98.00 (o001 95.27 (004 97.72 0200 76.90 (+121) 98.95 (+0.10 92.03 o049  93.15
Base 95.72 097y 81.40 (032 90.97 204 62.60 (450 97.83 043 80.17 (&4.05) 84.78
GPT3.5-turb Fixed Persona  97.67 (072 81.35 (+046) 91.64 (+123) 64.57 +333 96.85 (+033) 84.3 (+287) 86.06
-3.5-turbo

Persona 96.50 (+059 83.27 (+046) 93.08 (+024) 64.44 (+482) 97.31 o034y 84.13 *1.40) 86.45
Jekyll & Hyde 97.56 (+069) 85.01 (+010) 9291 (x021) 67.98 (+281) 98.03 (+0.16) 84.77 (+1.26) 87.711
Base 98.56 (+0.16) 78.59 (+148 87.76 (+043 47.38 019 94.23 *037) 82.30 :o.64) 81.47
Llama 3-SB Fixed Persona  97.00 (+0.12) 81.05 (123 86.33 (+096) 50.79 (0720 92.13 (+025) 84.30 (023 81.46
) Persona 97.22 (+ 008y 81.05 161 87.17 (084 52.23 o067 91.27 009 84.97 (+o0.19 82.32
Jekyll & Hyde 98.17 (023 83.02 (=136 89.03 (0400 54.07 (£049) 94.62 (007 86.50 (022 84.23

Table 2: Main results for Arithmetic datasets. We report the accuracy on six arithmetic datasets, evaluated with a
Neutral solver (Base), LLM with dataset-aligned persona (Fixed Persona), Persona solver (Persona), and Jekyll &
Hyde. Bold values mean the best performance among the four methods. We run each model three times and average
its performance including the error margin. Fixed personas are provided in Appendix E.

bench (Srivastava et al., 2022). More details about
dataset configuration can be found in Appendix C.

Models. We utilize two black box LLMs released
from OpenAl, GPT-4 (gpt-4-0613) and GPT-3.5-
turbo (gpt-3.5-turbo-0125) (OpenAl, 2023), and
one open source model, Llama 3 (Llama3-8b-
Instruct) (Grattafiori et al., 2024). These models
are used as the backbone model of our framework.

Implementation Details. To evaluate Jekyll &
Hyde, we test four cases for each dataset: Base,
Fixed Persona, Persona, and Jekyll & Hyde. (1)
Base utilizes only the Neutral solver where a per-
sona is not assigned to LL.Ms. (2) Fixed Persona
represents an LLM that uses a coarsely aligned
persona for each dataset, which is known as the
common practice of role-play prompting. (3) Per-
sona uses only the Persona solver, an LLM as-
signed with an instance-specific persona generated
from the Persona Generator. (4) Jekyll & Hyde is
our proposed framework. We evaluate the model’s
performance by computing the accuracy using the
provided labels for each dataset. When using the
LLM evaluator in Jekyll & Hyde, the hyperparam-
eters are set as follows: the max attempt k to 5
and temperature 7 to 0.7. For using Persona Gen-
erator for Persona and Jekyll & Hyde, we set the
temperature of LLM to 0.7. Details for determin-
ing the hyperparameters are shown in Appendix J.
Moreover, the coarsely aligned personas used for
the Fixed Persona method are in Appendix E.

4.2 Results and Analysis

Main Result. Table 2 shows the performance
of different methods on arithmetic datasets, while
Table 3 reports results of the remaining datasets,
all evaluated in terms of accuracy. Across these
evaluations, Jekyll & Hyde consistently enhances
model performance, outperforming the baselines.
Notably, Jekyll & Hyde achieves superior re-
sults across the majority of datasets, regardless
of the model type, demonstrating the robustness
of the approach. Furthermore, the results high-
light that employing instance-aligned personas
(Persona) yields a higher average accuracy than
using coarsely aligned personas (Fixed Persona),
confirming that instance-aligned personas can bet-
ter guide reasoning than dataset-level role assign-
ments. These findings confirm the effectiveness of
the ensemble approach and highlight the benefits
of instance-specific personas.

Fixed Persona vs. Base: No Clear Winner To
investigate whether fixed persona prompting pro-
vides a consistent advantage over the base model,
we conducted an empirical comparison of their
performance across a diverse set of benchmark
datasets. Figure 3 reports the accuracy differences
between the Fixed Persona and Base. The re-
sults reveal substantial variability across tasks, with
no single approach demonstrating clear or consis-
tent superiority. While fixed personas occasion-
ally yield performance improvements, they also
frequently lead to degradation, highlighting that
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Models Method Common Sense Symbolic Reasoning Other Tasks
CSQA Strategy Letter Coin Date Object Average
Base 7991 o021y 7642 (+037) 19.80 (057 66.93 (148 79.22 (+046) 45.96 (+033) 61.37
GPT-A Fixed Persona  81.82 (+036) 74.45 072 92.60 (x027) 85.40 (x192) 78.32 (063 45.47 (+033) 76.34
Persona 80.89 (+025) 75.71 (059 92.80 (+009) 7593 (+260) 78.41 (+1.09) 58.76 (+033) 77.08
Jekyll & Hyde 81.11 (017  77.00 +o058) 93.00 +006) 80.27 (+096) 82.38 (+059 61.69 (+033)  79.24
Base 7731 (£035 68.75 (128 18.67 (2443 47.53 501y 67.84 013 34.67 142 52.46
GPT3.5-turb Fixed Persona  79.77 (+033) 69.52 (+228) 45.2 (+342 51.6 (428 79.95 (+256) 33.87 (+245 59.98
-3.5-turbo
Persona 75.40 (£ 0300 69.75 (+213 45.67 (+538) 59.20 (359 76.15 (+298) 40.22 (+4.28) 61.07
Jekyll & Hyde 77.50 (+028) 70.00 (+195) 48.93 (+495) 64.00 (+013) 76.78 (x294) 42.22 (+3.14) 63.24
Base 74.50 (097 69.21 (0279 86.40 001y 95.80 +028) 7742 o034 44.76 025 74.68
Llama 3-SB Fixed Persona  74.04 (+043) 70.31 (+016) 84.40 (+008) 90.40 (+025 75.61 (+024) 46.93 (+053) 73.62
Persona 72.29 0100 7121 (010 86.07 (009 95.33 +025) 74.44 +026) 47.60 (& 1.04) 74.49
Jekyll & Hyde 74.97 o006y 70.54 (007 86.47 (+009 98.67 (+025) 79.04 (+06s) 48.58 (+064) 76.38

Table 3: Main results for Common Sense, Symbolic Reasoning, and Other Tasks Datasets. We report accuracies
on six datasets across Commonsense, Symbolic Reasoning, and Other tasks. Bold numbers indicate the best results
among the four methods. Each model is run three times, and the mean accuracy with its error margin is reported.

Performance Difference: Fixed Persona - Base (LLaMA-3-8B)

. Average
Model Datasets Methods Accuracy (1) LLM runs (1)
AQuA 3.41%
GSMBK 2.46% Base + voting 70.87 4
Object 217% AQuA Persona + voting 73.23 6
SvAMP 200% GPT-4 Jekyll & Hyde 76.90 3.81
g Base + voting  46.00 5
8 Object Persona + voting  59.20 6
B AddSub
Multiarith Jekyll & Hyde 61.69 4.14
Pate Base + voting 66.14 5
Letter AQuA Persona + voting 66.53 6
T GPT-3.5-turbo Jekyll & Hyde 6798 435
Coin |=-5:.40% BN Base outperforms -
Base + voting 34 5
-6 -4 -2 o 2 4 6 . H
Accuracy Difference (Fixed Persona - Base) in % Ob_]eCt Persona + voting 33.73 6
Jekyll & Hyde 42.22 4.30

Figure 3: Performance Gap across datasets. The per-
formance differences vary across tasks, with neither
approach consistently outperforming the other, indicat-
ing no clear dominance of either Fixed Persona or Base.

the effectiveness of coarsely aligned personas is
highly task-dependent. These findings suggest that
adopting a coarsely aligned persona does not guar-
antee uniform gains and, in certain scenarios, may
even hinder performance.

Comparison with Self-Consistency Unlike
single-perspective LLMs, Jekyll & Hyde varies
the number of execution trials per instance, which
might give the false impression of better perfor-
mance due to more trials. To clarify, we conducted
an experiment with equal or larger execution trials
for single-perspective LLMs, verifying that sim-
ply increasing the LLM execution does not help
improve reasoning capability. Specifically, we run
two cases, namely Base and Persona, in a setting
of self-consistency (Wang et al., 2022), which exe-

Table 4: Comparison of performance between Jekyll
& Hyde, Base with self-consistency, and Persona with
self-consistency Jekyll & Hyde outperforms other meth-
ods when running the same amount of LLM executions,
showing that running the LLM multiple times does not
necessarily improve its reasoning ability.

cutes the LLM multiple times and selects the most
frequent answer. Hence, Base and Persona can
be executed in the same amount as the number
of Jekyll & Hyde runs. For the experimental set-
ting, we utilize GPT-3.5-turbo and GPT-4 as our
models, along with two reasoning datasets: the
AQuA and Object Tracking datasets. For single-
perspective LLMs that utilize self-consistency, we
refer to the methods as Base + voting and Persona +
voting, respectively. The specific settings for Base
+ voting and Persona + voting can be found in Ap-
pendix H. As shown in table 4, the result reveals
that Jekyll & Hyde outperforms a single LLM with
self-consistency by gaining better performance and
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Figure 4: Word clouds of LL.M-generated personas (Llama-3-8B) across twelve reasoning datasets. showing
diverse and task-relevant roles that highlight the model’s adaptive reasoning capability.

Average  Sample Count
Model  Datasets Methods Accuracy (1) Deviation. (1)
Fixed Persona 51.71 6.11
AQuA
LLM generated 52.23 2.08
persona
Llama 3-8B
Fixed Persona 4431 8.02
Object
LLM generated 47.60 3.06

persona

Table 5: Standard deviation of Fixed Persona LLM
and LLM-generated persona LLM We ran each
dataset three times and found that LLM-generated per-
sonas yield lower standard deviations in two datasets,
indicating more stable performance.

lower LLM execution trials. In addition, it shows
that running the LLM multiple times does not nec-
essarily improve its reasoning ability, highlighting
the effectiveness of Jekyll & Hyde.

Effectiveness of LLM-Generated Personas In
Section 3.1, we evaluate the effectiveness of au-
tomatically generated personas in Jekyll & Hyde
compared to coarsely aligned Fixed Personas. Us-
ing Llama-3-8B-Instruct as the backbone, we con-
duct experiments on the AQuA and Object Track-
ing datasets, where personas are generated by sam-
pling from the LL.M’s output probability distribu-
tion. For comparison, we use manually crafted
Fixed Personas (Math Teacher, Mathematician,
Math Tutor for AQuA; Observer, Recorder, Logi-
cal Reasoner for Object Tracking). As shown in Ta-
ble 5, LLM-generated personas outperform Fixed
Personas in both accuracy and stability, exhibiting
smaller variance across runs. Furthermore, we visu-
alize the LLM-generated personas for each dataset
in Llama-3-8B-Instruct as word clouds in Figure
4. The diverse and instance-aligned personas (e.g.
Financial Analyst in AQuA) highlight the Persona
Generator’s ability to adaptively choose roles suit-
able for each problem, explaining its performance
gains and enhanced robustness.

Models Method SingleEq  Coin
Oracle Evaluator 99.41 88.80

Portia 98.82  74.40

GPT-4 MEC+BPC 98.43  74.00
Jekyll & Hyde' 98.43  78.20

Jekyll & Hyde 98.95 80.27

Oracle Evaluator 99.21 66.73

Portia 98.23  57.80

GPT-3.5-turbo MEC+BPC 97.64  57.60
Jekyll & Hyde' 97.83  56.60

Jekyll & Hyde 98.03  64.00

Oracle Evaluator 96.06 99.00

} Portia 93.31 96.40

Llama 3-8B MEC4+BPC 9173 9540
Jekyll & Hyde' 9429  97.00

Jekyll & Hyde 94.62  98.67

Table 6: Mitigating positional bias. Jekyll & Hyde’s
LLM Evaluator outperforms prior methods, narrowing
the gap to Oracle-level performance. Jekyll & Hyde! in-
dicates the Evaluator without positional bias mitigation.

Position Bias Mitigation in Jekyll & Hyde The
Evaluator should not suffer from position bias
when choosing the correct solution between the
two. For further analysis of the framework’s mit-
igation process, we conduct an experiment that
estimates the performance of Jekyll & Hyde in six
different datasets, comparing with the two exist-
ing position bias mitigation methods: (1) Portia
(Li et al., 2023) and (2) MEC+BPC (Wang et al.,
2023a). For a more thorough investigation, we also
consider the ideal case, in which the Evaluator al-
ways selects the gold answer from the Neutral and
Persona Solvers’ answers, referred to as the Oracle
Evaluator, as an upper bound to estimate the full
pipeline’s potential performance. Experimental re-
sults for SingleEq and Coin Flip datasets can be
found in table 6. The results show that Jekyll &
Hyde’s evaluator outperforms other methods across
most datasets and achieves performance close to
the Oracle evaluator, confirming its reliability in
selecting the correct response between perspectives.
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Dataset  Question (q)

Neutral Solver(ry)

Persona Solver(rsy)

Final
prediction

A starts a business with Rs.40,000. After 2 months, B joined
him with Rs.60,000. C joined them after some more time
with Rs.120,000. At the end of the year, out of a total profit
of Rs.375,000, C gets Rs.150,000 as his share. How many
months after B joined the business, did C join? Answer
Choices: (A) 2 months (B) 4 months (C) 23 months (D) 24
months (E) 84 months

AQUA

Let x be the number of months after B
joined the business that C joined. A’s
investment for the entire year = 40,000 x
12 =480,000 - - - So, the correct answer
is: (A) 2 months. Therefore, among A
through E, the answer is A X

persona: None

Let’s break down the problem step by
step: 1. A starts the business with
Rs.40,000. ---. The answer is (B) 4
months. Therefore, among A through
E, the answer is B v/

persona: Accountant

B

Would JPEG be a good format for saving an image of Da

Strategy  Vinci’s Vitruvian Man? Answer Choices: yes, no

Yes, JPEG would be a good format for
saving an image of Da Vinci’s Vitruvian
Man. JPEG is a commonly - - - There-
fore, the answer (Yes or No) is yes X

persona: None

JPEG is a commonly used format for
saving images due to its compression
capabilities, which can reduce file size
while maintaining decent image qual-
ity. However, - - - Therefore, the answer
(Yes or No) is no v/

persona: Digital Archivist

no

Alice, Bob, and Claire are holding a white elephant gift
exchange. At the start of the event, - -- At the end of the
event, Alice has the Which choice is true? Answer Choices:
(A) orange ball. (B) purple present. (C) blue present.

Object

Let’s follow the gift-swapping process:
1. Claire and Alice swap gifts: Claire
gets the orange ball, and Alice gets the
blue present. 2. ---. At the end of
the event, Alice has the purple present.
Therefore, the correct answer is: (B)
purple present. Therefore, among A
through C, the answer is B v/

persona: None

A fun gift exchange problem! Let’s
break it down step by step: 1. Claire and
Alice swap gifts: Claire gets the orange
ball, and Alice gets the blue present.
2.---. So, the correct answer is: (A) or-
ange ball. Therefore, among A through
C, the answer is A X

persona: Gift Exchange Analyst

Table 7: Qualitative analysis. We conduct a qualitative analysis of Jekyll & Hyde on three datasets. Jekyll &
Hyde’s Persona Solver attains an instance-specific persona based on the Persona Generator (e.g., Accountant, Digital
Archivist, Gift Exchange Analyst). Additionally, examples demonstrate that the Evaluator is functioning properly
by selecting the correct answer among the various solutions provided by each Solver.

The details for the implementation of Portia and
MEC+BPC are shown in Appendix G. Full results
can be exhibited in Appendix I.

4.3 Qualitative Analysis

Case Study. We qualitatively analyze examples
where Jekyll & Hyde ultimately provides the cor-
rect answers on three datasets: AQuA, StrategyQA,
and Object Tracking. Table 7 shows the outputs
for each process. In the AQuA and StrategyQA ex-
amples, the Persona Generator creates an instance-
specific persona aligned with the given question
(e.g., Accountant, Digital Archivist), leading the
Persona Solver to produce the correct answer. In
contrast, the Object Tracking example demon-
strates a case where the Persona Solver initially
provides an incorrect answer, but Jekyll & Hyde’s
evaluator correctly selects the Neutral Solver’s out-
put. This process enables the framework to choose
better results between Neutral and Persona solvers,
thereby improving overall performance.

Estimating Can’t Answer Instances. We further
measure the frequency of Can’t Answer predictions
in Jekyll & Hyde, as shown in Table 8. The results
reveal that such cases are extremely rare across
all models, demonstrating that our methodology
can reliably select the better answer between the
Neutral and Persona solvers in nearly all scenarios.

# of Can’t Answer instances (% of Instances)

Dataset

GPT-4 GPT-3.5-turbo  Llama 3-8B
Multiarith 0 (0.000 %) 1 (0.167 %) 0 (0.000 %)
GSMS8K 4 (0.303 %) 10 (0.758 %) 5 (0.379 %)
AddSub 0 (0.000 %) 1 (0.253 %) 1 (0.253 %)
AQuA 4 (1.575 %) 8 (3.150 %) 6 (2.362 %)
SingleEq 0 (0.000 %) 2 (0.394 %) 1 (0.197 %)
SVAMP 2 (0.200 %) 4 (0.400 %) 7 (0.700 %)
CSQA 23 (1.884 %) 3 (0.246 %) 9 (0.737 %)
Strategy 22 (2.949 %) 18 2.413 %) 7 (0.938 %)
Letter 0 (0.000 %) 7 (1.400 %) 6 (1.200 %)
Coin 4 (0.800 %) 0 (0.000 %) 1 (0.200 %)
Date 0 (0.000 %) 1 (0.271 %) 3 (0.813 %)
Object 7 (0.933 %) 8 (1.067 %) 22 (2.933 %)

Table 8: Number and proportion of Can’t Answer
predictions across datasets. The results show that
Can’t Answer cases occur only rarely, indicating that
Jekyll & Hyde almost always selects between the Base
and Persona solvers rather than abstaining

5 Conclusion

In this paper, we propose Jekyll & Hyde, a novel
framework that solves the reasoning task by en-
sembling instance-aligned personated and neutral
perspectives. Evaluations across twelve renowned
reasoning benchmark datasets show that our frame-
work surpasses both cases when the persona is as-
signed and when it is not on most datasets. Our
findings revealed that a coarsely aligned persona
does not consistently improve the model perfor-
mance; instead, effective performance improve-
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ment requires personas to be aligned with individ-
ual instances. Additionally, we observed the po-
tential benefits of combining different viewpoints
of LLMs, contributing to the enhancement of the
model’s performance. Overall, this work sets the
initial stage for further investigation in combin-
ing solutions from various perspectives within the
LLM community, a promising research direction
for improving reasoning abilities.

Limitations

While Jekyll & Hyde introduces additional compu-
tation by executing both persona-assigned and neu-
tral solvers, it remains comparable in efficiency to
existing ensemble-based methods. Moreover, users
can balance performance and efficiency by setting
a small maximum number of evaluator attempts
(e.g., two), which still provides consistent gains
over single-perspective LLMs. As with any dual-
solver framework, Jekyll & Hyde cannot recover
cases where both solvers fail; however, our results
demonstrate that such instances are rare in the rea-
soning tasks we study. Since this work focuses
primarily on conventional reasoning benchmarks,
further exploration on broader task types and ef-
ficiency—accuracy trade-offs represents promising
future work.
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A Prompt Design

In Jekyll & Hyde, we leverage three types of LLMs,
namely Persona Generator, Solver, and Evalua-
tor. Since each LLM has different roles, they also
have different persona designs. Table 9, 10 shows
the Persona Generator and Evaluator prompt, re-
spectively. These prompt designs are followed by
(Zheng et al., 2024), and we manually revise them
to give better instructions for all LLM baselines.

s N

SystemMessage:
You have a special ability in giving job recommenda-
tions that could sufficiently solve the given problem.

HumanMessage:
This is the user’s question: {input}

According to the question, recommend a job that can
sufficiently solve the user’s question. Here are some
rules you need to follow:

1. give a description of the job in JSON format with
the following keys:

- job: a specific job name

2. Do not give any reasons or preambles about your
response

Output:

Table 9: The template for persona generator with one
slot {input}. Based on the given template, the persona
generator yields a unified occupation name (e.g. Math
teacher)

B Solver mechanism

When running the LLM under the zero-shot setting,
the response is not fixed in a specific format. To
extract the answer from the response, we follow the
technique of Zero-Shot CoT (Kojima et al., 2022).
In detail, the technique consists of two steps, which
first generates the response from the LLM based
on role-playing prompting and the given question.
Then, we concatenate the question, response from
the previous step, and an answer trigger together
and input them to the LLM, computing the extract-
ing the final answer from the response. The entire
progress is shown in figure 5. The answer trigger
sentences for various datasets are depicted in Table
11.

C Dataset Details

In this section, we briefly introduce twelve datasets
spanning four categories below. Specific details are
shown in Table 12

Please act as an impartial judge and evaluate the qual-
ity of the responses provided by two Al assistants to
the user question displayed below.

Your evaluation should ONLY consider correctness.
You will be given assistant A’s answer, and assistant
B’s answer.

Your job is to evaluate which assistant’s answer is bet-
ter. You should independently solve the user question
step-by-step first

Then compare both assistants’ answers with your
answer. Identify and correct any mistakes.

Based on the given two solutions for the following
question, you need to choose the best solution based
on their explanation and answer

First, solve the problem step by step, and then
identify errors and flaws from the given solutions if
needed.

Please note that:

1. Avoid any position biases and ensure that the or-
der in which the responses were presented does not
influence your decision.

2. Do not allow the length of the responses to influ-
ence your evaluation.

3. Do not favor certain names of the assistants. Be as
objective as possible.

4. Give reason for your choice between two solution.
5. You must output your final verdict by strictly
following this format: "[[A]]" if assistant A is better,
and "[[B]]" if assistant B is better

This is your user’s question: {question}

assistant A’s answer: {assistantA_answer}
assistant A’s explanation: {assistantA_explanation}

assistant B’s answer: {assistantB_answer}
assistant B’s explanation: {assistantB_explanation}

Now, begin!
Final verdict:

Table 10: The evaluation template with five slots ({ques-
tion}, {assistantA_answer}, {assistantA_explanation},
{assistantB_answer}, and {assistantB_explanation}).
The final verdict output [[A]] or [[B]]

Arithmetic. We leveraged the following six
datasets: MultiArith, GSM8K, AddSub, AQUA,
SingleEq, and SVAMP. All questions in these
datasets include a particular scenario and require
reasoning based on mathematical knowledge.

Commonsense Reasoning. We employ Com-
monsenseQA and StrategyQA. Both of them re-
quire reasoning based on common sense.

Symbolic Reasoning. we utilize Last letter con-
catenation and Coin Flip. Last Letter Concatena-
tion demands concatenation of the last letter of the
given four words. Coin Flip gives a sequence of op-
erations to flip a coin and asks for the final state of
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Answer Format

Answer Trigger

arabic number
option (A-E)
option (A-C)
yes or no
string

Therefore, the answer (arabic numerals) is
Therefore, among A through E, the answer is
Therefore, among A through C, the answer is
Therefore, the answer (Yes or No) is
Therefore, the final answer is

Table 11: Answer trigger sentences for various answer formats.

1. Answer Generation

System: ‘You are a ${Persona}’
User: [Question]

[Assista nt: [Answerl] ]

2. Answer Extraction

System: ‘You are a ${Persona}’
User: [Question] + [Answerl] + [Answer trigger]

[Assista nt: [Answer2] ]

Figure 5: an entire process of how Solver works

the coin. We utilized these two datasets following
the approach of (Kojima et al., 2022).

Other Reasoning Tasks. We use Date Under-
standing and Tracking Shuffled Objects from Big-
bench(Srivastava et al., 2022). Date Understand-
ing requires date calculations. Tracking Shuffled
Objects gives a sequence of object substitution op-
erations and then asks for a certain object’s final
location.

D Confusion matrix for other datasets

As shown in Table 1, we reveal that some of the
questions are correctly answered with LLMs with-
out role-playing prompting, while getting wrong
when using LLM with role-playing prompting.
Here, we provide the result of a confusion matrix
for other datasets, namely the StrategyQA, Coin
Flip, and Object Tracking datasets. Table 13 ex-
hibits the confusion matrix for each dataset respec-
tively.

E Handcrafted persona for each dataset

To investigate the impact of utilizing handcrafted
personas aligned to each dataset, we chose 6 differ-
ent persona occupations for our experiment. Table
14 shows the handcrafted persona aligned to the
given dataset.

F Impact of prompt design

This section introduces the default prompt design
for persona LLM. While there are a lot of variations
in prompts, we are the first to compare the impact
of prompt designs for LLM-generated role-playing
prompts according to the best of our knowledge.
Hence, we conducted three different prompts and
computed the performance of each prompt with
GPT-3.5-turbo using the Aqua dataset. Table 15
shows different forms of prompts and their per-
formance. The result reveals that using a single
persona acquires the optimal performance in per-
sona LLM, thereby outperforming other settings in
Jekyll & Hyde.

G Implementation details for Portia and
MEC+BPC

In section 4.2, we conduct an experiment to com-
pare the performance of mitigating position bias.
Here, we employed two existing methods, specifi-
cally Portia and MEC+BPC.

Portia is introduced by (Li et al., 2023), which
mitigates position biases by slicing each given re-
sponse into chunks and putting them alternately
into the prompt, mitigating the information of the
order between the given responses. We imple-
mented this method by slicing the given response
into chunks with fixed lengths and then inserting
them alternately into the evaluation prompt.

MEC+BPC isintroduced by (Wang et al., 2023a)
to mitigate position bias in the LLM Evaluator. It
utilizes two evaluation prompts with differently or-
dered sequences (in forward and reverse orders)
of the response. This method executes each eval-
uation prompt to estimate the scores of two re-
sponses, respectively. After deriving scores for
each response, the final scores of each response are
aggregated and computed by averaging scores for
the two sequences of solutions, respectively. We
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Dataset Answer Format Ny Lq License
SingleEq arabic number 508 274 No License
AddSub arabic number 395 31.5 Unspecified
MultiArith arabic number 600 31.8 Unspecified
GSMSK arabic number 1319 46.9 MIT License
AQUA option (A-E) 254 51.9 Apache-2.0
SVAMP arabic number 1000 31.8 MIT License
CommonsenseQA option (A-E) 1221 27.8 Unspecified
StrategyQA yes or no 2290 9.6 Apache-2.0
Date Understanding option (A-F) 369 35.0 Apache-2.0
Object Tracking option (A-C) 750 91.1 Apache-2.0
Last Letters string 500 15.0 -

Coin Flip yes or no 500 37.0 -

Table 12: Relevant information of 12 datasets. IV, denotes the number of questions in each dataset. L, denotes the

average words of questions in each dataset.

Persona Solver

Method (w/ Persona)
StrategyQA Coin Flip Object Tracking
| Wrong | Right || | Wrong | Right || | Wrong | Right

Neutral Solver
(w/o Persona)

Wrong | 19.39% | 12.31% || Wrong | 4.60% | 4.00% || Wrong | 46.67% | 18.13%

Right | 10.31% | 57.99% || Right | 18.00% | 73.40% || Right | 12.93% | 22.27%

Table 13: Confusion matrix between Neutral Solver (w/o Persona) and its Persona Solver (w/ Persona) on StrategyQA

dataset.

implemented MEC+BPC by preparing two eval-
uation prompts for the two sequences. Then, we
ran the model and computed the score for each re-
sponse. The model is run three times for robust
answer generation, and the average of the scores is
computed.

H Settings for the number of
self-consistency of the base, persona
LLMs

In table 4, we executed Jekyll & Hyde for each
model and calculated the average number of LLM
executions per instance. In order to compare the
performance of the Base and Persona LLMs under
the condition of executing the LLM the same num-
ber as Jekyll & Hyde, we ensured self-consistency
for both LLMs. Specifically, we executed Jekyll &
Hyde for both datasets and computed the average
number of LLM executions for a single instance
of each dataset. Afterward, the number of self-
consistency for Base + voting is determined as the
ceiling of the average executions for Jekyll & Hyde.
In the case of Persona + voting, given an average
number of LLM executions n, we determined the
number of self-consistency k following the formula

below:

if[n]+2=0
if[n]+2=1orn=4

3)

since Persona requires two times inference (Per-
sona Generator + Persona Solver), we incremented
the self-consistency iterations if the number is odd.
When n is 4, it means that Persona yields two out-
puts, leading it impossible to find the most frequent
answer if two outputs are different.

I Full experiment for comparing methods
of positional bias mitigation

Table 16 shows the performance of three different
position bias mitigation methods for six datasets.
Portia is implemented by dividing the given solu-
tion into three chunks, each with the same number
of tokens. MEC+BPC is implemented by gener-
ating scores ranging from 1 to 10 three times for
each solution. The final solution is determined by
comparing the average score of each solution. The
result exhibits that utilizing the Jekyll & Hyde eval-
uator achieves optimal performance across most
datasets.
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Tasks

Handcrafted persona

Arithmetic, GSM8K, AddSub, SingleEq, SVAMP

CSQA, Strategy

“Math teacher"
“Commonsense quiz contest contestant

"

Letter “Software engineer"”
Coin “Coin flip analyst"
Date “Date calculator"
Object “Recorder”
Table 14: Handcrafted personas aligned to each dataset
form ‘ prompt AQUA ‘ Accuracy (1)
persona You are a [personal Persona 65.75
Jekyll & Hyde 69.68
persona + task description | You are a [persona]. Your task is to solve the given math question Persona 62.99
and come up with a correct answer.
Jekyll & Hyde 68.11
task description Your task is to solve the given math question and come up with a Persona 65.35
correct answer.
Jekyll & Hyde 68.90

Table 15: Performance of different prompt designs Among different types of prompt design, using only persona
for the prompt obtains the highest performance in Persona LLM and Jekyll & Hyde, thereby setting it as a default

prompt for our Persona LLM.

J Hyper-parameter Experiments for the
Evaluator

The Number of Max Attempts (k). We experi-
ment with each hyper-parameter to examine their
impact on the framework’s performance. For the
number of max attempts of the Evaluator, we com-
pare four different values of k£ € {1,2,5,10} by
computing the framework’s performance. We uti-
lize four datasets: MultiArith, SingleEq, AQuA,
and Date Understanding. As shown in figure 6-
(a), we compare the experimental results executed
from Llama 3-8B as a backbone model and reveal
the framework’s performance increases as the num-
ber of attempts increases. Experimental results for
other models can be found in Appendix K. Further-
more, we could identify that Jekyll & Hyde could
outperform the single perspective LLM even when
the max attempt k is 2. Since the enhancement
of the framework is getting smaller as the number
of the max attempts increases, we decided to use
k = 5 as our default setting, which can balance the
framework’s performance and prevent costing the
model excessively.

The Temperature of the Evaluator (7). We fur-
ther investigate the impact of the Evaluator’s gen-
eration temperature by comparing the framework’s
performance. Specifically, we utilize the Llama

3-8b model and leverage four different tempera-
tures 7 € {0.1,0.4,0.7,1.0} to examine how the
generation diversity affects the performance of the
Evaluator. Figure 6-(b) shows that temperature
7 = 0.7 exhibits the optimal performance among
others. Experimental results for other models can
be found in Appendix K.

Accuracy

Ly O A p— —e— Jekyll & Hyde —e— Jekyll & Hyde
————— Persona Solver 790 ----- Persona Solver

s 04 07
(a) max attempt k (b) temperature t

Figure 6: Hyper-parameters Experiments. Variation
of averaged accuracy with a (a) various number of max
attempt k£ and (b) temperature of the LLM 7 used in
LLM evaluator. X and Y axes correspond to each hyper-
parameter setting and accuracy, respectively.

K Hyperparameter settings for GPT-4
and GPT-3.5-turbo

Figures 7, and 8 show the experimental result for
the hyperparameter setting. As it shows, GPT-
3.5-turbo shows that obtaining 0.7 as a tempera-
ture achieves the highest performance among other
settings, and GPT-4 reveals that using 0.1 or 1.0
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Models Method AddSub  AQuA  SingleEq SVAMP Coin  Date
Oracle Evaluator ~ 97.72  81.10  99.41 9520  88.80 82.66

GPTA Portia 9747 7441  98.82 91.80 7440 80.76
MEC+BPC 9722 7441 9843 9120 7400 79.95

Jekyll & Hyde! 9772 78.35  98.43 9220 7820 80.22

Jekyll & Hyde  97.72 7690  98.95 92.03 8027 8238

Oracle Evaluator 95.19 74.41 99.21 87.10 66.73 80.22

Portia 91.14  62.60  98.23 81.80  57.80 72.63
GPT-3.5-turbop - BPC 8937 6260  97.64 8020  57.60 75.61
Jekyll & Hyde! 9215  62.60  97.83 82.50  56.60 72.63

Jekyll & Hyde 9291  67.98  98.03 84.77  64.00 76.78

Oracle Evaluator 9241 6339  96.06 9020  99.00 8455

Portia 88.35 5197 9331 86.10  96.40 78.86

Llama 3-88B MEC+BPC 88.10 5591  91.73 8450 9540 81.03
Jekyll & Hyde! ~ 90.38  51.18  94.29 86.10  97.00 79.95

Jekyll & Hyde  89.03 5407  94.62 86.50  98.67 79.04

Table 16: Mitigating positional bias. We report that the LLM Evaluator used for Jekyll & Hyde outperforms other
existing methods in most datasets. Despite the marginal increase when using the LLM Evaluator from Jekyll &
Hyde, the Evaluator aids the LLM to nearly approach the performance of an Oracle Evaluator, which is the optimal

performance for the given datasets.

850 848
as 845
844
840
842

840
—e— Jekyll & Hyde . —e— Jekyll & Hyde
————— Persona Solver --==- Persona Solver

10

Accuracy

5 74 07
(a) max attempt k (b) temperature t

Figure 7: Hyper-parameters Experiments for gpt-3.5-
turbo Variation of averaged accuracy with a (a) various
number of max attempt k and (b) temperature of the
LLM 7 used in LLM evaluator. X and Y axes corre-
spond to each hyper-parameter setting and accuracy,
respectively.

as a temperature yields the highest performance.
Since using 0.7 as a temperature does not lead the
model to a significant performance decline, we
determined 0.7 as our default temperature. Mean-
while, both GPT-3.5-turbo and GPT-4 present that
the slope of the graph gradually flattens as the max-
imum number of attempts increases, leading to
performance saturation at a certain performance.
Hence we concluded to use 5 as our default max
attempt setting considering the trade-off between
the performance and the computational cost.

905
90,0

90.0

a0 895
89.0

88.0 —e— Jekyll & Hyde 88.0 —e— Jekyll & Hyde
————— Persona Solver ----- Persona Solver

10

3 04 07
(a) max attempt k (b) temperature t

Figure 8: Hyper-parameters Experiments for GPT-4
Variation of averaged accuracy with a (a) various num-
ber of max attempt &k and (b) temperature of the LLM
7 used in LLM evaluator. X and Y axes correspond to
each hyper-parameter setting and accuracy, respectively.
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