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Abstract

Full-duplex spoken dialogue models, which
process audio input and output simultane-
ously, have been actively studied for their abil-
ity to naturally model turn-taking and non-
verbal phenomena in addition to generating re-
sponses. Although these models enable natu-
ral conversational flow, they lack mechanisms
for language understanding and dialogue man-
agement, making them difficult to apply to
task-oriented dialogue systems. We propose a
method for incorporating dialogue state track-
ing in task-oriented dialogue into Moshi, aim-
ing to achieve a multi-channel, full-duplex
task-oriented spoken dialogue model. We
evaluated the proposed method on JMulti-
WOZ, a benchmark corpus for Japanese task-
oriented dialogue, focusing on dialogue state
tracking and response generation.

1 Introduction

Research on spoken dialogue models has been
actively pursued not only to improve response
generation but also enhance the naturalness of
speech communication (Nguyen et al., 2023;
Veluri et al., 2024; Yu et al., 2025). Full-duplex
spoken dialogue models can naturally handle turn-
taking phenomena, such as utterance overlaps and
backchannels, by processing audio input and out-
put in parallel.

The representative full-duplex spoken dialogue
model, Moshi (Défossez et al., 2024; Ohashi
et al., 2025) represents user and system audio
input/output as multi-channel streams. This de-
sign enables the model to be trained directly
on spoken dialogue data and has been shown
to enable smooth turn-taking. However, Moshi
lacks a mechanism for dialogue control, therefore
has difficulty adapting to complex task-oriented
dialogues that require interaction with external
knowledge sources such as a domain-dependent
database.
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Figure 1: Data construction and training full-duplex
spoken dialogue model for dialogue state tracking

To address this issue, we propose a method for
incorporating dialogue state tracking (DST) into
Moshi by using its text stream. DST is a compre-
hensive task that encompasses essential functions
of task-oriented dialogue systems, including user’s
intent inference and response generation based on
external information (i.e., database search results).
With the proposed method, the model continu-
ously observes user and system utterances and
estimates the dialogue state at appropriate times.
The model then generates system responses on the
basis of the database search results. An overview
of the model training is shown in Fig. 1. For train-
ing, we use pseudo-spoken dialogue data synthe-
sized from text-based task-oriented dialogues. To
the best of our knowledge, this is the first study
to incorporate DST into a full-duplex spoken dia-
logue model.

2 Related Studies

Various spoken dialogue models have been pro-
posed that process user and system speech us-
ing large language models (LLMs). Zhang et al.
(2023) introduced SpeechGPT, which operates on
discretized audio tokens. Models such as LLaMA-
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Hello. What are your plans in Tokyo?  yeah.

|
<db>N/Adb>
<bk>N/A</bk>

<bs>city-Tokyo</bs>

User’s belief state  External information

(DB and BK results)

Dialogue state

A mart is located in Itabashi-ku.

| |
<db>entity-name-A mart,
entity-area-ltabashi-ku,
entity-genre-store...</db>
<bk>N/A</bk>
External information
(DB and BK results)

Dialogue state

<bs>domain-shopping,
shopping-name-A mart</bs>

User’s belief state

Figure 2: Token sequences for full-duplex task-oriented dialogue model. Dialogue state consists of user’s be-
lief state and external knowledge used to control task-oriented dialogue system’s response. Each component of
dialogue state is separated by special tokens that mark beginning and end of each segment (e.g., <bs> and </bs>).

Omni (Fang et al., 2024), Qwen2.5-Omni (Xu
etal., 2025), and GLM-4-Voice (Zeng et al., 2024)
have also been developed to handle both text and
audio tokens as input and output. These models
are designed for turn-based interactions and pro-
cess input and output in a half-duplex manner.

In contrast, models that process user and sys-
tem speech in parallel are referred to as full-duplex
models. Nguyen et al. (2023) proposed dGSLM, a
model that simultaneously processes user and sys-
tem audio tokens. Recent studies have actively
explored models for incorporating linguistic in-
formation such as SALMONN-omni (Yu et al.,
2025). Moshi (Défossez et al., 2024) integrates
text tokens of system utterances in addition to au-
dio tokens. Benchmarking methods for evaluating
such models have also recently been introduced
(Lin et al., 2025; Arora et al., 2025). In this study,
we used J-Moshi (Ohashi et al., 2025), a version of
Moshi fine-tuned for Japanese. Although this pa-
per focuses on Japanese, similar experiments can
be conducted in English.

3 Method

Moshi’s spoken language model consists of two
Transformers: the Temporal Transformer and
Depth Transformer. The input and output con-
sist of sequences of text and audio tokens from
the system, along with audio tokens from the
user. The Temporal Transformer models token
sequences along the time dimension and autore-
gressively outputs a temporal context vector z; for
each time step. This vector is then converted into
text tokens representing the system’s utterance via
a text-linear layer. The Depth Transformer takes
zs as input and sequentially generates audio tokens
for both system and user speech. The Temporal

Transformer is based on a 7B LLM and is further
fine-tuned on large-scale spoken dialogue data to
bridge the modality gap between text and audio.

With our proposed method, both text generation
and DST are executed within Moshi’s text stream.
Figure 2 shows an example of the token sequences
handled with the proposed method. The model
infers system and user audio tokens autoregres-
sively, but when a token indicating the start of a
belief state (<bs>) is generated, it begins estimat-
ing the belief state and continues until the token
indicating the end (</bs>) is generated. Exter-
nal information (such as database search results) is
then provided to the text stream, and text and audio
token inference resumes. During DST, the Depth
Transformer is deactivated, and only text tokens
are input and output.

We fine-tune J-Moshi using dialogue data an-
notated with dialogue states to equip it with DST
capability.

4 Data Construction

MultiWOZ (Budzianowski et al., 2018) is a well-
known benchmark for task-oriented dialogue sys-
tems. We used JMultiwOZ (Ohashi et al., 2024),
a Japanese version of MultiwOZ, to evaluate our
proposed method. Since the dialogues in JMulti-
WOZ are in text format, they must be converted
into stereo spoken dialogue data for fine-tuning.
Below, we describe the procedure for synthesizing
spoken dialogues and inserting dialogue states into
the token sequences.

4.1 Overview of JMultiwOZ

JMultiWwOZ consists of dialogues in which a
traveler (user) and operator (system) plan a trip
through conversation. Users engage in conversa-
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Original:
User:

I'd like you to look up tourist spots in Kyoto. Are there any places
with free parking?
System: There are no tourist attractions in Kyoto that offer free parking.

Dialogue State:

Belief state: general-city-Kyoto, parking-available (free)

DB result: N/A  BK result: N/A

Converted:

User:  Um, I'd like you to look up places to visit in Kyoto.

System: Sure.

User:  Are there any places with free parking?

System: Well, in Kyoto, there actually aren’t any tourist spots with free
parking.

Dialogue State:
Belief state: general-city-Kyoto, parking-available (free)
DB result: N/A  BK result: N/A

Figure 3: Example of original and conversational-style
dialogue (translated from Japanese). Belief state, DB
result, and BK result represent corresponding dialogue
state.

tions to achieve randomly assigned dialogue goals,
while the operator searches a travel-information
database and provides detailed information about
the retrieved entities.

Each user turn is annotated with a dialogue
state. The dialogue state consists of three com-
ponents: the user’s belief state, database search
results (DB result), and success or failure of facil-
ity booking (BK result). The upper part of Fig. 3
shows an example of an exchange between the
user and system along with the corresponding dia-
logue state as key-value pairs.

The corpus contains a total of 4,254 dialogues.
The dialogue data are divided into train/dev/test
sets, with 3,654/300/300 dialogues, respectively.

4.2 Synthesizing spoken dialogue

Since the original dialogue text does not con-
tain speech-specific phenomena such as fillers and
backchannels, it is converted into a conversational
style using gpt-4o-mini. The prompts for the
conversion are shown in the Appendix A. We de-
sign the conversion instructions on the basis of a
previous study (Shimazu et al., 2014). The instruc-
tions include Japanese speech-specific phenomena
and their explanations, as well as examples of con-
version. We also instruct that interjections be in-
serted at appropriate points within the utterance
using angle brackets. The utterance is then split at
the position of the angle brackets, with the inter-
jection treated as a separate utterance of the other
speaker. The lower part of Fig. 3 presents a con-
verted dialogue and the corresponding dialogue
states.

Next, we synthesize stereo audio using the
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conversational-style dialogue. In Moshi’s train-
ing, it is desirable for the system’s speech to be
fixed to a single speaker, while the user’s speech is
synthesized from an unspecified number of speak-
ers. Therefore, we use OuteTTS!, a zero-shot
text-to-speech (TTS) system capable of synthesiz-
ing conversational Japanese speech. For system-
speech synthesis, we use the speech of a single fe-
male speaker selected from an internal corpus as
an acoustic prompt. For user-speech synthesis, we
generate the first utterance of each dialogue with-
out using a prompt. For subsequent utterances,
we use the first utterance as a prompt to main-
tain speaker consistency throughout the dialogue.
Stereo spoken dialogue data are generated by com-
bining these synthesized speech signals using a
method described in previous studies (Reece et al.,
2023; Lee et al., 2025). With that method, the in-
terval between the preceding and following utter-
ances is determined probabilistically. The synthe-
sized dialogues are then tokenized after aligning
the text and audio in time.

4.3 Insertion of dialogue state

The dialogue state is first converted into a key-
value format then tokenized using J-Moshi’s text
tokenizer. Each dialogue state is marked with spe-
cial tokens indicating the start and end, which are
inserted after the user utterance from which the di-
alogue state was derived. To exclude audio tokens
within the dialogue state segments from the loss
calculation, mask tokens are used in place of au-
dio tokens in those segments.

5 Experiment

5.1 Experimental settings

We objectively evaluated the DST and response
generation of the model trained with the proposed
method on the test data. For the evaluation of DST,
gold data are provided from the beginning of the
dialogue up to the <bs> token, and the output is
defined as the sequence generated until the </bs>
token appears. The dialogue state generated dur-
ing this interval is compared with the reference
dialogue state. To reduce the number of tokens,
we exclusively retain the key-value pairs with non-
null values as dialogue states.

For response generation, the gold data are pro-
vided for the segment from the beginning of the
dialogue up to the </bk> token, which marks the

"https://github.com/edwko/OuteTTS



DST Response generation DST timing

Base model | Ratio [%] | JGA Slot F1 | BLEU ROUGE-1 ROUGE-2 ROUGE-L BERTScore | MAE [sec.]
J-Moshi-ext 2513413 94.12| 0.073 0.266 0.108 0.232 0.658 5.407
(Proposed) 50 [50.55 96.45| 0.092 0.302 0.138 0.271 0.676 5.069
75160.40 97.43 | 0.109 0.325 0.156 0.295 0.685 5.088

100 | 65.69  97.78 | 0.129 0.340 0.173 0.312 0.689 4.900

T5-base 100 | 74.07  98.52| 0.334 0.585 0.434 0.564 0.817 -
T5-large 100 | 8445 99.16 | 0.364 0.614 0.463 0.592 0.830 -

Table 1: Average scores of objective evaluations. Bold text indicates best evaluation results for model trained from
J-Moshi-ext (proposed). T5-base and T5-large show results representing text-based upper bound.

end of the external information input. The output
is generated until the next <bs> token appears. For
response evaluation, the pad tokens (i.e., PAD and
EPAD tokens of the original Moshi (Défossez et al.,
2024)) are removed from both the generated re-
sponses and reference responses. The model must
also infer the timing of <bs> token generation dur-
ing actual deployment. Therefore, we evaluated
the timing of DST initiation by calculating the
mean absolute error (MAE) between the time the
<bs> token was generated during response gener-
ation and the reference time.

We conducted the experiment by varying the
amount of training data to evaluate performance
improvement. We further assessed the language
capability of the model trained with the proposed
method by comparing its performance with that of
TS, a state-of-the-art text-based model for JMulti-
WOZ (Ohashi et al., 2024).

5.2 Training conditions

We used J-Moshi-ext, the best-performing vari-
ant of J-Moshi, as the base model for fine-
tuning. The text-embedding and text-linear layers
of the Temporal Transformer, as well as the text-
embedding layer of the Depth Transformer, were
extended to handle special tokens representing di-
alogue states. Each speech channel and the system
text of the dialogue data were tokenized using J-
Moshi’s text and audio tokenizers. Text and audio
were aligned using whisper-large-v3.

The training data were randomly split into pro-
portions of 25, 50, 75, and 100%, and the splitting
and training process was repeated three times. The
experimental results are reported as the average of
these trials. Under each condition, the model was
fully fine-tuned using 12 NVIDIA V100 32-GB
GPUs. The optimizer was AdamW with the learn-
ing rates of 2e-6 and weight decay of 0.01. We set
the warmup steps to 30 and gradient accumulation
step to 1. The number of training epochs was set
to 10. The total batch size was 24.

We used retrieva-jp/t5-base-long and
retrieva-jp/t5-large-1long as base models for
the text-based upper bound. These models were
fine-tuned on the same text data as used with the
proposed method, except that the PAD and EPAD to-
kens were removed.

5.3 Experimental results

Table 1 presents the objective evaluation results.
For DST, we used joint goal accuracy (JGA) and
Slot F1 as metrics. Since Slot F1 is calculated
over all slots, including those with empty values,
it generally yields a high score. The results in-
dicate that both metrics tend to improve as the
amount of training data increases with the pro-
posed method. The final scores reached 65.69
for JGA and 97.78 for Slot F1, indicating that
the model trained with the proposed method can
achieve a reasonable level of DST performance.
Since the proposed method processes only text to-
kens using the Temporal Transformer during DST,
it likely effectively leverages the underlying lan-
guage model in J-Moshi.

For response generation, we evaluated with
BLEU?, ROUGE?, and BERTScore*. We used
cl-tohoku/bert-base-japanese as the refer-
ence model for calculating BERTScore. The re-
sults indicate that while these metrics improve
with more training data, the BLEU remained low
at 0.129. Among all evaluation metrics, response
generation showed the greatest room for improve-
ment compared with the text-based upper bound.
This is likely due to the amount of training data
used in this study being insufficient to fully cap-
ture the relationship between text and audio tokens
in response generation. Therefore, it is necessary
to explore more effective methods for bridging the
gap between text and audio modalities.

A substantial discrepancy is observed between

2ht’cps: //pypi.org/project/evaluate/
3ht’cps: //pypi.org/project/rouge-score/
*https://pypi.org/project/bert-score/
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Positive sample:

User: I'd like to make a reservation for February 21st at 1:20 p.m. for two people.
(22101320 CFHBEO L E—F, AKIZ2ATT, )
BK result: restaurant-success-True, restaurant-ref-36832

Generated: Certainly. Your reservation has been completed. Your reservation number is 36832.
MLZEYVEL FRPRTLE LA, FHESIE368321CHY X7, )

Reference: Certainly. Your reservation has been made. Your reservation number is 36832.
(MLZEYELE, TFHLE L, FHRESIL36832TT, )

Negative samples:
User: I'd like to know the opening hours there.
(Z ZOBERE, MYZWATTH, )
DB result: city-sendai, name-rakutei, genre-izakaya, genre-okonomiyaki, genre-nabe,area-taihaku-ku, pricerange-normal, station-nagamachi, wifi-yes (free),
parking-yes(free), opentime-17:00-23:00, phone-0227960307, accesstime-nagamachi-taxi-5, closed-tuesday, domain-restaurant

Generated: It's open from 10 a.m. to 8 p.m. Yes.
(1085 H8RF T 1L, )

Reference: It says it's open from 5 p.m. to 11 p.m.
(DKL HDBRDOMBEETo>THE>TET L, )

User: Um, I'm thinking of going shopping for stationery and miscellaneous goods in Nagoya next time. Could you recommend a good store near Nagoya Station?
(Ro&. SELAEETNEEVHEENDEWYL-VWE—oTB-TT, AHERACTCRLEEHZ THLRETH)

Belief state: general-active_domain-shopping, general-city-nagoya shopping-genre-stationery, shopping-station-nagoya

DB result: city-nagoya, name-tokyu hands nagoya, genre-stationery, genre-fashion, genre-pharmaceuticals & cosmetics, genre-travel goods genre-other, area-

nakamura-ku, station-nagoya, parking-yes (free), opentime-10:00-20:00, phone-0525660109, accesstime-Nagoya-on foot-1, closed-irregular holidays, domain-

shopping

Generated: Yes, money A chiyaku and Nagoya taxi can be used, how about Mankai?
(IFW, B% THREZHEERZ 7V —MEXTERBANE S TTH?)

Reference: When it comes to stationery and general goods near the station, Tokyu Hands Nagoya is definitely the best recommendation.
BREK DNEEME->TE 720 BEANVALHEEINIF—FBSTITOHTITR, )

Figure 4: Positive and negative examples of response generation. Parentheses indicate original Japanese sentences.
User denotes user’s utterance, Generated denotes generated response to it, and Reference denotes correct response.
Figure shows only dialogue states related to response generation (i.e., DB result and BK result). Bold text in

utterance indicates that information should be referred to from dialogue states.

DST timings of the predicted result and reference.
This is considered due to the fact that the timing
of <bs> generation depends on the user utterances
predicted with the model. In task-oriented dia-
logue, user utterances are determined on the ba-
sis of the user’s goals, making them difficult to
predict with Moshi’s architecture. To accurately
assess the model’s turn-taking performance, it is
necessary to conduct evaluations on the basis of
interactions with real users.

Figure 4 presents positive and negative exam-
ples of response generation. In the positive ex-
ample, the model successfully generates a sen-
tence almost identical to the reference and cor-
rectly refers to the reservation number contained
in the BK result (the information about booking;
see Section 4.1). The remaining two are negative
examples. In the first case, although the model
produces a response similar to the reference, it
fails to correctly retrieve the opening-hour infor-
mation from the DB result. In the second case,
the model generates a linguistically incorrect re-
sponse. One possible reason for such outputs is the
limited performance of the speech synthesis model
for Japanese that was used to construct the dia-
logue data. Because the speech synthesizer used
in this study was a multilingual model, it tended

to generate Japanese speech with reduced clar-
ity. Consequently, recognition errors were also ob-
served in the acquisition of speech recognition re-
sults with time annotations. These errors are con-
sidered to have hindered both the alignment be-
tween the database search results and system ut-
terances, as well as the learning of linguistically
coherent token sequences.

6 Conclusions

This study introduced the DST task into a full-
duplex spoken dialogue model. The results in-
dicate that the model trained with the proposed
method can achieve a reasonable level of DST per-
formance. However, more effective methods are
needed to bridge the modality gap in response gen-
eration and DST-timing prediction.

Limitations

For this study, the experiment was conducted in
Japanese. The base model, J-Moshi, was trained
with less target-language data compared with the
original Moshi. Therefore, although the results
of this experiment are considered consistent with
the overall trend, higher performance in DST and
response generation may be achievable by us-
ing Moshi with English corpora such as Multi-

833



WOZ. Spoken dialogue datasets based on Multi-
WOZ, such as SpokenWOZ (Si et al., 2023) and
DSTCI11 (Soltau et al., 2023), have also been con-
structed. We plan to conduct experiments using
these corpora and the original Moshi to exam-
ine language dependency. While the proposed
method is considered generally applicable to task-
oriented dialogue systems, the experiment was
limited to the domains included in JMultiWOZ.
Therefore, we also plan to apply our method to
more diverse domains by using task-oriented dia-
logue datasets such as CamRest (Wen et al., 2016)
and the Schema-Guided Dialogue dataset (Ras-
togi et al., 2020) to address domain-specific issues
individually. This paper reported only objective
evaluations. In practical deployment, each step in
the system, including DST, database search, and
external information insertion, involves additional
processing time. It is thus necessary to investi-
gate how these processing delays affect user evalu-
ation, for example, by comparing our method with
conventional real-time spoken dialogue systems
(Michael, 2020; Chiba and Higashinaka, 2025;
Kennington et al., 2025).

Ethical Considerations

We used publicly available datasets, models, and
a TTS system. All artifacts were used in accor-
dance with their respective licenses and terms of
use. The speakers of the speech used as prompts
for the TTS system were selected from an inter-
nal corpus, and consent was obtained for the use
of their speech for research purposes. Therefore,
there are few ethical concerns regarding the exper-
iment we conducted. However, if a task-oriented
dialogue system capable of natural interaction, as
envisioned in this study, is made possible, it may
raise concerns such as impersonation or identity
fraud. When applying the proposed method, it is
essential to implement measures to prevent misuse
including the generation of offensive or privacy-
invasive outputs and voice cloning.
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A  Prompt

Please rewrite the following transcription of a conversation between two speakers, A and B, originally written in formal written
language, into a natural spoken dialogue.

The following features are known to be characteristic of spoken language. Please take them into account during the conversion.

You may exaggerate the degree of spoken language if necessary.

Note that spoken language is not the same as casual language, so avoid representing it merely by adding elongated vowels ("—") or
exclamation marks.

# Characteristic Features of Spoken Language

(i) Lexical phenomena

- 1. Phonological contractions: Written expressions transformed into more colloquial forms

- 2. Sentence-final particles: Particles such as "ne", "ka", "yo ne", "yo", "no", "kana", "na", "kke" often appear at the end of utterances,
or inserted mid-utterance (e.g., "ne", "sa"). In polite expressions, "desu ne" may also be used.

- 3. Colloquial particles: Particles like "tte" or "toka" which appear only in spoken language

- 4. Interjections: Expressions of surprise ("ah", "eh"), backchannels ("hai", "ee"), and fillers ("etto", "anoo"

(if) Omissions
- 1. Case particle omission: So-called "bare case" nouns without postpositional particles
- 2. Predicate omission: Omitting copulas like "da" or "desu"

(iii) Redundant expressions
- 1. Restatements and repetitions: Canceling and rephrasing utterances

(iv) Other phenomena

- 1. Noun or particle-only utterances

- 2. Utterance ending with a conjunctive particle

- 3. Twisted construction: Grammatically one sentence, but semantically awkward
- 4. Anticipation: One speaker starts and another finishes the utterance

- 5. Inversion: Later parts of the utterance semantically modify earlier parts

- 6. Counting items

- 7. Spelling explanation: Explaining how to write characters or spell English words

Below is an example of such a conversion.

If inserting backchannels like "hai" or "ee" from the other speaker during one speaker’s utterance, please use angle brackets (e.g.,
<hai>) as in the example.

Actively insert backchannels and paraphrasing expressions at appropriate places.

Please preserve the number of utterance lines.

### Input Example
{Written dialogue example}

### Converted Example
{Spoken dialogue example}

# Input
{input_text}

Figure 5: Prompt for converting written dialogue into natural conversational-style dialogue (translated from
Japanese).
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