Benchmarking Bangla Causality: A Dataset of Implicit and
Explicit Causal Sentences and Cause-Effect Relations

Diya Saha!, Sudeshna Jana''2, Tirthankar Dasgupta!, Manjira Sinha?
ITCS Research and Innovation, ?Indian Institute of Technology, Kharagpur
Correspondence: {dasgupta.tirthankar, sinha.manjira, diya.saha}@tcs.com,

sudeshna.jana.24@kgpian.iitkgp.ac.in

Abstract

Causal reasoning is central to language un-
derstanding, yet remains under-resourced
in Bangla. In this paper, we introduce the
first large-scale dataset for causal inference
in Bangla, consisting of over 11663 sen-
tences annotated for causal sentence types
(explicit, implicit, non-causal) and token-
level spans for causes, effects, and connec-
tives. The dataset! captures both sim-
ple and complex causal structures across
diverse domains such as news, education,
and health. We further benchmark a
suite of state-of-the-art instruction-tuned
large language models, including LLaMA
3.3 70B, Gemma 2 9B, Qwen 32B, and
DeepSeek, under zero-shot and three-shot
prompting conditions. Our analysis re-
veals that while LLMs demonstrate mod-
erate success in explicit causality detec-
tion, their performance drops significantly
on implicit and span-level extraction tasks.
This work establishes a foundational re-
source for Bangla causal understanding
and highlights key challenges in adapting
multilingual LLMs for structured reason-
ing in low-resource languages.

1 Introduction

Understanding causality in natural language
is fundamental to cognitive reasoning and ma-
chine comprehension. Causal relationswhere
one event (the cause) leads to another (the ef-
fect)(Chan et al., 2002). Detection of causal
relation from text has many analytical and
predictive applications(Sheikh et al., 2023; Liu
et al., 2023; Jiang et al., 2024; Tan et al.,
2023; Hershowitz et al., 2024; Zhao et al.,
2016; Yu et al., 2019). Few of these are cru-
cial in supporting applications such as explain-
able question answering, discourse understand-

"https://github.com /sudeshna-jana/Bengali-
causal-dataset

ing, decision support systems, and narrative
generation, detecting cause-effect relations in
medical documents, learning about after ef-
fects of natural disasters, learning causes for
safety related incidents etc. However, to build
a meaningful application that can detect an
event from texts and predict its possible ef-
fects, there is a need to curate large volume of
cause-effect event pairs (Sorgente et al., 2013;
Blanco et al., 2008; Do et al., 2011; Girju, 2003;
Hobbs, 2005; Asghar, 2016; Low et al., 2001;
Ittoo and Bouma, 2011).

Causality is often expressed in natural
language through explicit markers such as
“because,” “therefore,” “as a result,” or im-
plicitly inferred through world knowledge and
discourse structure (See Table 3). Identifying
causal sentences and extracting their internal
cause-effect structure is a two-step problem:
a) Causal Sentence Classification: De-
termine whether a given sentence encodes
a causal relationship and b) Cause-Effect
Extraction: Identify the specific spans in
the sentence that represent the cause and the
effect.

While significant progress has been made in
developing computational methods for causal
relation extraction in English and other high-
resource languages, the same cannot be said
for Bangla, the seventh most spoken language
in the world, with over 230 million speakers.
Despite its widespread use, Bangla remains un-
derrepresented in higher-level NLP tasks due
to the lack of fundamental linguistic and an-
notated resources including annotated corpora
with sentence-level and span-level causal la-
bels.

This paper presents a comprehensive effort
to develop linguistic resources for identifying
and extracting causal relations from Bangla
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Domain # Sent. # Causal # Implicit
Sent. Causal Sent.
Politics 4907 3796 142
Editorials 1980 1489 114
Sports 1581 802 136
International 746 602 35
Entertainment 648 345 76
Finance 528 483 13
Science&tech 461 343 27
Story 812 470 281
Total 11663 8330 824

Table 1: Data distribution across domains

text. We describe the construction of a gold-
standard annotated corpus, the design of an-
notation guidelines sensitive to Bangla syntax
and semantics, and a taxonomy of explicit and
implicit causal connectives. Our work aims
to establish a foundation for research and ap-
plications in Bangla causality understanding
and discourse analysis. We did intensive ex-
perimentations with parts of the dataset using
some of the openly available LLMs, which will
be discussed in the following sections.

2 Related Works

Early work on causality detection from text
includes (Khoo et al., 1998; Do et al., 2011;
Girju, 2003; Hobbs, 2005; Grishman, 1988;
Garcia, 1997). Machine learning approaches
were introduced in (Bui et al., 2010; Khoo,
1995; Khoo et al., 1998, 2001), with growing
emphasis on domain-independence and scala-
bility (Girju et al., 2002; Low et al., 2001;
Chan et al., 2002; Bui et al., 2010; Girju et al.,
2009). Implicit causality extraction was ex-
plored by Ittoo et al. (Ittoo and Bouma,
2011), while Radinsky et al. wused statisti-
cal inference and clustering to predict events
(Radinsky et al., 2012). Deep learning meth-
ods emerged in (Xu et al., 2015; Zhao et al.,
2016; Dasgupta et al., 2018; Yu et al., 2019;
Li et al., 2021), including SCITE, which uses
Self-attentive BILSTM-CRF with Transferred
Embeddings. Guo et al. applied unsupervised
learning to link pressure injuries with risk fac-
tors (Guo et al., 2020) and build causal graphs
(Veitch et al., 2019). Surveys on causal rela-
tion extraction are available in (Asghar, 2016;
Yang et al., 2021).

3 Data Collection Methodology

The construction of our Bangla causality cor-
pus followed a structured multi-phase method-
ology involving corpus design, sentence selec-
tion, annotation protocol development, and
quality assurance. The primary objective was
to create a representative dataset for training
and evaluating models capable of identifying
causal sentences and extracting cause-effect re-
lations in Bangla.

We compiled text data from diverse public
sources to ensure linguistic and topical variety.
News articles from major Bangla outlets like
Prothom Alo® contributed event-driven and
policy-oriented content. Formal language was
captured from Bangla Wikipedia 3 and educa-
tional texts. To include implicit causal nar-
ratives, we sourced childrens storybooks and
folk tales *. Contemporary informal usage
was represented through selected social me-
dia posts. After preprocessing and deduplica-
tion, the final corpus comprised approximately
11,663 clean sentences. Details of the dataset
is reported in Table 1.

Preprocessing: We perform a number of pre-
processing over the collected dataset. The
first stage of preprocessing involves identifying
which sentences are probably candidates for
cause-effect identification out of a body of text.
This involves looking for the presence of at
least one causal connective in the sentence un-
der consideration. Following the work of (Xue-
lan and Kennedy, 1992) and (Blanco et al.,
2008) we create an initial list of 27 Bangla
causal connectives (see Table 5). We further
expand the list by adding common phrases
that contain one or more of these words. For
example, the seed word 19 is extended to in-
clude phrases like 19, GT FIFC, AT PIFC,
FITV AN, @A] IS ete. This gives us an
extended connective list of 310 words/phrases.
Table 6 shows a few examples of seed words
and new terms added to the list. After pre-
processing, we finally obtained a dataset of
18K sentences for annotation in terms of their
cause, effect and causal connectives.

To construct a balanced dataset, we con-
ducted an initial round of binary classifica-

2https://www.prothomalo.com /archive
3https://bn.wikipedia.org/wiki/
“https://rabindra-rachanabali.nltr.org/node/6584
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tion where three annotators labeled 2,000 ran-
domly sampled sentences as causal or non-
causal. Based on the estimated causal inci-
dence rate of approximately 30-35%, we per-
formed stratified sampling to create a dataset
of 11,663 sentences, ensuring sufficient repre-
sentation of causal phenomena. Each sentence
was assigned a unique identifier and tagged
with its source type and domain metadata.

The Annotation Process: The above
sentences are presented to six expert anno-
tators. The experts were asked to complete
the following two tasks. a) Identify whether a
given sentence contains a causal event (either
cause/effect) and b) Annotate each word in a
sentence in terms of the four labels cause (C),
effect(E), causal connectives(CC) and None.
An illustration of the annotated dataset is de-
picted in Table 4.

The annotation framework was organized
into two layers. At the sentence level, annota-
tors assigned a binary label indicating the pres-
ence or absence of a causal relationship. For
sentences marked as causal, annotators further
identified specific textual spans corresponding
to the cause and effect. These were anno-
tated using the standard BIO format, assign-
ing tags such as B-Cause, I-Cause, B-Effect,
and I-Effect to relevant tokens, while the re-
maining tokens were labeled as 0.

Annotation was performed using DocAnno
tool® supporting multi-annotator workflows,
token-level highlighting, and review logs. An-
notators were trained through detailed orien-
tation sessions and practiced on a pilot set
before production annotation. The connec-
tives were categorized by their function (cause-
introducing or result-introducing), grammati-
cal role (e.g., conjunctions, adverbials), and
frequency in the corpus. Both explicit forms
such as PIFY and T, and implicit indicators
including idiomatic expressions and clause-
level cues, were included.

In some of the candidate sentences, it is ob-
served that a single sentence contains multi-
ple cause-effect pairs, some of which are even
chained together. In order to handle multiple
instances of causality present in the same sen-
tence, sentences are split into sub-sentences.

For example, SFTTNE it @IG @NNT &fI-

Shttps://doccano.github.io/doccano/

T B SIeR 517 O3 eeRifRe @R -
(Y 96, QIR PISIYF 49 FRAY 3 TEAN-
I (In developing countries, four-fifths of all
diseases are caused by waterborne diseases,
with diarrhea being the leading cause of child-
hood death) (Hendrickx et al., 2009). This sen-
tence has two distinct causes and their corre-
sponding effects : Cause 1: TEIRS @9
— Effect 1: B Q@R A SIGR BIF Sl
0 four-fifths of all the illnesses are caused
by water-borne diseases; Cause 2: GIIfIRI—
Effect 2: Py &4@ K9 (diarrhea be-
ing the leading cause of childhood death). We
have also observed a number of cases where
a single sentence contains a chain of causal
events where a cause event el results the ef-
fect of another event e2 which in turn causes
event e3. In such cases e2 will be marked as
both effect for el and cause for e3. for example
BIaT IRT FIRCY TAT T [CT T, TE ATH
SRS (AT (7, T B I JGT 26T
3¥1. We extract multiple relationships from
the sentence, and then treat each relationship
as a separate sentence.

Quality assurance: Based on the annota-
tion scheme, each annotator received 2500
sentences. Out of these, 2000 sentences are
unique and rest 500 are overlapping. Using
these 500 common sentences, we measure the
inter annotator agreement of the annotation
using the Fleiss Kappa (Fleiss and Paik, 1981)
measure. We have achieved the inter annota-
tor agreement to be around 0.63. This implies
that the expert annotated dataset is reliable
to be used for further processing. Some of
the discrepancies were resolved through adju-
dication by a linguistic expert, and automatic
consistency checks were used to validate the
BIO tag sequence integrity. The final dataset
contained 11663 annotated sentences, of which
6863 were labeled as causal, with a total of
8,800 cause-effect span pairs. Approximately
21% of the causal instances lacked explicit con-
nectives, making them valuable for evaluating
models’ ability to capture implicit causality.

4 Experiment and Baseline Models

The experiments are conducted in two stages:
(i) sentence-level multi-class causal sentence
identification, and (ii) phrase-level extraction
of cause, effect, and connective spans.
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Table 2: Results depicting causal sentence classification and cause-effect relation extraction

Causal Classification Cause-Effect Extraction(F1)

Model Accuracy | Precision | Recall | F1 Cause | Effect Implicit
LLaMA-3.3-70B (3-shot) 0.80 0.79 0.80 0.78 0.63 0.82 0.54
LLaMA-3.3-70B (0-shot) 0.78 0.77 0.78 0.76 0.54 0.77 0.69
LLaMA-3.1-8B (3-shot) 0.75 0.72 0.75 0.69 0.52 0.49 0.57
LLaMA-3.1-8B (0-shot) 0.79 0.76 0.79 0.77 0.49 0.59 0.62
Gemma-2-9B (3-shot) 0.62 0.75 0.62 0.62 0.57 0.79 0.51
Gemma-2-9B (0-shot) 0.48 0.75 0.48 0.53 0.50 0.76 0.46
DeepSeek-70B (3-shot) 0.56 0.68 0.56 0.61 0.39 0.65 0.54
DeepSeek-70B (0-shot) 0.59 0.74 0.59 0.65 0.39 0.61 0.54
Qwen3-32B (3-shot) 0.47 0.63 0.47 0.52 0.57 0.70 0.64
Qwen3-32B (0-shot) 0.58 0.71 0.58 0.60 0.53 0.76 0.66
XLM-R+BiLSTM 0.70 0.65 0.74 0.69 0.60 0.62 0.67
MuRIL 0.72 0.70 0.75 0.72 0.69 0.62 0.70
Multi-task 0.76 0.75 0.77 0.75 0.77 0.72 0.79
Traditional baselines include fine-tuned — Extraction (Word Similarity Match): Interest-

transformer models such as XLM-R + BiL-
STM + CREF (Zeng et al., 2024), MuRIL +
Linear(Khanuja et al., 2021), a joint multi-
task network (Dasgupta et al., 2022), Self-
attentive BILSTM-CRF (SCITE) model, pro-
posed in (Li et al., 2021). These mod-
els are trained on our annotated dataset.
The sequence tagging head is responsible for
extracting BIO-labeled spans, and the sen-
tence classifier is trained to predict among
Causal, Non-Causal, and Implicit-Causal la-
bels. These baselines serve as reference points
for evaluating span extraction and classifica-
tion performance under strong supervision.

We further assess the zero-shot and three-
shot prompting performance of state-of-the-
art LLMs including: LLaMA 3.3 70B (Versa-
tile) and LLaMA 3.1 8B (Instant), Gemma 2
9B (Instruction-tuned), Qwen 3 32B (Instant),
DeepSeek R1-Distill (LLaMA-70B).

For both 0-shot and 3-shot scenarios,
prompts are constructed using Bangla exam-
ples. Each model receives a causality instruc-
tion followed by Bangla text, and is tasked
with (a) classifying the sentence, and (b) ex-
tracting cause-effect-connective spans using
plain-text output.

Results and Discussion: Experiment 1-
Causal Sentence Classification: As shown,
LLaMA-3.3-70B (3-shot) achieves the highest
F1 score and accuracy, demonstrating strong
few-shot generalization. Smaller models like
Gemma-2-9B and Qwen3-32B show moderate
to weak performance, particularly in implicit
causal cases.

For Experiment 2: Cause-Effect-Connective

ingly, while Qwen and LLaMA exhibit com-
petitive performance on effect and connec-
tive spans in zero-shot setups, models like
DeepSeek and Gemma show high variance
in span accuracy, particularly with implicit
causality. We also analyzed performance of
each models across the different domains of the
dataset. Figure 1 and 2 reports the respective
F1 scores of each model.

Error analysis revealed that implicit causal
sentences and sentences with complex or re-
versed clause structures posed the greatest
challenges. Models frequently misidentified
the directionality of the causal relation or
failed to detect long-distance dependencies.
These results highlight the need for incorpo-
rating syntactic, semantic, or discourse-level
features in future modeling efforts. In partic-
ular, the inability to resolve anaphoric refer-
ences and nested clause boundaries often led
to incorrect causal inference. Moreover, mod-
els struggled with cases where causal cues were
subtle or distributed across multiple clauses,
indicating a limitation in capturing global sen-
tence structure. Addressing these issues will
require integrating structured linguistic repre-
sentations.

5 Conclusion

We present the first comprehensive resource
suite for causal relation extraction in Bangla,
including an annotated corpus, connective
taxonomy, and baseline models. These re-
sources aim to spur further research in Bangla
discourse-level understanding and bridge the
resource gap in low-resource languages.
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6 Limitations

While our resource suite marks a signifi-
cant step toward causal relation extraction in
Bangla, it has certain limitations. The anno-
tated corpus, though comprehensive, may not
fully capture the linguistic variability across
dialects and informal registers. Additionally,
the baseline models are trained on limited data
and may not generalize well to more complex
or implicit causal structures.
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Type Sentence Connective Cause Effect Explanation
Explicit  + | I3 IS 4 - | IR T - | ca=r A | Connective  directly
Marked 51 41 3| «~ I RAR marks the causal
clause
Explicit+ Un- | Tas 8o @ar- | @ (used | GTASFIB | TP M=o | Causal relation s
marked & ifaics i@ structurally, feget GG clear but not flagged
not a stan- with a typical marker
dard causal
marker)
Implicit + | CT PR QAW OIF, 7B- | 18IS (modal | FIS  (in- | GT 351 QW | Connective used, but
Marked o FISI indicating in- | ferred) Q) full cause is not syn-
ferred cause) tactically marked
Implicit + Un- | GO6 @1 @I | NA GGB a1 | Q49 WA | Causal relation in-
marked aqdy AR ¥9 IER I LI ferred from discourse
LI

Table 3: Bangla Causality Types

Science
Politics Editorials Sports Inter Entertainment |Finance and Tech Story Miscellel
llama-3.3-70b-versatile (3-shot) 0.851851852 0.826688038 0.770806115 0.854166667 0.654166667 0.853535354| 0.89349112 0.862962963 0.707352941
llama-3.3-70b-versatile (0-shot) 0.776167472 0.784688995 0.59403794 0.923076923 0.684615385 0.877622378| 0.89764436 0.67025641 0.688888889
llama-3.1-8b-instant (3-shot) 0.829420373 0.576351753 0.366758242 0.929032| 0.523809524 0.986| 0.82007722 0.364800759 0.523269834
llama-3.1-8b-instant (0-shot) 0.868791869 0.708602151 0.486190476 0.93224 0627692308 0.988| 0.90909091 0.532142857 0.675757576
gemma2-9b-it (3-shot) 0.811295911 0.464516129 0.203976608| 0.923076923 0.70173913 0.791208791| 0.76190476 0.413308913 0.526748971
gemma2-9b-it (0-shot) 0.686868687 0.379986477 0.212579577| 0.6 0.619365079 0.615384615| 0.57279693 0.387421241 0.525482094
deepseek-r1-distill-llama-70b (3-shot) 0.666666667 0.52515015. 0.583937198 0.933333333 0.53 0.768115942| 0.74285714 0.575 0.537254902
deepseek-r1-distill-llama-70b (0-shot) 0.696672716 0.571663866 0.329545455 0.736842105 0.693466759 0.742424242| 0.56506239 0.619047619 0.639246032
gwen3-32b-instant (3-shot) 0.669947226 0.480421885 0.391774892 0.857142857 0.365079365 0.516363636| 0.65564738 0.695739348 0.513580247
gwen3-32b-instant (0-shot) 0.780952381 0.428991326 0.49161365 0.833333333 0.35942029 0.577777778| 0.69230769 0.412307692 0.598430141
Figure 1: Heatmap for the F1 score of the classification
Science and
Politics Editorials Sports Inter Entertainment |Finance Tech Story Miscellel

llama-3.3-70b-versatile (3-

shot) 0.62 0. 0.6 0.82 0.74 0.6! 0.4: 0.60. 0.83
llama-3.3-70b-versatile (0-

shot) 0.726666667 0.546666667 0.616666667 0.85 0.67 7 0.6: 7 0.40 0.64 0.893333333
llama-3.1-8b-instant (3-

shot) 0.503333333 051 0.39 0.803333333 0.866886667 0.47 0.39 0.706686667 0.576886667
llama-3.1-8b-instant (0-

shot) 0.6 0.533333333 0.766666667 0.58 0.64 0.51 0.3 0.516666667 0.586666667
gemma2-9b-it (3-shot) 0.61 0. 0.65 0.79 0.716666667 0.6 0.37 0.6 0.716666667
gemma2-9b-it (0-shot) 0.596666667 0.573333333 0.52 0.75 0.64 0.34 0.406666667 0.636666667 0.71
deepseek-r1-distill-llama-

70b (3-shot) 04 0.4! 0.496666667 0.61 0.803333333 0.546666667 0.742857143 0.44 0.473333333
deepseek-r1-distill-llama-

70b (0-shot) 0.506666667 0.526666667 0.366666667 0.453333333 0.64 0.46 0.223333333 0.366666667 0.673333333
qwen3-32b-instant (3-shot) 0.716666667 0.54 0.516666667 0.643333333 0.623333333 0.516666667 0.41 0.496666667 0.48
gqwen3-32b-instant (0-shot) 0.593333333 0.66 0.596666667 0.693333333 0.57 0.763333333 0.396666667 0.51 0.456666667

Figure 2: Heatmap of the average of the matching score of cause, effect, and implicit cause-effect
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Sentence Token BIO Tag

1 R e I Heot IR B-Cause
I-Cause
I-Cause
B-Connective
B-Effect
I-Effect

I-Cause
B-Effect
I-Effect
I-Effect

(&)
R
o
SG)
A
T
I 0o, ot R ang| Eik B-Cause
R,
2ol
Ble)
90831
EElar

| S A T SR, O3 GT Y JF A=A | Slear B-Cause
A I-Cause
I-Cause
! I-Cause

B-Connective

I-Effect
I-Effect
I-Effect

A

IEE®

o3

1 B-Effect
kS

Jqd

QI |

=

T QAP T3 GT T (ATO IF AT B-Cause

QA I-Cause
T3 I-Cause
] B-Effect
I I-Effect
TS I-Effect
RES I-Effect
IIA| I-Effect

Table 4: Bengali causal sentences annotated with BIO tags for Cause, Effect, and Connective
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connectives Sentence English
wWoqd HTACO I @W%Wﬁﬂﬁ[ HoaIdl- | No evidence was presented in court,
TS Afser 1 zEcE| therefore the case was dismissed. (for-
mal/logical)
T I & IR, ANYS IS G @FNFAT | For the said reason, the accused was de-
]I clared guilty. (formal/legal)
93 I ity R2bi W 93 I AT e - | T was sick, for this reason I couldnt take
NIGH! the exam.
a3 iy Y 3 Tz a1, a3 o wfd safs| Im not going out, thats why Im getting
late.
Gicn wWify a8 foew, 9o @e 4900 NI I was busy, thats why I couldnt answer the
call.
g I &G *if3 @0, 9 ST WRRSAT A | The train was late, the reason being bad
feet1 weather.
UER G %CV_( A6 QT RSN, 97 T I 7 F@- | 1 left late, consequently, I missed the bus.
|
IICER &1 fw IEfd, sices oI <N (it ==l | He didnt follow the rules, hence he was
punished.
]V mwmﬁwwmmfﬁ—m He didnt come because he had a fever.
I ﬁ?W‘T (AT T I IR The game was stopped due to rain.
FIACE Q3 I3 Wiy 8 g sF A Thats the very reason I dont trust him.
991 &I GO 7R, Cﬂ@'ﬁffﬁﬂﬁl Because he is sick, he didnt go to school.
3';191'% &1 fqafio sice a3 3';191'% GT =B8] He studies regularly and moreover, hes
smart too.
B3 ST 2T WiTg, TR GT QU4 A= | She has an exam, so she is studying now.
BEGH R AN FEM, 936 GV @@ IR Study, otherwise youll fail.
B &1 fafds srerea $@og, T GTOIE & | He studied regularly, as a result, he scored
TG FEE| well.
TE @I | @9 IERCY, BE @A IR IR O9A| Its cloudy, so it seems itll rain.
IR °R— ﬂf\ﬁﬁmﬁ nng, mgﬁmw—o{m- If you pay attention, then youll get good
Q| results.
o GT 6 FIGT 1Y FACE! TS 13 @ I He finished the work quickly so that every-
one is happy.
qIceo 91 OT 59 & A IO &% ¥7e 1 77| He stays quiet lest anyone gets annoyed.
T JI]CY T AIINCOT Fpher A Wﬁ, [IF I I | He didnt finish the work on time, because
[GlQiQe] of which the boss got angry.
RIERIGH) B STV 2ITT(R, T HEA NAPIWJFIA | Theres a heatwave, as a result of which
A= many people have fallen ill.
a9 Wﬁﬁ§9f oot I JtsTer 1 37| I kept quiet so that there wouldnt be a
fight.
ARY qARY {% o, WINAT IR Tifez =1 Since its raining, were not going outside.
T8 P T FIST 5%, (T3 FIRC IG5 @2 | | There was construction on the road, thats
why there was traffic.
oTeid) O 7, TSI CVTWEITEI'%I He is sick, so he didnt go to school.
Table 5: sample list of Bangla causal connectives.
Initial ~ Con- | Extended Connectives
nective
FRA FIACY, IV, Q A, FIACEIR, AT A, Q AN, @ IR, IRV BROIR, GT FRE,

TIF A, 98 FIA, FIKY A, QBT QF6! FIAY, 9F AT RETE, ap3 T, A
GfIG, 7 FIACNE, (T3 FIACE, OIF DAY, T Q FIACR, WF T PIACIB, Q BT (T,
TR Q I, FIIO Q FIACNZ, G13 FIAC, T8 P, TR 2062, G5 IR, 93 T
TR, FTIIS GT FIACEIS, Q3 ASHILNT WA I, 76 FIACA, W FIACY, 97 IS
HIEY, QF FIAY, 92 Q FIHC, AT AL Y, AN FIKY, AT WANISO! B, FIEAD,
QT AV 700, I REIR S T 2, @I I, 8% FIACENS, TACOT G I &, G
T IR, OIF TASH IV, B FIAY 3062, AT (IFEI I 3007, I GT FIAEIS, A4S
FIRY, T IR, OF LT IRV &, QIR G13 FIACEIR, 9IR 9F PR, OF (FRE@I PR,

FIFY, 33 FIAE, FIIVNG,

AT FATSN BV, JA FIA, A Y AT, IV FROTR I, GIPINCES, 9T GG IS

Table 6: Illustration of initial causal connective and the generated connectives
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