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Abstract

Large language models (LLMs) hold promise
for advancing patient–provider communica-
tion, yet a persistent gap remains between
benchmark-driven model development and the
realities of clinical practice. This work presents
a systematic, clinically grounded review of
text-based medical datasets for LLM training
and evaluation. We propose a scenario-based
taxonomy derived from established clinical
frameworks to map major knowledge-based
and conversation-based corpora against core
communication scenarios. We further syn-
thesize core communication skills from gold-
standard clinical assessment instruments and
meta-analyze state-of-the-art medical LLM per-
formance, highlighting how dataset properties,
fine-tuning strategies, and evaluation metrics
shape both knowledge acquisition and com-
municative competence. To empirically val-
idate these findings, we conducted controlled
fine-tuning experiments across representative
LLMs, demonstrating that data composition
and scenario alignment critically affect model
performance. Our findings highlight the urgent
need for scenario-rich datasets and standard-
ized, human-centered evaluation protocol to
advance clinically relevant medical LLMs.

1 Introduction

Large language models (LLMs) are rapidly trans-
forming the landscape of patient–provider commu-
nication by offering scalable, accessible support
across a spectrum of clinical tasks, ranging from
symptom triage and patient education to behavioral
counseling and chronic care management (Busch
et al., 2025; Huo et al., 2025; Omar et al., 2024).
Recent medical LLMs such as MedPaLM-2 (Sing-
hal et al., 2025), Meditron (Chen et al., 2023b),
Med42 (Christophe et al., 2024a,b), and GPT-4
(Nori et al., 2023) have achieved near-expert per-
formance on knowledge-based benchmarks, such

*Equal contribution.

as MedMCQA (Pal et al., 2022) and PubMedQA
(Jin et al., 2019). These models now match or ex-
ceed human clinicians in factual accuracy, response
relevance, and socio-communication dimensions
such as empathy (Singhal et al., 2025; Paiola et al.,
2024; Calle et al., 2024).

Despite these advances, real-world clinical
deployments reveal persistent gaps between
benchmark-driven LLM development and the
multifaceted demands of clinical communication
(Busch et al., 2025; Liu et al., 2024b; Shi et al.,
2024b,a). Empirical studies highlight that clini-
cal feasibility, acceptability, and effectiveness de-
pend not only on model performance but also
on the clinical properties and scenario diversity
of the training data (Wu et al., 2024). Current
training corpora are highly heterogeneous, span-
ning knowledge-based datasets (e.g., PubMedQA,
MedQA) focused on factual recall and clinical
reasoning, and conversation-based corpus (e.g.,
NoteChat, Psych8K, CMtMedQA) designed to re-
flect the nuance and contextual richness of pa-
tient–provider interaction. Yet, the field lacks a
systematic understanding of how these dataset prop-
erties align with the spectrum of communicative
competencies required in practice, leading to per-
sistent mismatches between model capabilities and
the realities of clinical implementation.

To address this critical gap, our paper combines
a systematic, clinically grounded review of text-
based medical datasets with experimental evidence
that directly tests key claims of the review. Specifi-
cally, our contributions are:

• Scenario-Based Dataset Taxonomy: We pro-
pose a taxonomy of clinical scenarios in pa-
tient–provider communication, derived from
gold-standard clinical frameworks (e.g., OSCE,
SEGUE, Calgary–Cambridge), map the cover-
age of widely used medical datasets to these
scenarios, and systematically identify persistent
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gaps in the representation of clinical scenarios
within existing corpora.

• Framework for Clinical Communication:
We provide the first systematic synthesis of
core patient–provider communication skills, ex-
tracted from validated clinical instruments, to
guide dataset development and model evalua-
tion aligned with clinical practices.

• Meta Review and Empirical Validation: We
present a meta-analytical review of state-of-the-
art medical LLM performance on major bench-
marks, and conduct controlled experiments to
empirically validate how dataset properties and
evaluation metrics influence both knowledge
retention and communication performance.

These contributions provide a unified clinical
framework for the design, evaluation, and empiri-
cal benchmarking of medical LLMs, bridging the
gap between model development and the practical
requirements of patient-centered communication
in real-world clinical implementation.
Paper Structure: Section 2 introduces our
scenario-based taxonomy and maps dataset cov-
erage. Section 3 critically reviews evaluation met-
rics and their alignment with clinical frameworks.
Section 4 synthesizes current LLM performance
through meta-analytical review. Section 5 details
our experimental approach and results. Section 6
reviews related work, and Sections 7 and 8 dis-
cuss limitations and future directions for develop-
ing clinically aligned medical LLMs.

2 Scenario-Based Taxonomy of Medical
Datasets

Text-based medical datasets are foundational re-
sources for the development of LLMs in healthcare.
These corpora encompass a broad spectrum of con-
tent types, including medical question-answering
(QA) sets, clinical examination questions, multi-
turn dialogues, and counseling transcripts, de-
signed to support both the acquisition of medical
knowledge and the development of communica-
tive competence (Ha and Longnecker, 2010). The
clinical properties, data structure, and annotation
methodologies embedded in these datasets funda-
mentally influence the accuracy, trustworthiness,
and real-world performance of medical LLMs.

2.1 Categorizing Text-Based Medical Datasets
Defining Knowledge-Based Datasets. Text-
based medical datasets can be categorized into

(i) knowledge-based and (ii) conversation-based.
Knowledge-based datasets are constructed pri-
marily to encode and evaluate structured medi-
cal knowledge and clinical reasoning. Derived
from medical board or licensing examinations,
biomedical literature, clinical guidelines, or expert-
authored repositories, these datasets employ highly
structured formats such as multiple-choice ques-
tions (MCQs), single-turn factoid queries, or brief
open-ended questions with expert-provided annota-
tions for clinical topics and difficulty levels. The
primary goal is to evaluate an LLM’s capacity for
factual recall and clinical reasoning in decontextu-
alized, non-dialogic scenarios. Examples include
MedQA, MedMCQA, BioASQ, and PubMedQA,
which serve as standard benchmarks for knowledge-
centric evaluation.
Defining Communication-Based Datasets.
Communication-based datasets are explicitly
constructed from, or designed to simulate, au-
thentic patient–provider communication. These
corpora are presented as single-turn or multi-turn
dialogues from real-world clinical encounters,
online health platforms, counseling sessions,
or simulated clinical interactions, modeling the
linguistic, interpersonal, and contextual dynamics
of patient-provider communication. Common an-
notations include speaker roles, turn types, medical
entities, or specific communication skills, such as
empathy and shared decision making. Examples
include HealthCareMagic-100K, iCliniq10K,
Huatuo-26M, BianQue Corpus, NoteChat, and
Psych8K, increasingly recognized for their ability
to support the training and evaluation of LLMs on
communication competence, patient-centeredness,
and effective dialogue management.

2.2 Mapping Clinical Scenarios Coverage
Clinical Scenario Taxonomy. To systematically
evaluate the clinical utility of medical datasets for
LLM training, we introduce a taxonomy of core
clinical scenarios that define patient–provider com-
munication, drawing on established frameworks
in clinical communication (e.g., OSCE (Newble,
2004), Calgary–Cambridge (Kurtz and Silverman,
1996; Silverman et al., 2016), SEGUE (Makoul,
2001b)). This taxonomy delineates 12 fundamental
scenarios, including history taking, routine and pre-
ventive care, patient education, informed consent,
behavioral counseling, shared decision making, and
care transitions (Table 5).
Systematic Mapping of Dataset Coverage. Us-
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Table 1: Coverage of clinical scenarios in patient-
provider communication across major medical datasets.

Dataset Clinical Scenarios

1 2 3 4 5 6 7 8 9 10 11 12

Knowledge-Based
MedQA X X X X X
CMExam X X X X X
MedMCQA X X X X X
XMedBench X X X X X
MultiMedQA X X X X X X
BioASQ-QA X X X
PubMedQA X X X
MedQuAD X X X
BiMed1.3M X X X X X X
Medication_QA X X X X
emrQA X X
C-Eval X X X X X

Communication-Based
HealthCareMagic X X X X X X
iCliniq10k X X X X X X
cMedQA X X X X X X
Huatuo-26M X X X X X X X X X
BianQueCorpus X X X X X X X X X
MedDG X X X X X X X X
MedDialog X X X X X X X X
NoteChat X X X X X X X X
CMtMedQA X X X X X X X X X
Psych8K X X X

Notes: (a) Scenario numbers: 1. History Taking and Initial Assessment, 2.
Screening, Routine and Preventive Care, 3. Patient Education, 4. Counseling
and Behavioral Intervention, 5. Informed Consent, 6. Counseling on
Procedures, 7. Shared Decision Making, 8. Breaking Bad News, 9. Acute and
Emergency Encounters, 10. Rehabilitation/Chronic Disease Management, 11.
Referrals and Care Transitions, 12. Addressing Patient Concerns/Barriers.
(b) X = Explicit/strong coverage; (blank) = Not covered. Only datasets with
explicit, process-based, or dialogic examples were counted as covering a
scenario. Partial coverage (e.g., factoid or one-way advice) was not counted.

ing this taxonomy, we systematically mapped the
coverage of clinical scenarios in existing medical
datasets (Table 1). Knowledge-based datasets ex-
cel in foundational areas like history taking and
routine care but show limited representation of
process-based or ethically complex scenarios such
as informed consent or care transitions. These gaps
reflect their design focus on factual recall over con-
textual interaction. By contrast, conversation-based
datasets offer broader scenario coverage, particu-
larly in patient education, behavioral interventions,
and multi-turn consultations. However, even the
most comprehensive dialogue corpora lack anno-
tated process-driven exchanges (e.g., informed con-
sent, procedural counseling, structured handoffs)
essential for modeling high-stakes clinical tasks.

2.3 Alignment Gaps and Clinical Implications

Despite rapid growth in text-based medical datasets,
a critical examination reveals persistent misalign-
ments between available data and the full spectrum
of patient–provider communication (Kurtz, 2002;
Matusitz and Spear, 2014). Knowledge-based
datasets support LLM development for factual re-
call and structured reasoning but insufficiently cap-
ture interpersonal, context-rich, or ethically com-
plex interactions (Shi et al., 2024b). As a result,
LLMs trained predominantly on these resources
tend to excel at identifying medical facts, diagnos-
tic pathways, and treatment protocols, but often
underperform in tasks demanding empathy, clarifi-
cation, shared decision making, or negotiation of
care plans (Christophe et al., 2024b).

Conversely, communication-based datasets of-
fer more realistic representations of clinical dia-
logue, enabling improvements in conversational
coherence, context retention, and adaptive ques-
tioning (Li et al., 2023b; Liu et al., 2023; Chen
et al., 2023a). Yet, even these corpora typically
lack comprehensive coverage of process-oriented
and ethically complex interactions, such as formal
informed consent or structured transitions of care.
Implications for LLM Training and Deployment.
Partial scenario coverage limits the ability of LLMs
to address the full spectrum of clinical commu-
nication needs. While existing datasets support
transactional interactions (e.g., information provi-
sion, triage), they remain inadequate for nuanced,
high-stakes communication, such as counseling on
uncertainty, consent processes, and negotiation of
preferences. The absence of standardized, scenario-
based annotation frameworks further impedes sys-
tematic benchmarking and improvement of LLM
communication competence. Addressing these lim-
itations will require targeted expansion of scenario
coverage, clinically validated annotation schemas,
and hybrid training pipelines integrating both fac-
tual rigor and interactional nuance.

3 Evaluation Metrics for Medical LLMs
and Clinical Communication Skills

The current landscape for evaluating medical LLMs
is dominated by metrics that focus on factual ac-
curacy, linguistic fidelity, and surface-level com-
municative behaviors (Abbasian et al., 2024). This
section reviews standard metrics, their limitations,
and emerging approaches to align model evaluation
with real-world clinical communication needs.
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3.1 Standard Evaluation Metrics

Factual and Linguistic Metrics. Accuracy re-
mains the primary metric in medical QA bench-
marks such as MedQA and MedMCQA (Wang
et al., 2024a), directly measuring factual correct-
ness on objective queries. While accuracy serves
as a direct metric of factual correctness, it is
inherently constrained to objective, well-defined
queries. Token-level metrics (precision, recall, F1,
exact match) and string similarity scores (BLEU,
ROUGE, BERTScore) have become standard in
evaluating information extraction, summarization,
and dialogue tasks (Zhang et al., 2024; Abbasian
et al., 2024). However, these metrics predominantly
reward surface-form or reference overlap rather
than assessing clinical appropriateness, contextual-
ization, or communication effectiveness. As a re-
sult, LLMs may achieve high scores while produc-
ing responses that are technically correct but poorly
suited to patient needs (Abbasian et al., 2024).
Human-Rated and Composite Metrics. To ad-
dress these gaps, human-rated metrics, such as flu-
ency, coherence, completeness, adequacy, and hal-
lucination, have been incorporated, relying on clin-
ician or annotator judgments to determine whether
outputs are clear, actionable, and contextually rel-
evant (Liu et al., 2022; Pieri et al., 2024; Yag-
nik et al., 2024). For example, MedDialog and
NoteChat include human assessments of logical
flow and informativeness (Zeng et al., 2020; Wang
et al., 2023). Nevertheless, such evaluations are
inconsistently applied and often lack standardized
rubrics or widely accepted benchmarks, impeding
comparability and reproducibility.
Sparse Assessment of Communication Skills.
Explicit evaluation of patient-centered communi-
cation skills remains rare. Only a small subset of
recent datasets (e.g., BianQueCorpus, Psych8K)
introduce dedicated metrics for clinical communi-
cation skills, including empathy, proactive ques-
tioning, or reflective listening (Chen et al., 2023a;
Liu et al., 2023; Abbasian et al., 2024). Even in
these cases, annotation schemas vary and are not
systematically aligned with clinical guidelines, and
there is little consensus on operationalizing these
skills for automated or scalable evaluation (Ab-
basian et al., 2024). Recent critical surveys and sys-
tematic reviews have repeatedly highlighted these
gaps, noting that “existing evaluation metrics pro-
posed for generic LLMs demonstrate a lack of com-
prehension regarding medical and health concepts

and their significance in promoting patients’ well-
being. Moreover, these metrics neglect pivotal user-
centered aspects, including trust-building, ethics,
personalization, empathy, user comprehension, and
emotional support” (Abbasian et al., 2024).

3.2 Frameworks for Human-Centered
Clinical Communication Assessment

In clinical education and practice, patient–provider
communication is evaluated via multi-dimensional,
human-centered frameworks, such as the Cal-
gary–Cambridge Guide, SEGUE Framework, and
OSCE checklists. These instruments serve as gold
standards for high-stakes assessment, medical ed-
ucation, and research across global context, em-
ployed both formatively (for feedback and educa-
tion) and summatively (for licensing and certifica-
tion), supporting reliable, reproducible, and action-
able judgments about communication competence
(Kurtz and Silverman, 1996; Makoul, 2001b; Sil-
verman et al., 2016; Newble, 2004).
Core Communication Skills. These frameworks
systematically decompose clinical communication
into a set of core skills (Table 8), including rap-
port building and introduction, information gather-
ing and questioning, active listening, information
giving and explanation, empathy and patient sup-
port, shared decision making, teach-back, uncer-
tainty communication, motivational interviewing
and behavioral counseling, dialogue structure and
organization, and effective closing and outlining
next steps (Kurtz and Silverman, 1996; Makoul,
2001b; Abbasian et al., 2024). Each skill is linked
to distinct clinical functions: rapport facilitates
trust and treatment adherence; teach-back ensures
patient comprehension of care instructions; shared
decision-making operationalizes patient autonomy.
Assessment is conducted at both the message or
utterance level (e.g., “Did the provider elicit rele-
vant medical history? Did the provider acknowl-
edge and validate the patient’s concerns?”) and the
encounter or structure level (e.g., “Was the conver-
sation logically well-organized, with clear transi-
tions between topics and a defined summary or next
steps?”), allowing for both granular and holistic
evaluation of communication competence (Makoul,
2001b; Abbasian et al., 2024).

3.3 Aligning LLM Evaluation with Clinical
Communication Needs

A fundamental misalignment persists between stan-
dard LLM evaluation metrics and the actual de-
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mands of clinical communication. Conventional
metrics such as accuracy, BLEU, and ROUGE,
while effectively quantify knowledge retrieval and
linguistic fluency, remain largely agnostic to the
interpersonal, contextual, and ethical dimensions
of patient care (Abbasian et al., 2024; Wang et al.,
2024a; Zhang et al., 2024). An LLM might achieve
high scores on these metrics yet fail in real clinical
scenarios by overlooking emotional cues, failing to
check patient understanding, or bypassing shared
decision-making processes (Makoul, 2001b; Ab-
basian et al., 2024).

Recent efforts, such as HealthBench, have
sought to address this gap by introducing 48,000
itemized, expert-crafted rubrics that evaluate not
only factual completeness but also context aware-
ness, clinical reasoning, and communication qual-
ity for specific medical scenarios (Arora et al.,
2025). For instance, in "expertise tailoring," mod-
els are assessed on their ability to shift between
layperson-friendly and professional communica-
tion. While this approach enables scenario-specific
and granular scoring, it also exposes a critical lim-
itation: each query is paired with a unique, hand-
crafted rubric, which hinders scalability, standard-
ization, and systematic benchmarking of broader
communication skills and limits comparability
across tasks and models. As a result, the field still
lacks unified, transferable, and scalable metrics
that can capture core communication competencies
across the full continuum of clinical interactions
(Abbasian et al., 2024; Arora et al., 2025).

4 Performance of Medical LLMs Across
Datasets and Evaluation Metrics

The empirical trajectory of medical LLMs echoes
dataset taxonomy and evaluation frameworks in
Sections 2 and 3. Recent development draws upon
both knowledge-based corpora (MedQA, MedM-
CQA, PubMedQA, CMExam, MultiMedQA) and
conversation-based corpora (BianQue Corpus,
MedDialog, NoteChat, Psych8K), yielding two dis-
tinct but complementary competence axes: knowl-
edge recall and clinical communication.

4.1 Trends in LLM Fine-Tuning

Fine-tuning methodology has undergone rapid in-
novation. While full-parameter fine-tuning remains
effective for moderate-scale models (Christophe
et al., 2024a), parameter-efficient strategies such
as LoRA and QLoRA now predominate, en-

abling scalable adaptation across languages and
datasets (Wang et al., 2024c; Pieri et al., 2024; Li
et al., 2023a; Ye et al., 2023). Instruction tuning,
retrieval augmentation, and alignment techniques,
including RLHF, DPO, and domain-specific prefer-
ence optimization, further calibrate model outputs
to clinical contexts (Arora et al., 2025; Singhal
et al., 2025; Dou et al., 2023).

4.2 Knowledge-Centric Performance

Knowledge-centric evaluation demonstrates that
leading models, such as MedPaLM-2 and Med42,
consistently achieve 70–80% accuracy on MedQA,
65–75% on MedMCQA, 75–79% on PubMedQA,
and 59–62% on CMExam, with MedPaLM-2 rival-
ing GPT-4 on several closed benchmarks (Singhal
et al., 2025; Christophe et al., 2024a; Wang et al.,
2024c; Liu et al., 2024a). Retrieval-augmented and
domain-specialized LLMs (JMLR-13B, BiMediX)
produce 2–10% absolute gains over base models
and, in select biomedical subdomains, can outper-
form GPT-4 (Wang et al., 2024c; Pieri et al., 2024;
Krithara et al., 2023). Domain-adapted small mod-
els (e.g., PubMedBERT at 47% on MedMCQA (Pal
et al., 2022); T5 with 6–10 BLEU/ROUGE on
MedQuAD (Lamichhane and Kahanda, 2023)) im-
prove over non-adapted baselines but remain be-
low top-tier performance. Recent multilingual
and Chinese-specific models, including ChatGLM,
Huatuo, and Qilin-Med, regularly achieve or ex-
ceed 60% accuracy on national licensing-style ex-
ams after LoRA-based tuning and chain-of-thought
prompting, narrowing gaps with English-centric or
general-purpose LLMs (Li et al., 2023a; Liu et al.,
2024a; Ye et al., 2023; Chen et al., 2023a).

4.3 Communication-Centric Performance and
Human Evaluation

In communication tasks, pretraining and fine-
tuning on dialogue corpora have produced measur-
able advances. LLMs achieve BLEU-1/BLEU-4
scores from 20–44 and ROUGE-L up to 27 (Med-
Dialog, BianQue, Huatuo, NoteChat) (Chen et al.,
2023a; Zeng et al., 2020; Wang et al., 2023; Li
et al., 2023a). Human and expert evaluations re-
veal that models fine-tuned on communication-rich
corpora—such as BianQue, NoteChat, PlugMed,
and ChatCounselor—exhibit increased informative-
ness, proactive questioning, and scenario-based
empathy, and can surpass ChatGPT/GPT-4 in pair-
wise preference for synthetic physician–patient di-
alogue (Chen et al., 2023a; Wang et al., 2023;
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Dou et al., 2023; Liu et al., 2023). PlugMed
and Psych8K introduce multidimensional, human-
centered metrics, and ChatCounselor achieves near-
ChatGPT performance on counseling skills (Dou
et al., 2023; Liu et al., 2023). However, rigorous
evaluation of advanced skills (e.g., shared deci-
sion making, uncertainty communication, teach-
back) remains uncommon due to annotation burden.
HealthBench demonstrates the feasibility of expert-
annotated, scenario-grounded evaluation, yet sys-
tematic adoption, standardization, and scalability
remain limited (Arora et al., 2025).

4.4 Comparative Analysis and Challenges

Parameter-efficient, domain-finetuned models (e.g.,
Llama2-7B/13B, ChatGLM, BiMediX) can match
or exceed much larger LLMs (GPT-4, Meditron-
70B) in in-domain or low-resource settings (Wang
et al., 2024c; Pieri et al., 2024; Li et al., 2023a;
Ye et al., 2023). LoRA-based approaches have
become essential for scalable, iterative adaptation.
Yet despite outperforming generic LLMs in multi-
turn, patient-centered dialogue, communication-
optimized models still fall short of human clini-
cians, especially in process-oriented or ethically
complex encounters (Arora et al., 2025; Mak-
oul, 2001b). This persistent gap underscores
the need for high-fidelity, process-annotated dia-
logue corpora and robust, scenario-based clinical-
communication metrics.

4.5 Meta-Analytical Performance Review of
Prior Work

Building on the scenario taxonomy and evaluation
framework in Sections 2–3, our meta-analytic syn-
thesis of prior work (Table 2) reveals a consistent
composition effect: dataset properties systemati-
cally shape distinct competence axes in medical
LLMs. Knowledge-oriented corpora (e.g., MedQA,
PubMedQA), combined with instruction tuning,
CoT prompting, and LoRA/QLoRA, reliably im-
prove factual performance on licensing/board-
style items (e.g., Med-PaLM2 at 86.5% on
MedQA), whereas conversation-oriented corpora
(e.g., NoteChat, Psych8K, Zhongjing) drive gains
in dialogue quality (BLEU, ROUGE, BERTScore),
engagement, and proactive questioning. How-
ever, both streams underrepresent process-oriented,
guideline-concordant behaviors, such as informed
consent, shared decision making, or uncertainty
communication, mirroring the evaluation gaps iden-
tified in Section 3.

Implications for Experimental Hypotheses.
Taken together, these patterns operationalize our
central claim that data composition and scenario
coverage determine where models improve (knowl-
edge recall vs. communicative competence) and
where they fall short (process-aligned clinical
communication). To convert these correlational
trends into causal evidence, Section 5 presents a
controlled study that varies dataset composition
(knowledge vs. conversation vs. mixed) and jointly
evaluates knowledge and communication outcomes.
We test three hypotheses derived directly from the
synthesis above:

• H1 (Knowledge-only → Factual Accuracy).
Relative to conversation-only fine-tuning,
knowledge-only fine-tuning yields higher fac-
tual accuracy with little material gains on com-
munication metrics.

• H2 (Communication-only → Conversation
Quality). Relative to knowledge-only fine-
tuning, conversation-only fine-tuning yields
higher scores on conversation quality and bet-
ter readability, with little material gains in
factual accuracy.

• H3 (Mixed → Balanced Performance). A
balanced mixed regimen (a) outperforms
conversation-only on factual accuracy, (b) out-
performs knowledge-only on communication
metrics/readability, and (c) achieves the high-
est combined score across knowledge and
communication (defined in Section 5).

5 Empirical Evaluation of Data
Composition and Scenario Alignment

To empirically validate the core claims from Sec-
tion 4, we conducted a controlled study test-
ing how dataset composition shapes medical
LLM performance across knowledge and clinical-
communication axes. We test the three hypotheses
H1–H3 as defined in Section 4.5.

5.1 Experimental Setup
We selected two open-source instruction-tuned
LLMs (LLaMA3-8B and Qwen2.5-7B). Datasets
are grouped into (i) knowledge-based (MedQA,
MedMCQA, PubMedQA, MedQuAD) and (ii)
conversation-based (HealthCareMagic-100K,
iCliniq10K, MedDialog, NoteChat). To isolate
composition effects under a comparable budget,
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Table 2: Meta-Analytic Overview of LLM Performance on Knowledge- and Conversation-Based Medical Datasets

Fine-Tuning Methods Evaluation Metrics Performance Range (reported) Examples

Knowledge-Based

Instruction Fine-Tuning (IFT) Accuracy, F1, Exact Match (EM) 70–86% accuracy (e.g., Med-PaLM2: 86.5% on MedQA) MedQA, PubMedQA, MultiMedQA
LoRA / QLoRA Accuracy, Training Efficiency 65–75% accuracy (e.g., Llama2-7B: 72.4% on PubMedQA) BioASQ-QA, CMExam, XMedBench
Domain-Specific Vocabulary Accuracy, Semantic Answer Similarity 68–79% SAS (e.g., BioMed-RoBERTa: 90% RQE accuracy) MedQuAD, emrQA
Chain-of-Thought (CoT) CoT Accuracy, Stepwise Reasoning 75–80% CoT accuracy (e.g., Med-PaLM2 on multi-step tasks) MedQA, C-Eval
Multi-Stage Training Accuracy, Generalization 60–75% accuracy (e.g., Qilin-Med: 40% on CMExam) Huatuo-26M, PubMedQA
Data Augmentation Accuracy, Robustness +10–15% improvement (e.g., BioGPT-Large: 75.4% vs. 63% baseline) PubMedQA, MedQuAD

Communication-Based

RLHF BLEU, ROUGE, Human Preference BLEU-4: 25–35; ROUGE-L: 40–50 (e.g., Zhongjing: ROUGE-L 45.3) CMtMedQA, BianQueCorpus
Supervised Fine-Tuning (SFT) Dialogue Coherence, Fluency BLEU-4: 20–28; ROUGE-L: 30–40 (e.g., ChatDoctor: BERTScore F1 = 0.8446) HealthCareMagic-100k, iCliniq10k
Conversational Preference Training Proactive Questioning (PQA), Safety PQA: 7–9 (e.g., Zhongjing: PQA 8.7) CMtMedQA, NoteChat
LoRA / QLoRA Token Efficiency, Diversity Self-BLEU: 0.12–0.18 (e.g., NoteChat: 0.12 vs. GPT-4’s 0.18) NoteChat, BiMed1.3M
Multi-Turn Dialogue Training Context Retention, Engagement Human Preference: 70–85% (e.g., NoteChat preferred over GPT-4) Psych8K, BianQueCorpus
Synthetic Data Augmentation Factuality, Diversity +15–20% ROUGE-L improvement (e.g., MEDSAGE: 14.8% F1 gain) NoteChat, MedDG

Note: Ranges are from reported results in prior work; metrics are not directly comparable across datasets or tasks. Examples show typical, not universal, baselines.

Table 3: Performance results for LLaMA3-8B and Qwen2.5-7B after fine-tuning on knowledge-based, conversation-
based, and mixed strategies. MedCommEval is our proposed rubric. “Difference” is the change vs. the original
model without fine-tuning. Mixed strategies combine knowledge and conversation datasets at different ratios
(knowledge:conversation). “Combined” merges datasets within each strategy; “All Combined” includes all eight
datasets from both streams.

Model FT Strategy Dataset Accuracy (↑) BERTScore (↑) HealthBench (↑) MedCommEval (↑) ∆FKGL (↓)

Value Difference Value Difference Value Difference Value Difference Value Difference

LLaMA3-8B

w/o w/o 52.6 N/A 82.7 N/A 0.21 N/A 0.47 N/A 2.84 N/A
Knowledge MedQA 54.7 +2.1 82.7 +0.0 0.18 -0.03 0.45 -0.02 2.77 -0.07
Knowledge MedMCQA 54.5 +1.9 82.8 +0.1 0.18 -0.03 0.46 -0.01 2.79 -0.05
Knowledge PubMedQA 52.9 +0.3 82.7 +0.0 0.18 -0.03 0.45 -0.02 2.86 +0.02
Knowledge MedQuAD 52.8 +0.2 82.7 +0.0 0.19 -0.02 0.45 -0.02 2.74 -0.10
Knowledge Combined 54.8 +2.2 82.8 +0.1 0.18 -0.03 0.45 -0.02 2.76 -0.08
Conversation HealthCareMagic-100K 52.3 -0.3 86.8 +4.1 0.23 +0.02 0.42 -0.05 2.25 -0.59
Conversation iCliniq10K 52.4 -0.2 85.6 +2.9 0.20 -0.01 0.38 -0.09 2.18 -0.66
Conversation MedDialog 52.3 -0.3 83.9 +1.2 0.20 -0.01 0.44 -0.03 2.26 -0.58
Conversation NoteChat 52.3 -0.3 85.6 +2.9 0.22 +0.01 0.42 -0.05 2.04 -0.80
Conversation Combined 52.4 -0.2 86.1 +3.4 0.23 +0.02 0.43 -0.04 2.16 -0.68
Mixed (20:80) All Combined 54.2 +1.6 86.6 +3.9 0.22 +0.01 0.43 -0.04 2.32 -0.52
Mixed (50:50) All Combined 54.8 +2.2 86.4 +3.7 0.22 +0.01 0.41 -0.06 2.48 -0.36
Mixed (80:20) All Combined 54.7 +2.1 85.9 +3.2 0.22 +0.01 0.42 -0.05 2.69 -0.15

Qwen2.5-7B

w/o w/o 51.3 N/A 82.4 N/A 0.21 N/A 0.45 N/A 3.01 N/A
Knowledge MedQA 52.8 +1.5 82.4 +0.0 0.19 -0.02 0.43 -0.02 2.95 -0.06
Knowledge MedMCQA 52.4 +1.1 82.4 +0.0 0.19 -0.02 0.44 -0.01 2.93 -0.08
Knowledge PubMedQA 51.3 +0.0 82.4 +0.0 0.18 -0.03 0.41 -0.04 2.99 -0.02
Knowledge MedQuAD 51.4 +0.1 82.3 -0.1 0.21 +0.00 0.43 -0.02 2.93 -0.08
Knowledge Combined 54.0 +1.4 82.6 +0.2 0.19 -0.02 0.42 -0.03 2.95 -0.06
Conversation HealthCareMagic-100K 51.3 +0.0 84.6 +2.2 0.21 +0.00 0.38 -0.07 2.56 -0.45
Conversation iCliniq10K 51.3 -0.0 85.2 +2.8 0.21 +0.00 0.41 -0.04 2.55 -0.46
Conversation MedDialog 51.3 +0.0 84.1 +1.7 0.21 +0.00 0.42 -0.03 2.59 -0.42
Conversation NoteChat 51.3 -0.0 84.4 +2.0 0.22 +0.01 0.41 -0.04 2.44 -0.57
Conversation Combined 51.3 +0.0 85.1 +2.7 0.21 +0.00 0.40 -0.05 2.39 -0.62
Mixed (20:80) All Combined 52.0 +0.7 86.4 +4.0 0.22 +0.01 0.42 -0.03 2.59 -0.42
Mixed (50:50) All Combined 52.7 +1.4 86.2 +3.8 0.22 +0.01 0.40 -0.05 2.76 -0.25
Mixed (80:20) All Combined 52.5 +1.2 85.7 +3.3 0.22 +0.01 0.41 -0.04 2.91 -0.10

Note: ∆FKGL measures the readability gap between question and model response. Lower ∆FKGL indicates better alignment with patient comprehension levels.

we subsample 10,000 instances per dataset, train
for up to three epochs with early stopping, and
hold model family, optimizer, and schedules
constant across all conditions. We compare
three fine-tuning strategies: knowledge-only,
conversation-only, and mixed (20:80, 50:50, 80:20
knowledge:conversation).

5.2 Evaluation Protocol and Metrics
Models were evaluated on held-out test sets dis-
joint from the fine-tuning data using five com-
plementary metrics: (1) Accuracy on 1,000 QA
pairs from knowledge-based datasets (knowledge
retention); (2) BERTScore on 1,000 randomly
sampled conversation-based instances (semantic
similarity and dialogue coherence); (3) Health-

Bench, a scenario-based expert rubric of clinical
communication across eight domains; (4) Med-
CommEval, our guideline-aligned rubric of pro-
fessional appropriateness and context sensitivity
(scored 0–1; see Section A.7), computed on the
same instances as HealthBench; and (5) ∆FKGL,
the Flesch–Kincaid Grade Level (FKGL) differ-
ence between the patient question and the model
response (lower indicates better alignment with pa-
tient health literacy) (Kincaid et al., 1975), also
computed on 1,000 conversation-based samples.
This multi-metric protocol enables rigorous com-
parison of how dataset composition and scenario
alignment affect both factual and communicative
performance. For overall comparisons (used in H3),
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we report a composite score defined as the mean
of within-model min–max normalized {Accuracy,
BERTScore, HealthBench, −∆FKGL}; MedCom-
mEval score is analyzed and reported separately
given rubric specificity.

Proposed Clinical Communication Metric. We
introduce MedCommEval, an eight-domain rubric
aligned with established clinical guidance (rap-
port/intro, information gathering, active listen-
ing, plain-language explanation, empathy/support,
structure/organization, closing/next steps, shared
decision making). Domain definitions and indi-
cators are provided in Appendix Table 8; scoring
anchors (0=absent, 1=partial/unclear, 2=clear/p-
resent) are in Appendix Table 9 (Section A.7).
Each response is double-rated by trained annota-
tors blinded to model identity; disagreements are
adjudicated using rubric anchors. Domain scores
{0,1,2,NA} are averaged across raters, domains
marked NA are excluded, and item scores are
rescaled to [0, 1] by division by 2. The corpus-level
MEDCOMMEVAL is the mean across items. This
rubric complements HealthBench by sensitively
capturing guideline-concordant behaviors beyond
text similarity.

5.3 Key Findings

Results in Table 3 reveal clear and consistent trends
across both LLaMA3-8B and Qwen2.5-7B models
regarding the influence of dataset composition and
fine-tuning strategy on medical LLM performance.
Finding 1: Knowledge-only improves fac-
tual accuracy (supports H1). Knowledge-
only fine-tuning yields the largest accuracy gains
with negligible lift on communication metrics.
For LLaMA3-8B, Knowledge:Combined reaches
54.8 Accuracy (+2.2 over baseline) with flat
BERTScore/HealthBench and a slight MedCom-
mEval decline (0.47→0.45). Qwen2.5-7B shows
the same pattern (e.g., MedQA 52.8, +1.5).
Finding 2: Conversation-only improves com-
munication and readability (supports H2).
Conversation-only fine-tuning delivers the largest
gains in BERTScore and modest gains in Health-
Bench, while substantially narrowing ∆FKGL,
with no accuracy improvement. For LLaMA3-
8B, Conversation:Combined increases BERTScore
by +3.4 (82.7→86.1) and HealthBench by +0.02;
∆FKGL improves by 0.68. Qwen2.5-7B mirrors
these effects (BERTScore +2.7; ∆FKGL 0.62).
Finding 3: Mixed strategies balance competen-

cies (supports H3). Mixed fine-tuning attains a
more integrated profile. For LLaMA3-8B, Mixed
50:50 (All Combined) ties the top Accuracy (54.8,
+2.2) while maintaining high BERTScore (86.4,
+3.7) and competitive HealthBench; Qwen2.5-7B
shows a parallel trend (52.7, +1.4; 86.2, +3.8).
The Composite score is highest for 50:50 mixes in
both models. A caveat is that MedCommEval de-
clines modestly across strategies, indicating persis-
tent shortfalls in guideline-concordant behaviors.

Takeaway. The controlled study corroborates
the composition effect identified in Section 4:
knowledge- and conversation-centric data confer
complementary competencies, and mixed fine-
tuning best reconciles factual and communica-
tive performance. The residual deficits on Med-
CommEval motivate process-annotated, guideline-
grounded supervision layered atop mixed fine-
tuning.

6 Related Work

Recent surveys and systematic reviews have
mapped the expanding landscape of text-based
datasets and evaluation benchmarks central to med-
ical LLM development. Yan et al. (Yan et al.,
2024) provide a systematic taxonomy spanning
medical QA, clinical dialogues, and multimodal
benchmarks. Zhang et al. (Zhang et al., 2024)
categorize datasets by clinical source (e.g., EHRs,
biomedical literature, online forums) and data struc-
ture (QA pairs, dialogues, clinical notes), high-
lighting the heterogeneity and evolving complexity
of LLM training resources. Wang et al. (Wang
et al., 2024b) further analyze dataset properties and
training paradigms, including instruction tuning,
parameter-efficient fine-tuning, and RLHF, doc-
umenting the transition from factoid QA toward
open-ended, multi-turn dialogue tasks. Reviews
focused on clinical text corpora, such as Spasic
and Nenadic (Spasic and Nenadic, 2020) and Wu
et al. (Wu et al., 2024), describe the diversity of
narrative clinical documents and the challenges of
data scarcity, annotation inconsistency, and limited
coverage of process-based communication.

Recent surveys more directly address the eval-
uation of medical LLMs and their supporting re-
sources. Liu et al. (Liu et al., 2024b) provide a
critical review of medical LLM datasets, evalu-
ation protocols, and alignment methods, empha-
sizing the need for domain-specific benchmarks
and model adaptation. Wang et al. (Wang et al.,
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2024b) and Shi et al. (Shi et al., 2024b) detail
the current spectrum of evaluation methods for
medical conversational agents, ranging from auto-
matic metrics (e.g., BLEU, ROUGE, BERTScore)
to human-centered and scenario-based assessments.
Abbasian et al. (Abbasian et al., 2024) propose
a comprehensive framework for evaluating gener-
ative AI in healthcare, integrating user-centered
criteria such as accuracy, trustworthiness, empathy,
and computing performance, and systematically cri-
tique the inability of surface-level, machine-centric
metrics to capture the breadth of clinical and inter-
personal requirements. These reviews collectively
highlight limitations in prevailing benchmarks, in-
cluding the neglect of contextual relevance, emo-
tional support, personalization, and ethical dimen-
sions in chatbot deployment.

Although these contributions have advanced the
field, prior reviews primarily enumerate datasets
or summarize evaluation metrics, often overlook-
ing systematic mapping to real-world clinical sce-
narios and rigorous critique of metric alignment
with clinical communication practice. Building on
these foundations, our work introduces a clinical-
communication-grounded taxonomy (Section 2)
that explicitly maps major text-based medical
datasets to core patient–provider scenarios, draw-
ing on established frameworks such as OSCE,
SEGUE, and Calgary–Cambridge. This mapping
enables systematic identification of coverage gaps,
particularly for process-based and ethically com-
plex interactions that are underrepresented in ex-
isting corpora. In Section 3, we provide a com-
prehensive review of evaluation metrics for med-
ical LLMs, synthesizing both standard automatic
metrics and human-centered criteria derived from
clinical communication frameworks, and critically
analyze the extent to which current LLM evalua-
tion practices align or misalign with the demands of
real clinical encounters. Section 4 presents a meta-
analytical synthesis of the current performance
landscape for state-of-the-art medical LLMs, draw-
ing on results from major datasets and a range of
evaluation metrics. This integrative perspective ad-
vances a unified clinical frame for dataset selection,
model evaluation, and performance benchmarking,
and provides a roadmap for the patient-centered
development of medical LLMs.

7 Conclusion

This study bridges the persistent gap between
benchmark-driven development of medical LLMs
and the multifaceted demands of patient–provider
communication in clinical care. First, we intro-
duce a scenario-based taxonomy derived from es-
tablished clinical frameworks and systematically
map the coverage of widely used medical corpora,
revealing both strengths and significant gaps, par-
ticularly in process-oriented and ethically com-
plex scenarios, across current knowledge-based
and conversation-based datasets. Second, we pro-
pose a synthesized framework of core clinical
communication skills, rigorously derived from
gold-standard assessment instruments, to guide
dataset construction, annotation, and evaluation
in alignment with real-world clinical competence.
Third, our meta-analytical review of state-of-the-
art medical LLMs highlights substantial progress
in knowledge-centric tasks, while persistent chal-
lenges remain in modeling the contextual and inter-
personal dimensions of patient-centered communi-
cation. Finally, our empirical experiment demon-
strates that integrating both knowledge-based and
conversation-based data yields more balanced im-
provements in factual accuracy and communicative
competence, but also underscores ongoing limita-
tions of current datasets for supporting guideline-
aligned, patient-centered interaction. Collectively,
these contributions provide a unified, clinically
grounded framework for the systematic develop-
ment, evaluation, and empirical benchmarking of
medical LLMs. Our findings underscore the urgent
need to expand scenario coverage, adopt standard-
ized, human-centered evaluation metrics, and inte-
grate clinically validated frameworks throughout
the LLM development lifecycle to fully realize the
promise of these models for real-world healthcare.
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8 Limitations

Despite its comprehensive scope, this review has
several limitations. First, we focused exclusively
on publicly available, text-based datasets to pri-
oritize the review of LLM applications in patient-
provider communication, and did not include mul-
timodal corpora (e.g., audio or video).

Additionally, while our systematic review of
communication skills draws from gold-standard
clinical education frameworks, the operationaliza-
tion and annotation of these competencies remain
inconsistent across current datasets. As a result,
the applicability of our evaluation metrics may de-
pend on dataset structure and interaction type; for
instance, competencies such as information gath-
ering and active listening are central to multi-turn
dialogues but less relevant for single-turn QA.

Lastly, although we critically examine exist-
ing evaluation metrics and highlight the need for
human-centered, scenario-based assessment, there
remains no consensus standard for large-scale
benchmarking of communicative competencies.
Addressing these gaps will require collaborative
development of richer, process-annotated datasets
and unified evaluation rubrics to enable robust, clin-
ically meaningful assessment of medical LLMs.
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A Overview of Text-based medical
datasets

In this appendix, we present Table 4, which pro-
vides a structured summary of medical datasets uti-
lized for training and evaluating Large Language
Models (LLMs) in clinical communication tasks.
This table serves as a reference for understand-
ing the characteristics and applications of these
datasets in medical AI research.

A.1 Construction of Table 4 and Objectives

Table 4 is compiled from a systematic survey of
open-access medical datasets referenced through-
out this paper. The primary objective is to
offer a data-centric taxonomy that differenti-
ates knowledge-based datasets, which focus on
medical accuracy and structured reasoning, from
conversation-based datasets, which emphasize in-
teractive, patient-centered communication.

The inclusion criteria for datasets in Table 4 are:

• Publicly available or well-documented.

• Explicit focus on medical patient commu-
nication, including diagnostic QA, doctor-
patient dialogues, and medical literature-
based queries.

• Prior adoption in research for benchmarking
medical LLMs.

Each dataset entry is sourced from peer-reviewed
publications, dataset repositories, or official doc-
umentation, ensuring reliability and relevance.

A.2 Structure and Organization of the Table

Table 4 consists of multiple columns capturing es-
sential details of each dataset. The rows represent
individual datasets, categorized into two groups:

1. Knowledge-Based Datasets: These datasets
primarily support factual medical knowledge
extraction and diagnostic reasoning.

2. Conversation-Based Datasets: These
datasets primarily focus on patient commu-
nication, interactive dialogue dynamics, and
empathetic medical consultation.

Columns in the Table:

• Dataset Name: The name of the dataset,
along with references to primary sources.

• Clinical Properties: The primary medical
communication focus (e.g., symptom inquiry,
clinical consultation).

• Data Type: The nature of data collected, such
as multiple-choice questions (MCQA), doctor-
patient QA, or multi-turn dialogues.

• Annotation: The level of annotation provided,
including question labels, structured metadata,
or conversational tags.

• Scale: Dataset size, measured in number of
examples, interactions, or QA pairs.

• Application Papers: Some of the key re-
search papers that have used this dataset for
model fine-tuning or evaluation.

A.3 Dataset Grouping and Distribution

The datasets are categorized into two types:

(A) Knowledge-Based Datasets

• Medical Licensing and Board Exam
Datasets: Standardized MCQA datasets
sourced from medical board exams (e.g.,
MedQA, CMExam, MedMCQA).

• Scientific Literature-Based QA: Datasets
such as PubMedQA, BioASQ, MedQuAD, ex-
tracting knowledge from academic sources.

• Electronic Health Record (EHR)-Based
QA: Structured datasets like emrQA that uti-
lize clinical records.

(B) Conversation-Based Datasets

• Single-Turn Symptom Inquiry Datasets:
Datasets such as HealthCareMagic-100k,
iCliniq10k, Huatuo-26M provide doctor re-
sponses to patient symptom descriptions.

• Multi-Turn Doctor-Patient Consultation
Datasets: Including MedDG, BianQueCor-
pus, CMtMedQA, these datasets capture ex-
tended interactions between doctors and pa-
tients.

• Mental Health Counseling Transcripts: The
Psych8K dataset focuses on counseling con-
versations.
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A.4 Construction and Purpose of Table 5

Table 5 presents a structured taxonomy of core
clinical scenarios that define patient–provider com-
munication. This taxonomy is systematically syn-
thesized from gold-standard frameworks widely
adopted in medical education and assessment, in-
cluding the Objective Structured Clinical Exami-
nation (OSCE), Accreditation Council for Gradu-
ate Medical Education (ACGME) competencies,
the SEGUE framework, the Calgary–Cambridge
Guide, and the Kalamazoo Consensus Statement.

The table enumerates 12 distinct clinical scenar-
ios, each corresponding to a critical communicative
context in patient care. For each scenario, the table
provides:

A concise scenario name (e.g., "History Taking
and Initial Assessment"), A definition clarifying
its scope and communicative purpose, The frame-
works or guidelines from which the scenario is
derived. This taxonomy underpins our scenario-
based mapping of dataset coverage (see Section 2),
enabling fine-grained analysis of whether existing
datasets adequately reflect the full range of clini-
cal communication requirements. It also supports
downstream evaluation and model development by
explicitly connecting scenario types to the compe-
tencies expected in real-world practice.

A.5 Overview and Organization of Table 6

Table 6 offers a comprehensive summary of the
evaluation metrics most commonly used in the as-
sessment of medical LLMs. Metrics are grouped
by their methodological approach (automated vs.
human-rated), the type of task they are designed
to assess, and their relevance to either knowledge-
based or communication-based evaluation.

Columns in this table include:
Metric: The name of the metric (e.g., Accuracy,

F1 Score, BLEU, Empathy Score). Definition: A
brief description of what the metric measures and
how it is calculated. Rater: Whether the metric is
computed automatically or via human annotation.
Application: The context or task where the metric
is typically applied (e.g., MCQA, dialogue, sum-
marization, counseling). Reference: Key literature
sources or benchmarks that have used the metric.
The table distinguishes between classical metrics
for factual correctness (e.g., Accuracy, F1, Exact
Match), generative metrics for open-ended or di-
alogue tasks (e.g., BLEU, ROUGE, BERTScore),
and human-centered metrics for nuanced attributes

like empathy, fluency, or counseling effectiveness.
Composite or task-specific metrics, such as Halluci-
nation Score or Proactive Questioning, are also in-
cluded to highlight recent methodological advances
in model assessment.

This overview enables practitioners and re-
searchers to select appropriate evaluation criteria
for different clinical communication scenarios and
model objectives, while highlighting the limitations
of relying solely on surface-level or automated met-
rics.

A.6 Structure and Rationale of Table 7
Table 7 catalogs the principal frameworks and
checklists used to evaluate patient–provider com-
munication, especially in the context of human-
centered or scenario-based model evaluation.
These instruments are drawn from validated tools in
clinical education, such as the Calgary–Cambridge
Guide, SEGUE Framework, OSCE communication
subscores, and specialty checklists for empathy,
teach-back, and uncertainty communication.

Key columns include:
Metrics: The name of the evaluation framework

or checklist. Definition: A short description of the
framework’s overall focus and intended use. Core
Elements: The principal domains or items assessed
(e.g., rapport, information gathering, explanation,
empathy, shared decision making). Scene: The
clinical scenarios (by scenario number from Ta-
ble 5) where the framework is most applicable. The
table clarifies how each instrument decomposes
clinical communication into observable skills, of-
fering granularity for both formative (feedback, ed-
ucation) and summative (high-stakes assessment,
benchmarking) evaluation. For instance, the Cal-
gary–Cambridge Guide and SEGUE Framework
assess communication across all phases of the clini-
cal encounter, while empathy scales and teach-back
checklists provide focused measurement for spe-
cific communicative functions.

This structured inventory is intended to guide
both model developers and evaluators in aligning
dataset annotation, training objectives, and LLM
evaluation protocols with authentic clinical stan-
dards and gold-standard assessment practices.

A.7 Evaluation Criteria and Scoring Rubric
for Medical LLM Patient-Provider
Communication

To systematically evaluate the patient-provider
communication skills of medical LLMs, we
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adopted a comprehensive set of communication
metrics and a structured scoring rubric. This frame-
work was designed to assess the quality of single-
turn, open-ended responses generated by medical
LLMs in simulated clinical consultations.
Domains of Evaluation in Table Table 8: The
evaluation rubric covers eight key domains of
patient-provider communication, each reflecting
a critical aspect of effective clinical interaction:

• Rapport/Introduction: Initiating the conversa-
tion warmly, establishing trust, and clarifying
the purpose.

• Information Gathering/Questioning: Actively
eliciting patient details, clarifying symptoms,
and seeking relevant background.

• Active Listening/Clarification: Demonstrating
understanding through paraphrasing, summa-
rization, or clarification requests.

• Information Giving/Explanation: Providing
clear, relevant, and accessible information in
response to patient queries.

• Empathy/Support: Recognizing and validat-
ing patient emotions, and offering support or
encouragement.

• Structure/Organization: Presenting informa-
tion logically, with coherent transitions and
clear progression.

• Closing/Next Step: Summarizing key points,
outlining follow-up actions, and providing clo-
sure.

• Shared Decision Making: Presenting care op-
tions, discussing pros and cons, and inviting
patient participation in decision-making.

Scoring Guidelines in Table 9: Each domain is
scored based on the presence and quality of rel-
evant communicative behaviors, according to the
following scale:

Communication Scoring Guidelines

0 = Absent: The domain is not demonstrated in the LLM’s
response.
1 = Partial/Unclear: The domain is present but weak,
unclear, generic, or incomplete.
2 = Clear/Present: The domain is clearly and effectively
demonstrated.
NA = Not Applicable: Used only if the domain cannot
logically be expressed in a single-turn response.

For each response, raters assign scores and pro-
vide brief explanations or direct quotes to justify
their ratings for each domain.
Evaluation Procedure: Raters are instructed to:

• Read the patient query and the LLM’s re-
sponse in full.

• Assess each communication domain using the
definitions, behavioral indicators, and anchor
examples provided in the rubric.

• Assign a score (0,1,2,or NA) for each domain
and record a justification.

• Enter scores and explanations into a structured
output table.

This rubric is the primary instrument employed
in our experiments to evaluate the patient-provider
communication quality of various medical LLMs,
including Qwen and Llama, across different test
sets and interaction scenarios in our experiments.
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Table 4: Summary of Medical QA and Communication Datasets

Dataset Source Data Type Annotation Scale

Knowledge-Based Datasets

MedQA (Jin et al.,
2021)

Medical Licensing and
Board Exam Question
Bank

MCQA medical licensing exam ∼60K

MedMCQA (Pal
et al., 2022)

MCQA medical exam and mocked tests
created by human experts Explanations provided ∼193K

MultiMedQA
(Singhal et al.,
2022)

MCQA and Open QA synthesized from 7
medical QA datasets (MedQA,
MedMCQA, PubMedQA, MMLU,
LiveQA, MedicationQA,
HealthSearchQA)

∼474K development
set and 9K test set

CMExam (Liu et al.,
2024a) MCQA medical licensing exam

Question labels: disease groups,
clinical departments, medical
disciplines, areas of competency,
and question difficulty levels

∼60K

XMedBench (Wang
et al., 2024d)

MCQA synthesized from multilingual
medical QA datasets

BioASQ (Krithara
et al., 2023)

Scientific Literature-
Based Medical QA

Biomedical QA (including both exact
answer and ideal answer) from scientific
literature with references and supporting
material

Structured QA labels (e.g., question
type, concept, answer, reference,
supporting material)

∼5K

PubMedQA (Jin
et al., 2019)

Biomedical QA collected from PubMed
abstracts

Each QA instance labeled:
Question + Context + Long Answer
+ Final Answer (yes/no/maybe)

∼1k
expert-annotated,
211.3k generated QA,
61.2k unlabeled

MedQuAD (Abacha
et al., 2019) Medical QA sourced from NIH websites Each QA instance labeled: Question

+ Answer + Source + Focus Area ∼47K

BiMed1.3M (Pieri
et al., 2024)

MCQA, medical Q&A, and multi-turn
patient communication simulated with
ChatGPT

∼1.3M samples
(423.8K Q&A,
638.1K MCQA,
249.7K chat)

Medication QA
(Abacha et al.,
2019)

Medication Q&A
Each QA instance labeled: Focus
(Drug) + Question Type + Answer +
Section Title + URL
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emrQA (Pampari
et al., 2018)

Electronic Health Record-
Based QA

EHR-based Q&A, including both
question-logical form pairs and QA pairs

EHR documents annotated with QA
(QA and Question-Logical
Form-Answer Evidence)

∼1M
question-logical form
pairs, 400K Q&A

Communication-Based Datasets

HealthCareMagic-
100K (Li et al.,
2023b)

Single-Turn Online
Symptom Inquiry

Real-world user queries with doctor
responses on an online health platform ∼100K

iCliniq10K (Li et al.,
2023b)

Real-world user queries with doctor
responses on an online health platform ∼10K

cMedQA (Zhang
et al., 2017)

Real-world patient queries answered by
doctors from online medical QA forum

Question with a pair of ground truth
answer and an incorrect answer;
Total Questions: Q (54K) & A
(102K); Training Set: Q (50K) & A
(94K); Development Set: Q (2K) &
A (4K); Test Set: Q (2K) & A (4K)

Huatuo-26M (Li
et al., 2023a)

Real-world patient queries answered by
doctors from online medical QA forum;
Medical QA collected from medical
encyclopedia; Medical QA collected
from knowledge graph

∼26M

BianQue Corpus
(Chen et al., 2023a)

Multi-Turn Patient-
Provider Conversation

Real-world multi-turn doctor-patient
conversations

∼2.4M conversation
samples

MedDG (Liu et al.,
2022)

Real-world multi-turn doctor-patient
conversations

Each sentence labeled: Role
(Doctor/Patient) + Symptom +
Medicine + Examination +
Attribute + Disease

18K

MedDialog (Zeng
et al., 2020)

Real-world multi-turn doctor-patient
conversations from online consultation
website. Each consultation includes:
description of medical conditions and
patient history + doctor-patient
conversation + diagnosis and treatment
suggestions

∼3.4M
conversations in
Chinese, 0.26M
conversations in
English

NoteChat (Wang
et al., 2023)

Synthetic doctor-patient conversations
generated via LLMs based on 167K case
reports in the PMC-Patients dataset and
1.7K structured short doctor-patient
conversations in the MTS-Dialog dataset

∼10K

CMtMedQA (Yang
et al., 2024)

Real-world multi-turn doctor-patient
conversations standardized with
self-instruction method

70K multi-turn
dialogues and 400K
single-turn
conversations

Psych8K (Liu et al.,
2023)

Mental Health Counsel-
ing Transcript

Real-world in-depth counseling
transcripts, de-identified and segmented
into 10-round short conversations via
GPT-4

Annotated on counseling metrics
via GPT-4 (e.g., direct guidance,
approval & reassurance,
interpretation, self-disclosure, etc.)

∼8K conversation
fragments
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Table 5: Taxonomy of Clinical Scenarios of Patient-Provider Communication

No. Scenario Definition Frameworks

1 History Taking and Ini-
tial Assessment

Systematic gathering of information about a patien’s
symptoms, concerns, and relevant background to inform
diagnosis and initial care.

OSCE, ACGME, SEGUE, Cal-
gary–Cambridge

2 Screening, Routine and
Preventive Care

Conducting proactive health maintenance activities, in-
cluding screening, immunizations, and preventive advice,
typically during well or follow-up visits.

OSCE, ACGME, Cal-
gary–Cambridge

3 Patient Education Provision of clear, relevant, and accessible health infor-
mation about conditions, tests, treatments, or prevention,
tailored to patient understanding.

OSCE, ACGME, SEGUE, Cal-
gary–Cambridge, Kalamazoo

4 Counseling and Behav-
ioral Intervention

Providing guidance, motivation, and support for health-
related behavior change or psychosocial issues (e.g.,
lifestyle, risk reduction, coping).

OSCE, ACGME, SEGUE, Cal-
gary–Cambridge

5 Informed Consent Ensuring the patient understands and voluntarily agrees
to a proposed intervention, including its risks, benefits,
and alternatives.

OSCE, ACGME, SEGUE, Cal-
gary–Cambridge

6 Counseling on Proce-
dures

Explaining the purpose, steps, risks, benefits, and after-
care of medical or surgical procedures, and addressing
any patient questions or concerns.

OSCE, ACGME, SEGUE, Cal-
gary–Cambridge

7 Shared Decision Making Engaging the patient as a partner in choices about their
care, including eliciting values, presenting options, and
supporting deliberation.

ACGME, SEGUE, Cal-
gary–Cambridge, Kalamazoo

8 Breaking Bad News Delivering difficult, unexpected, or life-altering infor-
mation with empathy and clarity, while supporting the
patient’s emotional response.

OSCE, SEGUE, Cal-
gary–Cambridge, Kalamazoo

9 Acute and Emergency
Encounters

Assessing and managing new, urgent, or life-threatening
symptoms or events, requiring rapid clinical action and
clear, focused communication.

OSCE, ACGME, Cal-
gary–Cambridge

10 Rehabilitation / Chronic
Disease Management

Supporting ongoing care, self-management, and func-
tional recovery for patients with chronic illness or dis-
ability, emphasizing partnership and follow-up.

OSCE, ACGME, Cal-
gary–Cambridge

11 Referrals and Care Tran-
sitions

Coordinating and communicating the handover of care
to another provider or service to ensure continuity and
patient understanding.

OSCE, ACGME, SEGUE, Kala-
mazoo

12 Addressing Patient Con-
cerns / Barriers

Identifying and helping patients overcome social, cul-
tural, financial, or psychological barriers to care and
responding to specific worries or needs.

OSCE, ACGME, SEGUE, Cal-
gary–Cambridge, Kalamazoo

Note: OSCE = Objective Structured Clinical Examination (Newble, 2004); ACGME = Accreditation Council for Graduate Medical Education Common Program
Requirements (ACGME, 2023); SEGUE = SEGUE Framework for communication (Makoul, 2001b); Calgary–Cambridge = Calgary–Cambridge Guide to the
Medical Interview (Kurtz and Silverman, 1996; Silverman et al., 2016); Kalamazoo = Kalamazoo Consensus Statement (Makoul, 2001a).
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Table 6: Common Evaluation Metrics for Medical LLM Performance

Metric Definition Rater Application Reference

Accuracy Proportion of correct answers
out of total questions/instances Automated MCQ, open-ended QA (Jin et al., 2021; Pal

et al., 2022)

F1 Score Harmonic mean of precision
and recall Automated

QA, entity prediction,
named entity recognition
(NER)

(Jin et al., 2019;
Abacha et al., 2019)

Precision Proportion of true positives out
of predicted positives Automated Entity extraction, QA (Liu et al., 2022;

Abacha et al., 2019)

Recall Proportion of true positives out
of actual positives Automated Entity extraction, QA (Liu et al., 2022;

Abacha et al., 2019)

Exact Match
Percentage of answers that
exactly match the reference
answer

Automated Short answer QA,
open-ended QA (Abacha et al., 2019)

BLEU N-gram precision score between
generated and reference text Automated Dialogue generation,

summarization
(Liu et al., 2022;
Zeng et al., 2020)

ROUGE Recall-oriented measure of
overlapping n-grams/sequences Automated Dialogue, summarization,

open-ended QA
(Liu et al., 2022;
Wang et al., 2023)

BERTScore
Embedding-based semantic
similarity between generated
and reference text

Automated Dialogue, summarization (Liu et al., 2022;
Wang et al., 2023)

Perplexity Measures how well the model
predicts the next token Automated Language modeling,

dialogue, QA (Zeng et al., 2020)

Proactive
Questioning
Assessment

Measures LLM’s ability to
proactively ask relevant
follow-up questions

Automated /
Human

Medical chatbots,
proactive dialogue, triage

(Chen et al., 2023a;
Yang et al., 2024)

Fluency
Human annotator assessment of
grammatical, readable, natural
text

Human Dialogue, counseling,
summarization

(Liu et al., 2023,
2022; Wang et al.,
2023)

Coherence Logical flow and context
retention in multi-turn dialogue Human Dialogue, counseling

(Liu et al., 2023,
2022; Wang et al.,
2023)

Completeness Degree to which the response
covers all required information Human QA, clinical case

assessment, summarization
(Jin et al., 2021;
Zeng et al., 2020)

Adequacy Appropriateness /
informativeness Human QA, clinical dialogue (Zeng et al., 2020)

Hallucination
Score

Rate of unsupported or
incorrect content in output

Automated /
Human

Summarization, dialogue,
QA

(Liu et al., 2022;
Dou et al., 2023)

Consistency
Score

Degree of alignment with
ground truth and logical flow
across dialogue turns

Automated /
Human Dialogue, QA (Liu et al., 2022;

Dou et al., 2023)

Intent Accuracy Correct prediction of dialogue
intent or action Automated Dialogue act prediction,

task-oriented dialogue
(Zeng et al., 2020;
Dou et al., 2023)

Counseling
Metrics

Multi-dimensional scores for
empathy, listening, guidance,
etc.

Human Mental health counseling,
communication evaluation

(Liu et al., 2023;
Wang et al., 2023)
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Table 7: Performance Evaluation Metrics for Patient-Provider Communication

Metrics Definition Core Elements Scene

Calgary-Cambridge
Guide (Kurtz and
Silverman, 1996)

Comprehensive assessment of
all phases of clinical communi-
cation; used for education, feed-
back, research.

5 domains: initiating session, gathering info, build-
ing relationship, explanation/planning, closing ses-
sion. Items: rapport, agenda-setting, open/closed
Qs, active listening, summarizing, patient cues, ex-
planations, shared decisions, closure.

1–12

SEGUE
Framework (Makoul,

2001b)

Structured observer rating for
patient-centered provider com-
munication.

5 domains: set stage, elicit info, give info, under-
stand perspective, end encounter. Items: greeting,
respect, open Qs, info delivery, clarification, empa-
thy, follow-up.

1–12

OSCE Communication
Subscores (Hodges

et al., 1996)

Standardized patient/examiner
checklist for core communica-
tion in clinical scenarios and
high-stakes exams.

Items: rapport, open/closed Qs, listening, empathy,
info giving, structure, summary, shared decision
making, professionalism, closing.

1–12

Empathy Scales
(CARE (Mercer et al.,

2004), RIAS (Ryan
et al., 2001))

Evaluate relational and affec-
tive communication.

CARE: at ease, listening, understanding, compas-
sion, clear explanations, empowerment. RIAS: fre-
quency coding for empathy, partnership, social talk,
open/closed Qs, info-giving.

3, 4, 5, 6,
8, 10, 12

Teach-Back
Checklist (Schillinger

et al., 2003)

Assess whether provider checks
patient understanding via teach-
back.

Items: use plain language, ask patient to restate
info, clarify misunderstanding, check understand-
ing at key points, encourage questions.

2, 3, 4, 10,
12

History-Taking
Competency

Checklist (Kalet et al.,
2012)

Evaluate comprehensiveness
and structure of clinical history-
taking.

Items: introduction, agenda, open/closed Qs, listen-
ing, summarize/clarify, HPI, PMH, meds, allergies,
family/social, risk factors, closure with plan.

1, 9, 10,
12

Uncertainty
Communication

Checklist (Simpson and
Buckman, 2007)

Assess provider skill in dis-
cussing diagnostic/prognostic
uncertainty.

Items: state uncertainty, explain reasons, share
diagnostic reasoning, next steps, discuss risks/ben-
efits, invite questions, check understanding.

3, 5, 6, 8,
10, 12

Counseling &
Intervention Skills

Checklist (Miller and
Rollnick, 2012)

Assess skills in motivational in-
terviewing and behavioral coun-
seling.

Items: elicit readiness to change, reflective listen-
ing, affirm strengths, avoid argument, offer advice
w/ permission, summarize, collaborate on plan,
follow-up.

4, 7, 10,
12
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Table 8: Comprehensive Evaluation Metrics for Patient-Provider Communication

Domain Definition Example Behavioral Indicators Sample Rating

1. Rapport/
Introduction

Initiates warmly, establishes trust,
clarifies purpose or agenda.

Greets or welcomes patient; addresses
respectfully; introduces self or role; thanks
patient; clarifies purpose; acknowledges
receipt of query.

0–2 scale (absent/-
partial/clear)

2. Information
Gathering/
Questioning

Attempts to elicit more
information, clarify symptoms, or
check details.

Asks open-ended questions (“Can you tell me
more about...”); seeks details; clarifies
ambiguous symptoms; checks for associated
symptoms (“Do you also experience...?”).

0–2 scale; checklist
for open/focused
Qs

3. Active
Listening/
Clarification

Demonstrates understanding by
reflecting, paraphrasing,
summarizing, or checking
comprehension.

Restates or paraphrases patient’s main
complaint; summarizes patient’s symptoms;
reflects emotion or concern (“You mentioned
you feel dizzy and nauseous...”); seeks
clarification.

0–2 scale; number
of clarifications

4. Information
Giving/
Explanation

Provides relevant information or
advice in clear, accessible
language.

Clear explanation of diagnosis/condition; uses
plain language; avoids jargon; organizes
explanation logically; checks for
understanding (“Does that make sense?”);
uses teach-back techniques.

0–2 scale; checklist
for plain language

5. Empathy/
Support

Expresses understanding,
validation, support, or
reassurance.

Recognizes and responds to patient emotions
(“I can understand this is upsetting...”); affirms
patient’s concerns; offers encouragement;
provides supportive statements.

0–2 scale;
empathy/support
phrase count

6. Structure/
Organization

Arranges information logically,
uses transitions and summaries,
avoids confusion.

Clear order of ideas; logical flow; uses
transition phrases (“Now, let’s discuss...”);
summarizes before moving to next topic; no
abrupt topic changes or disorganization.

0–2 scale; checklist
for transitions

7. Closing/ Next
Step

Concludes with summary, next
steps, or explicit invitation for
further questions.

Summarizes advice or diagnosis; outlines
follow-up steps; invites further questions (“Is
there anything else?”); thanks patient; gives
clear or explicit action.

0–2 scale; presence
of summary/plan

8. Shared
Decision Making

Engages the patient in choices
about their care,
values/preferences, or options.

Presents more than one option; discusses
pros/cons; asks for patient’s preferences
(“Would you prefer...?”); supports patient
autonomy; encourages participation in
decisions.

0–2 scale; checklist
for SDM behaviors
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Table 9: Scoring Rubric for Patient–Provider Communication. Each domain is scored on a 3-point scale: 0 = Absent
(behavior not demonstrated), 1 = Partial/Unclear (behavior partially demonstrated or unclear), 2 = Clear/Present
(behavior clearly demonstrated).

Domain Score = 0 Score = 1 Score = 2 Example Anchors / Behaviors

Rapport /
Introduction

No greeting or
acknowledgment

Generic greeting;
lacks warmth or
purpose

Warm greeting,
thanks, and clear
purpose/role
introduction

“Hello, thank you for your question.
I’m Dr. X. How can I help you
today?”

Information
Gathering

No questions; no
attempt to elicit
information

Vague or closed
questions; limited
clarification

Open-ended
focused questions;
adapts to patient
context

“Can you tell me more about your
symptoms? When did they start?”

Active Listening Ignores or
misinterprets
concerns

Some
acknowledgment,
but incomplete or
vague

Restates/paraphrases
key concerns;
summarizes points

“You mentioned dizziness when
standing up and nausea—that sounds
uncomfortable.”

Information
Giving

No explanation
or unclear
jargon-heavy info

Partial or unclear
information

Clear, relevant,
organized
explanation;
checks
understanding

“BPPV is a common cause of
dizziness and usually resolves in
days.”

Empathy /
Support

No emotional
recognition or
support

Generic sympathy
(“I understand”),
nonspecific

Explicit
recognition and
validation; offers
encouragement

“I can understand this is worrying for
you. You’re not alone—many feel
this way.”

Structure /
Organization

Disorganized;
abrupt topic
changes

Some structure but
weak sequencing

Logical flow; clear
transitions and
signposting

“First, let’s review your symptoms.
Then we will discuss treatment
options.”

Closing / Next
Steps

Abrupt ending;
no summary or
plan

Mentions next
steps but unclear
or brief

Summarizes
points; outlines
plan; invites
questions;
expresses thanks

“To sum up, I recommend seeing an
ENT. Let me know if you have more
questions.”

Shared Decision
Making

Presents only one
option; ignores
preferences

Mentions options
but no meaningful
engagement

Discusses options,
pros/cons; elicits
preferences;
supports autonomy

“There are several approaches.
Would you prefer exercises or seeing
a specialist?”
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