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Abstract

In this work, we address the problem of fine-
grained traceback of emotional and manipula-
tion characteristics from synthetically manipu-
lated speech. We hypothesize that combining
semantic—prosodic cues captured by Speech
Foundation Models (SFMs) with fine-grained
spectral dynamics from auditory representa-
tions can enable more precise tracing of both
emotion and manipulation source. To vali-
date this hypothesis, we introduce MiCuNet,
a novel multitask framework for fine-grained
tracing of emotional and manipulation at-
tributes in synthetically generated speech. Our
approach integrates SFM embeddings with
spectrogram-based auditory features through
a mixed-curvature projection mechanism that
spans Hyperbolic, Euclidean, and Spherical
spaces guided by a learnable temporal gat-
ing mechanism. Our proposed method adopts
a multitask learning setup to simultaneously
predict original emotions, manipulated emo-
tions, and manipulation sources on the Emo-
Fake dataset (EFD) across both English and
Chinese subsets. MiCuNet yields consistent
improvements, consistently surpassing conven-
tional fusion strategies. To the best of our
knowledge, this work presents the first study to
explore a curvature-adaptive framework specifi-
cally tailored for multitask tracking in synthetic
speech.

1 Introduction and Related Work

The rapid evolution of synthetic speech technolo-
gies has ushered in a new era of expressive and
adaptable voice generation systems. Among these,
emotional voice conversion (EVC) has emerged
as a particularly transformative advancement, en-
abling the alteration of emotional tone in speech
while preserving the speaker’s identity and linguis-
tic integrity. Recent advances in synthetic speech
generation have raised new challenges not only
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for detecting manipulated audio but also for trac-
ing the original characteristics embedded within it.
Early research efforts, notably the ASVspoof series
(Wu et al., 2015; Kinnunen et al., 2017; Todisco
et al., 2019; Yamagishi et al., 2021), laid a strong
foundation for detecting spoofed speech, initially
targeting synthetic speech generated via text-to-
speech (TTS) and voice conversion (VC) systems,
and gradually expanding to address more realistic
replay attacks and deepfake scenarios. (Yamag-
ishi et al., 2021) introduced additional challenges
involving deepfake audio, compression artifacts,
and mismatched telephony conditions, underscor-
ing the growing sophistication of modern spoofing
attacks. In parallel, Miiller et al. (2024) systemat-
ically evaluated the generalization limits of audio
deepfake detectors, exposing critical vulnerabili-
ties when models trained on controlled datasets
were tested on in-the-wild samples. Beyond au-
thenticity verification, research has increasingly
shifted towards fine-grained emotion modeling. Re-
cent works such as pre-finetuning approaches for
emotional speech recognition (Chen and Yu, 2023)
and emotion prompting techniques (Zhou et al.,
2023) demonstrate the benefits of task adaptation
and multi-task learning to capture subtle emotional
cues. Emotional manipulation in synthetic speech
has also gained attention, with advances in control-
lable emotional voice conversion (Qi et al., 2024)
and fine-grained emotion control in voice cloning
systems like EmoKnob (Chen et al., 2024).

(Han et al., 2025) showed that self-supervised
models match human performance in cross-lingual
SER, albeit with notable dialectal variability. Com-
plementing this, (Upadhyay et al., 2024) proposed
a layer anchoring approach to enhance generaliza-
tion by aligning internal transformer layers across
languages. (Baklouti et al., 2024) further addressed
the domain mismatch using MMD-based transfer
learning with 2D spectrograms, specifically target-
ing low-resource emotion transfer. Multitask learn-
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ing (MTL) has emerged as an effective strategy to
improve SER by encouraging the model to learn
shared structures across related tasks. A recent
MTLSER framework (Chen et al., 2025) co-learned
emotional and auxiliary cues to improve predic-
tion robustness, while (Wang and Shen, 2024) in-
tegrated speech feature enhancement into a soft
decision tree—-L.STM hybrid. Coordinate attention
mechanisms have also been explored in multitask
setups, such as in the work of (Sun et al., 2025),
where SER accuracy was improved by adaptively
focusing on salient emotional regions. The struc-
tural properties of emotion space have prompted
research into non-Euclidean embeddings. (Arafio
et al., 2021) explore hyperbolic geometry for multi-
modal sentiment and emotion classification, reveal-
ing that hierarchical relationships between emo-
tional states can be better preserved in hyperbolic
space. This line of work provides a strong prece-
dent for our own investigation into mixed-curvature
manifold representations. Recent advances in emo-
tional speech synthesis underscore the growing con-
cern over emotionally manipulated audio. (Zhu
et al., 2024) presents METTS, a multilingual text-
to-speech model capable of disentangling speaker
identity, language, and emotion to support high-
fidelity emotional speech synthesis across speakers
and languages. Extending this, (Li et al., 2023)
introduces a zero-shot framework for cross-lingual
emotion transfer, using predictive coding and hier-
archical emotion modeling to synthesize expressive
speech in unseen languages without emotional su-
pervision. However, existing approaches largely
focus either on binary detection or broad catego-
rization, leaving the fine-grained tracebacking of
original emotional states in manipulated speech
largely unexplored. Addressing this critical gap,
we propose MiCuNet (Mixed-Curvature Network)
for a synthetic speech framework designed for fine-
grained emotion and tracing of manipulation source
from synthetic speech.

Beyond authenticity verification, research has
increasingly shifted towards fine-grained emotion
modeling. We hypothesize that leveraging SFMs
together with rich spectrogram-based auditory fea-
tures has an ability. As synthetic speech systems
become increasingly indistinguishable from natural
speech, the need for granular interpretability and
attribution in detection frameworks becomes not
only relevant but imperative. For the recognition
of the original emotional state, the manipulated
current emotion, and the underlying manipulation

source model. To validate this hypothesis, we pro-
pose MiCuNet, a mixed-curvature feature fusion
framework that systematically integrates these di-
verse representations under a multitask learning
objective. To evaluate our hypothesis, we carry
out a comprehensive comparison of state-of-the-art
speech foundation models, including multilingual,
monolingual, and speaker recognition pretraining
paradigms. We integrate embeddings extracted
from x-vector, MMS, XLS-R, Whisper, WavLM,
and Wav2Vec 2.0 with spectrogram-based auditory
representations obtained through STFT, CQT, and
Wavelet transforms. This diverse feature integra-
tion is projected through the MiCuNet framework
under a mixed-curvature multitask learning setup
to enable fine-grained tracing of emotional and ma-
nipulation characteristics from synthetic speech.
To summarize, key contributions of this work
are as follows: (i) To the best of our knowledge,
we are the first large-scale and systematic study ex-
ploring the effectiveness of SFMs for fine-grained
emotion and manipulation source tracing from syn-
thetically manipulated speech. Our experiments
reveal that multilingual SFMs consistently outper-
form monolingual and speaker recognition models
across both English and Chinese subsets. To this
end, our work represents the first exploration of
Speech foundation models for the tracebacking for
the source-attributes task on the EmoFake dataset, a
direction previously unexplored. (ii) We propose a
novel fusion framework, MiCuNet, which synchro-
nizes embeddings through a mixed-curvature pro-
jection into three geometric spaces such as Hyper-
bolic, Euclidean, and Spherical via a learnable gat-
ing mechanism. Through MiCuNet, we achieve su-
perior performance compared to individual SFMs
and standard fusion baselines, setting a new bench-
mark for fine-grained emotional forgery detection
(EFD) in synthetic speech.

All resources (code, configs, and model weights)
are available at:'

2 Representations

In this section, we describe the detailed representa-
tions of the speech foundation models (SFMs) and
spectrogram features adopted in our approach.

Speech PTMs: We use wav2vec 2.0> (Baevski

'https://github.com/Helixometry/
MiCuNet-IJCNLP-AACL

2https://huggingface.co/facebook/
wav2vec2-base
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Figure 1: The MiCuNet architecture. (a) Full pipeline: modality-specific encoders process PTM and spectrogram
features using 1d and 3d CNNss, respectively, followed by self-attention, cross-modal attention, concatenation, and
a curvature-aware fusion module. (b) Learnable Gating Mechanism: generates dynamic weighting coefficients
for each manifold space using a feedforward network and a softmax layer. (¢) Mixed-Curvature Projection:
input representation is projected in parallel onto hyperbolic, Euclidean, and spherical manifolds using shared
transformation layers. (d) Unified Fusion Head: weighted combination of manifold-specific embeddings followed

by multitask heads for OE, CE, and M prediction.

et al., 2020), wavLM? (Chen et al., 2022), MMS*
(Pratap et al., 2024), we use XLS-R5 (Babu et al.,
2022), x-vector® (Snyder et al., 2018), and Whis-
per7 (Radford et al., 2023) as our speech founda-
tion models. wav2vec 2.0 and wavLM are self-
supervised PTMs trained on 53k and 94k hours
of unlabeled audio, respectively, solving masked
prediction tasks. wavLM further includes speech
denoising during pretraining and improves general-
ization across tasks. MMS is trained on 1400 lan-
guages with 49k hours of labeled and 55k hours of
unlabeled data and built on wav2vec 2.0 backbone.

3https ://huggingface.co/microsoft/wavim-base
4https ://huggingface.co/facebook/mms-1b
Shuggingface.co/...xls-r-300m
https://huggingface.co/speechbrain/
spkrec-xvect-voxceleb
"https://huggingface.co/openai/whisper-base

XLS-R extends wav2vec 2.0 to 128 languages us-
ing a multilingual contrastive learning setup. Whis-
per is trained in a fully supervised manner on 680k
hours of web data for ASR, VAD, translation, and
language ID. X-vector is a TDNN model trained
on VoxCeleb1+2 for speaker verification. We use
base versions of wav2vec 2.0 and wavLM (trained
on English LibriSpeech). For feature extraction,
we average pool the last hidden layer of all models.
For Whisper, we extract from the encoder output.
Audio is resampled to 16kHz. Representation di-
mensions are: 768 (wav2vec 2.0, wavLM), 1280
(MMS, XLS-R), 512 (x-vector, Whisper).

Spectrogram Features: We use handcrafted fea-
tures extracted from three time-frequency trans-
forms—STFT (Allen and Rabiner, 1977), CQT
(Brown, 1991), and WT (Mallat, 1989)—combined
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with four auditory filterbanks: Mel, Gammatone,
Linear, and DCT.

3 Modeling

3.1 Individual Representation Modeling

For downstream classification, we use task-specific
CNN architectures. The CNN consists of two 1d
convolutional layers (64 and 128 filters, kernel
size 3), each followed by ReL.U activation and
max pooling (pool size 2). The output is flattened
and passed through a dense layer with 120 units
(ReLU), followed by a softmax layer for classifi-
cation. In parallel, for spectrogram-based auditory
features, we implement a 3D CNN. The architec-
ture comprises three convolutional blocks with in-
creasing channel sizes (32 — 64 — 128). Each
block includes a 3x3x3 convolution, followed by
batch normalization and a ReL.U activation, and
is then followed by a 2x2x2 max pooling layer to
reduce the spatial and temporal dimensions.

3.1.1 MiCuNet

To better preserve nuanced emotional and manipu-
lation cues from synthetic speech, we introduced
MiCuNet, a mixed-curvature projection and fusion
network designed to preserve fine-grained emo-
tional and manipulation cues in synthetic speech.
The complete system is illustrated in Figure 1,
where Figure 1la depicts the full end-to-end archi-
tecture and Figures 1b—1d shows the key internal
modules.
Feature Extraction and Cross-Modal Alignment:
As illustrated in Figure 1a, we encode speech PTM
embeddings using a 1D-CNN and handcrafted spec-
trogram features using a 3D-CNN. To obtain fixed-
dimensional representations, we apply global aver-
age pooling across each modality’s temporal and
spatial dimensions. A cross-modal attention mod-
ule enables bidirectional contextual interaction be-
tween modalities. The resulting vectors are con-
catenated to form the joint embedding z°.
Mixed-Curvature Projection: As shown in Fig-
ure lc, visualizes how z? is projected in parallel
onto hyperbolic, Euclidean, and spherical mani-
folds using shared nonlinear transformations:
2% = o%(20), 2F = 3%(20), 2= o520
)
Here, ®™ ®F &S are nonlinear transformation
functions projecting into hyperbolic, Euclidean,
and spherical spaces, respectively.

To capture the diverse structural properties inherent
in emotional and manipulation signals, we leverage
these three fundamental geometric manifolds:

Hyperbolic Space (H'"): We use the Poincaré ball
model of hyperbolic space with Mobius geometry
to capture hierarchical and tree-like relationships
prevalent in manipulated speech structures. Let
D" = {x € R" : ||x]| < 1} denote the unit ball.
We employ Mobius addition 6, exponential map
expgﬂ, and logarithmic map logg]I centered at the
origin. The exponential map for projecting a Eu-
clidean tangent vector v onto the manifold is:

A%

expe(v) = tanh(v/e|v|) - eV ()
The corresponding logarithmic map is:
loggl(x) = tanh L (ve|x|) - —~—  (3)

velx||

Here, c is the curvature (learned during training),
and || - || denotes the Euclidean norm. The geodesic
distance used in this space is:

2
du(x.y) = tanh ([oxeyl) @)
This hyperbolic geometry enables MiCuNet to
model manipulation intensities and depth transi-
tions more effectively than Euclidean space alone.

Euclidean Space (IE"): The Euclidean component
of our mixed-curvature space serves as a conven-
tional baseline for capturing linear interactions in
the fused representation. No transformation is ap-
plied, and distances are measured using the Lo
norm:

de(x,y) = [|x — yll2 (5)

Euclidean embeddings complement the curvature-
rich counterparts by retaining locality-sensitive
structure in the feature space.

Spherical Space (S™): To capture cyclic or rota-
tional patterns in emotional expression, we project
part of the fused embedding onto a unit hyper-
sphere of positive curvature. We use exponential
and logarithmic maps centered at the north pole.
The exponential map is defined as:

expj(v) = cos(|[v]) -+ sin(|v]}) - = (6)
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\ E \ C
PTMs

| OE | CE | M | OE | CE | M

| A FI EER | A FI EER | A FI  EER | A FI EER | A FI EER | A Fl  EER
w2 69.67 68.36 11.18 | 7882 77.62 7.09 | 76.94 7525 9.76 | 67.81 6637 11.69 | 7728 76.64 7.44 | 75.68 7429 11.69
WL | 6405 6291 1288|7528 74.61 9.68 | 7452 7468 10.09 | 63.84 6251 1345|7467 7329 10.17 | 7273 71.68 1345
MM | 81.90 8044 529 |8745 8698 341 |8522 8310 395 | 7889 77.09 563 | 8401 8209 358 | 8119 79.65 5.63
XL 7954 7712 640 | 8532 8423 409 | 8170 79.16 449 | 7249 7112 676 | 82.93 80.99 429 | 77.69 76.14 6.76
w 60.93 59.50 13.56 | 65.78 6440 1073 | 63.20 6275 7.29 | 59.68 5824 14.19 | 64.81 6336 11.28 | 6245 61.89 14.19
XV 58.65 57.24 1451 | 63.58 6232 11.33 | 61.88 60.79 826 | 56.68 55.69 15.14 | 6257 61.64 11.82 | 6099 5947 15.14
S-LI | 7856 77.54 741 | 8123 80.12 353 | 79.82 7845 547 | 7726 7772 7.78 | 80.03 79.85 371 | 7872 7820 7.78
S-ME | 7523 7311 805 | 7634 7432 518 | 7741 7523 629 | 74.13 7328 844 | 7494 7410 540 | 7621 7505 844
S-GT | 7345 7135 845 | 7589 7389 598 |76.14 7512 684 | 7225 7180 8.84 | 7489 7355 624 | 7484 7550 884
C-ME | 7434 7234 974 | 7645 7485 6.08 |79.23 78.56 498 | 7284 72.60 10.24 | 7535 7470 6.38 | 78.03 7830 10.24
C-GT | 7289 7056 877 | 7156 7547 502 | 7678 7534 631 | 7169 70.10 927 | 7626 7520 524 | 7538 7560 9.27
C-LI |7589 7405 743 |7823 7612 648 | 7656 7498 7.00 | 7459 7430 7.77 |76.83 7635 679 | 7546 7470 7.77
W-ME | 7047 6825 1095 |74.12 7245 793 | 7134 69.84 892 | 6937 6850 1146|7262 7220 829 |70.14 69.60 11.46
W-GT | 76.34 7489 585 | 79.12 7823 528 | 7756 7598 566 | 7514 7510 6.15 | 7812 7800 555 | 7606 7575 6.15
W-LI | 7423 7212 1075|7845 7650 6.07 | 7685 7467 751 | 7293 7230 1143|7735 7630 6.33 | 7545 7440 1143

Table 1: Multitask performance on English (E) and Chinese (C) corpora for the following pre-trained models
(PTMs); Abbreviations used: Wav2vec 2.0 (W2), WavLM (WL), MMS (MS), XLS-R (XL), Whisper (W), XVector
(XV); and using spectral/time-frequency features: Constant-Q Transform—Gammatone (CQT_GAMMATONE
/ C-GT), Constant-Q Transform—Linear (CQT_LINEAR / C-LI), Constant-Q Transform—Mel (CQT_ME / C-
ME), Short-Time Fourier Transform—Gammatone (STFT_GAMMATONE / S-GT), Short-Time Fourier Trans-
form-Linear (STFT_LINEAR / S-LI), Short-Time Fourier Transform—Mel (STFT_ME / S-MEL), Wavelet Trans-
form—Gammatone (WT_GAMMATONE / W-GT), Wavelet Transform—Linear (WT_LINEAR / W-LI), Wavelet
Transform—Mel (WT_ME / W-ME). Abbreviations: OE = Original-Emotion; CE = Current-Emotion; M = Model
prediction; ACC = Accuracy; F1 = Fl-score; EER = Equal Error Rate. Abbreviations used are consistent across

Tables: 1,2,3,4,5,6.

Here, n denotes the north pole, and ||v|| is the
norm of the tangent vector. The geodesic (angular)
distance on the unit sphere is:

ds(x,y) = arccos((x,y)) @)

This space supports modeling speaker-intrinsic cy-
cles and oscillatory emotional trajectories that flat
or hyperbolic spaces do not capture well.

By combining these spaces, the MiCuNet layer
gains the capacity to model a broad spectrum of
geometric dependencies within the fused represen-
tation. Instead of relying on a single manifold, Mi-
CuNet projects the joint embedding onto three com-
plementary geometric spaces—hyperbolic, spheri-
cal, and Euclidean—each designed to capture dif-
ferent structural patterns in emotional speech. To
fuse these manifold-specific embeddings into a uni-
fied representation, we map them into a common
Euclidean space where standard arithmetic opera-
tions such as weighted summation can be applied.
This transformation is achieved through logarith-
mic maps, which convert each curved-space em-
bedding into its corresponding tangent space, ef-
fectively flattening the geometry for fusion. For a
point x in the hyperbolic space H", modeled via
the Poincaré ball with curvature ¢ > 0, the loga-
rithmic map to the Euclidean tangent space at the
origin is shown in equation 3.

Similarly, for a point x on the unit hypersphere
S™—1, the mapping to the tangent space at the north
pole n is:

x —cos(f)-n
sin(f) (®)
0 = arccos({x,n))

logs(z) =0 -
where

Once all embeddings are aligned in this shared
Euclidean space, MiCuNet performs a geometry-
aware fusion using a learnable gating mechanism.
This module dynamically assigns weights to each
manifold’s contribution, allowing the model to em-
phasize the most informative geometry based on
the task and input context. This fusion strategy not
only enables richer representation learning but also
enhances the model’s adaptability across different
emotional, linguistic, and generative conditions.

Multitask Output Heads: As shown in Fig-
ure 1d, zgyseq 1S passed to three independent fully-
connected heads for joint prediction of Current
Emotion (CE), Original Emotion (OE), and Manip-
ulation source (M). Each head includes a hidden
layer with ReLU activation followed by a softmax
classifier. We specifically consider Euclidean, Hy-
perbolic, and Spherical spaces as they represent
the three fundamental types of geometric curva-
ture—zero, negative, and positive. Each space
captures different structural relationships within
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the data, enabling the model to better adapt to
the diverse patterns present in synthetic speech,
such as linear trends, hierarchical manipulations,
and cyclical emotional shifts. By jointly lever-
aging these complementary manifolds, MiCuNet
gains greater flexibility and robustness in repre-
senting fine-grained emotional and manipulation
cues across languages. The total number of train-
able parameters varies between 3.8M and 5.6M,
contingent on the dimensionality of the input rep-
resentations.

4 Experiments

4.1 Dataset

For our experiments, we utilize the EmoFake
dataset by Zhao et al. (2024)%. The dataset in-
cludes recordings in two languages, English and
Chinese. It features five emotional states: Neu-
tral, Happy, Angry, Sad, and Surprise. A total of
20 speakers (10 English, 10 Chinese). Synthetic
(fake) emotional speech samples are created using
seven publicly available EVC models: VAW-GAN-
CWT, DeepEST, Seq2Seq-EVC, CycleGAN-EVC,
CycleTransGAN, EmoCycleGAN, and StarGAN-
EVC. Each subset contains 27,300 training sam-
ples, 9,100 development samples, and 17,500 test
samples. We adopt EmoFake as it uniquely pro-
vides aligned original/manipulated speech with
generator labels across two languages. The EVC
systems are part of the dataset specification (not
selected by us); we follow the released protocols
and splits.

Training Details: Our models undergo 50 epochs
using the Adam optimization algorithm with a start-
ing learning rate of 0.001 and mini-batches of 32
samples. For each of the three output tasks, we
optimize the cross-entropy objective. To mitigate
overfitting, we introduce dropout, gradually reduce
the learning rate over time, and stop training early
if validation performance degrades. We train and
evaluate the models separately on the English and
Chinese subsets. All experiments are conducted
on a workstation equipped with an NVIDIA RTX
3080 Ti 12 GB GPU, an Intel® Core™ i9-10900K
CPU, and 64 GB of RAM.

4.2 Experimental Results

In this section, we present the results of our experi-
ments, reporting performance across multiple tasks
and settings.

8https://zenodo.org/records/12806228

| Concatenation
Fusion
| (E-Tr) (E-Te) | (E-Tr) (C-Te) | (C-Tr) (C-Te) | (C-Tr) (E-Te)
|OE CE M |OE CE M |OE CE M |OE CE M
W2 +S-LI [3.60 2.15 3.05 5.16 3.21 4.32 3.83 2.26 3.24 4.62 2.81 3.98

W2 +S-ME |3.51 2.16 3.26 5.25 3.26 4.49 3.69 2.30 3.48 4.54 2.82 4.33
W2 +S-GT [3.52 2.36 3.39 5.41 3.38 4.57 3.74 2.52 3.58 4.55 3.04 4.39
W2 + C-ME [6.30 3.68 3.02 9.16 5.22 4.35 6.69 3.89 3.20 8.33 4.67 3.88
W2+ C-GT [4.87 2.82 3.63 7.05 4.14 5.11 5.20 2.98 3.83 6.33 3.62 4.77
W2+ C-LI |4.73 3.79 4.69 6.37 5.52 6.28 5.04 4.01 4.96 6.26 4.98 6.15
W2+ W-ME |5.48 4.70 4.81 7.45 6.36 7.27 5.79 4.96 5.09 7.19 6.13 6.36
W2+ W-GT |3.49 2.89 3.21 4.81 4.39 4.62 3.72 3.04 3.41 4.62 3.66 4.12
W2+ W-LI |5.19 3.13 4.57 7.27 4.63 6.27 5.51 3.29 4.80 6.80 4.03 5.98

WL +S-LI [3.82 2.23 3.16 5.21 3.25 4.36 4.02 2.35 3.32 4.97 2.93 4.07
WL + S-ME [3.93 2.26 2.98 5.33 3.32 4.55 4.15 2.41 3.18 5.13 2.94 3.97
WL + S-GT |3.62 2.50 3.43 5.51 3.44 4.63 3.83 2.66 3.64 4.70 3.26 4.39
WL + C-ME [6.87 3.60 2.97 9.31 5.31 4.44 7.35 3.82 3.16 8.99 4.67 3.90
WL + C-GT |5.08 2.78 3.66 7.13 4.19 5.20 5.36 2.94 3.91 6.56 3.63 4.73
WL + C-LI [4.41 3.68 4.43 6.44 5.61 6.34 4.71 3.92 4.68 5.86 4.76 5.76
WL + W-ME|5.13 4.51 5.43 7.58 6.43 7.40 5.44 4.76 5.76 6.60 5.84 7.05
WL + W-GT |3.19 3.08 3.18 4.87 4.45 4.66 3.40 3.28 3.40 4.16 4.02 4.11
WL + W-LI |5.52 3.47 4.49 7.39 4.71 6.38 5.87 3.70 4.78 7.10 4.55 5.96

MS +S-LI |1.62 1.02 1.45 2.32 1.48 1.99 1.73 1.09 1.54 2.12 1.31 1.92
MS + S-ME |1.64 1.01 1.43 2.23 1.50 2.10 1.73 1.06 1.52 2.15 1.32 1.88
MS +S-GT |[1.77 1.11 1.38 2.54 1.62 2.03 1.87 1.17 1.45 2.29 1.43 1.78
MS + C-ME |3.13 1.55 1.44 4.42 2.33 2.02 3.34 1.64 1.52 4.15 1.98 1.89
MS + C-GT |2.41 1.37 1.58 3.34 1.92 2.35 2.58 1.46 1.66 3.11 1.78 2.02
MS + C-LI |2.09 1.73 1.95 3.00 2.43 2.85 2.23 1.84 2.08 2.72 2.21 2.58
MS + W-ME [2.43 2.06 2.23 3.36 2.85 3.29 2.56 2.20 2.38 3.16 2.66 2.97
MS + W-GT [1.52 1.45 1.54 2.23 2.01 2.18 1.61 1.54 1.63 1.99 1.91 1.96
MS + W-LI |2.13 1.47 1.96 3.27 2.13 2.80 2.24 1.56 2.07 2.72 1.88 2.50

XL +S-LI |2.34 1.48 1.99 3.26 2.07 2.79 2.48 1.56 2.11 2.99 1.92 2.62
XL +S-ME [2.37 1.43 2.01 3.17 2.02 2.82 2.52 1.50 2.12 3.07 1.83 2.62
XL +S-GT [2.33 1.57 1.90 3.43 2.19 2.83 2.48 1.66 2.02 3.10 2.01 2.49
XL + C-ME [4.05 2.20 1.97 5.91 3.29 2.71 4.27 2.32 2.10 5.14 2.81 2.62
XL +C-GT |3.11 1.82 2.32 4.48 2.56 3.22 3.31 1.94 2.44 4.09 2.35 2.93
XL+ C-LI |2.90 2.45 2.94 4.01 3.43 3.94 3.05 2.57 3.12 3.75 3.20 3.88
XL+ W-ME [3.13 2.85 3.26 4.53 3.83 4.41 3.34 2.99 3.43 4.02 3.72 4.15
XL+ W-GT |2.13 1.97 2.06 3.06 2.77 2.93 2.28 2.10 2.17 2.82 2.52 2.69
XL+ W-LI [3.32 2.11 2.57 4.51 2.87 3.95 3.55 2.22 2.73 4.38 2.73 3.34

W + S-LI
W + S-ME
W+ S-GT
W + C-ME
W + C-GT
W + C-LI
W + W-ME
W+ W-GT
W + W-LI

3.59 2.18 3.19 5.30 3.31 4.44 3.82 2.30 3.36 4.70 2.85 4.06
3.71 2.42 3.32 5.41 3.35 4.63 3.93 2.55 3.55 4.90 3.18 4.33
4.03 2.52 3.23 5.60 3.51 4.70 4.29 2.69 3.45 5.21 3.24 4.21
7.03 3.75 3.37 9.46 5.39 4.52 7.49 3.97 3.55 9.00 4.84 4.31
5.41 2.81 3.53 7.26 4.27 5.29 5.73 2.97 3.72 6.95 3.60 4.57
4.59 4.14 4.53 6.57 5.70 6.46 4.90 4.41 4.82 591 5.47 5.87
5.60 4.30 4.95 7.70 6.55 7.53 5.92 4.60 5.21 7.30 5.74 6.41
3.45 3.19 3.52 4.95 4.53 4.75 3.63 3.35 3.74 4.47 4.09 4.64
4.90 3.17 4.38 7.52 4.78 6.51 5.24 3.37 4.69 6.47 4.18 5.67

XV +S-LI [3.99 2.33 3.04 5.38 3.32 4.49 4.27 2.45 3.21 5.22 3.01 3.92
XV +S-ME [3.80 2.39 3.26 5.40 3.36 4.63 3.99 2.51 3.46 4.87 3.04 4.22
XV +S-GT |3.89 2.37 3.37 5.63 3.51 4.75 4.14 2.53 3.57 5.04 3.06 4.44
XV + C-ME [6.93 3.64 3.34 9.51 5.43 4.50 7.34 3.87 3.53 9.17 4.71 4.28
XV + C-GT [4.76 2.97 3.87 7.26 4.31 5.29 5.04 3.15 4.12 6.25 3.81 5.05
XV +C-LI [4.70 4.17 4.44 6.62 5.68 6.43 5.01 4.45 4.72 6.05 5.54 5.71
XV + W-ME [5.59 4.42 5.38 7.75 6.54 7.58 5.98 4.68 5.66 7.28 5.77 7.04
XV + W-GT |3.64 3.11 3.40 4.93 4.51 4.78 3.89 3.29 3.59 4.82 4.08 4.38
XV +W-LI |5.28 3.28 4.79 7.59 4.80 6.52 5.64 3.44 5.07 6.83 4.25 6.11

Table 2: Performance results using simple fusion con-
catenation on cross-lingual multitask prediction of Orig-
inal Emotion (OE), Current Emotion (CE), and Manipu-
lation Source (M). Results are reported as Equal Error
Rates (EER %) using 5-fold cross-validation across four
train-test language combinations. Color coding in the
table highlights the top three performing configurations:
blue (best), green (second best), and (third best)
based on lowest EER. consistent with the scheme used
in Table 3.

Baseline Performance: Table 1 presents the per-
formance of individual pre-trained models (PTMs)
and handcrafted spectral features evaluated sepa-
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rately on Original Emotion (OE), Current Emotion
(CE), and Manipulation Source (M) across both
English and Chinese corpora. Among all configu-
rations, the Massively Multilingual Speech (MMS)
model consistently delivers the strongest perfor-
mance. On English CE, MMS achieves 87.45%
accuracy, 86.98% F1, and an exceptionally low
EER of 3.41%, with similarly high scores on OE
(81.90%, 80.44%, 5.29%) and M (85.22%, 83.10%,
3.95%). On the Chinese set, MMS maintains
its lead, achieving 84.01% accuracy and 3.58%
EER for CE, highlighting its robustness across
languages and tasks. In the handcrafted domain,
STFT-Linear (S-LI) emerges as a strong feature,
achieving 81.23% accuracy and 3.53% EER on
English CE, and 80.03% and 3.71% on Chinese
CE——competitive with several PTMs. Features
such as Wavelet-Gammatone (W-GT) and STFT-
Mel (S-ME) also perform reliably across tasks, par-
ticularly in emotion classification, with EERs typi-
cally under 6%. Other PTMs, including Wav2Vec
2.0, WavLM, Whisper, and X-Vector, show mod-
erate results and provide useful contrast for under-
standing the impact of multilingual training, model
scale, and feature richness. These patterns rein-
force the importance of both cross-lingual capacity
and feature diversity, motivating the need for more
sophisticated fusion strategies.

Multitask Performance: Table 2 extends the eval-
uation to a multitask setting using a straightfor-
ward concatenation of PTM embeddings and hand-
crafted features. Across all combinations, MMS
paired with STFT-Mel (MS + S-ME) stands out as
the top-performing setup. On English—English,
it achieves 1.64% EER (OE), 1.01% (CE), and
1.43% (M)—a significant improvement over single-
modality baselines. In transfer settings such as
English—Chinese, it maintains strong results, with
EERs of 2.23%, 1.50%, and 2.10%, respectively.
Other combinations like MS + S-LI and MS +
S-GT also perform well, consistently delivering
EERs under 2.5% across most conditions. For
example, MS + S-LI reaches 1.62%, 1.02%, and
1.45% on English—English, and remains competi-
tive in cross-lingual settings. While simpler mod-
els such as Whisper or X-Vector show modest
gains from concatenation, their performance re-
mains limited compared to MMS-based pairings.
These results confirm that simple fusion strategies
can enhance multitask learning, especially when
modalities are well-matched. However, the satura-
tion of performance across different feature pair-
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ings indicates a need for more expressive fusion
mechanisms, which MiCuNet addresses next. Ta-
ble 3 reports results from the proposed MiCuNet
framework, which performs curvature-aware fu-
sion of PTM embeddings and spectral features
across three geometric manifolds. The combina-
tion of MS + S-ME achieves the best overall per-
formance, reaching 0.66% EER (OE), 0.31% (CE),
and 0.51% (M) on English—English. In cross-
lingual scenarios, it continues to perform exception-
ally well—for instance, 1.05%, 0.59%, 0.71% on
English—Chinese, and 1.06%, 0.67 0.95% on Chi-
nese—English—demonstrating robust generaliza-
tion. Other fusion combinations within MiCuNet,
such as MS + S-LI and MS + S-GT, also de-
liver strong performance, with EERs frequently
below 1.5% across multiple conditions. These re-
sults indicate that MiCuNet not only leverages the
strengths of multilingual PTMs but also effectively
aligns handcrafted spectral cues through its mixed-
curvature projection and adaptive fusion strategy.
Along with high performance the average infer-
ence time for MiCuNet is within range 1.2-1.6 sec-
onds. Furthermore, the benefits of MiCuNet extend
beyond the top-performing PTM. Even when ap-
plied to embeddings from models like WavLM or
XLS-R, MiCuNet consistently reduces error rates,
showing its flexibility across architectures and in-
put types.

Visualization Analysis: We present confusion
matrices and t-SNE visualizations to qualitatively
assess model behaviour across OE, CE, and M tar-
gets on the English subset. Figure 2 shows confu-
sion matrices for both single-task and multi-task
settings. Subfigures 2a, 2¢, and 2e display base-
line results using WavLM and MMS, while 2b, 2d,
and 2f correspond to the proposed MiCuNet with
MMS + S-Mel. To better understand how differ-
ent representations behave across the OE, CE, and
M tasks, we present t-SNE visualizations of the
fused embedding space on the English subset in
Figure 3. Subfigures 3a, 3c, and 3e correspond to
x-vector embeddings, while 3b, 3d, and 3f show
results from the proposed MiCuNet using MMS +
S-Mel fusion. Compared to x-vector, the MiCuNet
representations exhibit clearer cluster boundaries
and more compact class-wise distributions across
all targets, suggesting that the geometry-aware fu-
sion effectively enhances task-relevant separability
in the learned feature space. Model refers to the
manipulation source—the specific EVC generators.
Evaluation Metrics: We evaluate each task using



| MiCuNet

Fusion
| (E-Tr) (B-Te) | (E-Tr) (C-Te) | (C-Tr) (C-Te) | (C-Tr) (E-Te)
|[OE CE M |OE CE M |OE CE M |OE CE M
W2 +S-LI [1.90 1.17 1.65 2.88 1.75 2.31 1.96 1.26 1.63 1.58 2.41 2.18

W2 +S-ME [1.78 1.17 1.93 3.14 1.93 2.32 1.89 1.20 1.75 1.47 2.51 2.26
W2 +S-GT [1.89 1.39 1.99 2.96 1.71 2.55 1.95 1.45 1.98 1.65 2.72 2.36
W2 + C-ME |3.55 2.09 1.64 4.59 2.90 2.57 3.91 2.25 1.71 2.68 4.61 2.23
W2+ C-GT [2.87 1.65 1.94 4.09 2.43 2.88 3.07 1.54 1.98 2.14 3.18 2.64
W2 +C-LT |2.55 1.90 2.47 3.64 3.29 3.69 2.96 2.29 2.82 2.78 3.72 3.26
W2 + W-ME [3.28 2.54 2.49 3.97 3.81 4.17 2.92 2.61 2.93 3.32 3.89 3.45
W2+ W-GT [1.76 1.67 1.78 2.55 2.26 2.63 2.08 1.58 1.75 1.98 2.36 2.19
W2+ W-LI |2.85 1.65 2.31 4.05 2.48 3.38 3.14 1.97 2.56 2.30 3.66 3.33

WL +S-LI |2.02 1.16 1.86 2.75 1.65 2.18 2.06 1.37 1.94 1.58 2.92 2.10
WL +S-ME |2.13 1.17 1.67 2.83 1.97 2.52 2.13 1.27 1.60 1.51 3.07 2.24
WL +S-GT |2.11 1.32 1.88 3.20 2.05 2.77 2.21 1.38 2.06 1.65 2.49 2.62
WL + C-ME [3.47 2.09 1.56 5.37 2.93 2.55 4.09 2.27 1.80 2.48 5.05 2.27
WL + C-GT [3.01 1.66 1.95 3.90 2.32 2.65 3.10 1.47 2.09 2.08 3.92 2.48
WL + C-LI |2.48 2.09 2.40 3.46 2.90 3.25 2.45 2.24 2.72 2.40 3.11 3.33
WL + W-ME|3.02 2.32 2.98 4.00 3.77 4.15 3.16 2.59 3.37 3.22 3.73 3.57
WL + W-GT |1.68 1.61 1.62 2.62 2.63 2.50 2.12 1.53 1.96 2.16 2.76 2.09
WL + W-LI |2.88 1.85 2.57 4.39 2.55 3.52 3.01 1.86 2.71 2.29 4.10 3.01

MS +S-LI  |0.77 0.46 0.62 1.10 0.67 0.86 0.82 0.72 0.75 0.79 1.12 1.10
MS + S-ME [0.66 0.31 0.51 1.05 0.59 0.71 0.78 0.40 0.70 0.67 1.06 0.95
MS +S-GT |1.05 0.66 0.74 1.42 0.93 1.10 0.99 0.60 0.83 0.84 1.36 1.01
MS + C-ME |1.76 0.89 0.78 2.49 1.33 1.17 1.99 0.91 0.79 1.17 2.27 1.08
MS +C-GT |1.21 0.74 0.85 1.86 1.15 1.29 1.37 0.80 0.95 1.05 1.74 1.02
MS +C-LI [1.07 1.01 1.06 1.54 1.35 1.58 1.25 0.97 1.06 1.17 1.44 1.46
MS + W-ME [1.24 1.07 1.16 1.80 1.66 1.84 1.43 1.31 1.37 1.37 1.89 1.50
MS + W-GT [0.86 0.82 0.92 1.25 1.17 1.11 0.81 0.91 0.84 1.06 1.13 1.13
MS +W-LI |1.27 0.79 1.17 1.94 1.19 1.61 1.29 0.90 1.21 1.13 1.60 1.35

XL+S-LI |1.25 0.85 1.09 1.78 1.15 1.59 1.39 0.83 1.19 0.99 1.52 1.56
XL +S-ME [1.34 0.82 1.04 1.59 1.01 1.44 1.26 0.86 1.22 1.08 1.55 1.51
XL +S-GT |1.38 0.83 1.00 1.96 1.12 1.59 1.30 0.93 1.16 1.17 1.72 1.42
XL + C-ME [2.31 1.30 1.15 3.47 1.84 1.46 2.18 1.30 1.06 1.53 2.94 1.42
XL +C-GT [1.74 0.93 1.26 2.48 1.47 1.80 1.82 1.12 1.39 1.32 2.24 1.54
XL+C-LI |1.47 1.39 1.51 2.30 2.04 2.19 1.72 1.52 1.64 1.70 2.02 2.05
XL + W-ME [1.75 1.68 1.95 2.44 2.17 2.52 1.97 1.73 1.86 1.97 2.14 2.10
XL+ W-GT |1.14 1.18 1.11 1.54 1.50 1.75 1.18 1.11 1.19 1.43 1.47 1.59
XL+ W-LI |1.82 1.17 1.36 2.60 1.70 2.21 1.82 1.19 1.47 1.60 2.20 1.71

W +S-LI
W +S-ME
W +S-GT

1.84 1.27 1.77 3.10 1.69 2.37 2.26 1.28 1.78 1.64 2.80 2.41
1.89 1.44 1.75 2.88 1.71 2.53 1.97 1.45 2.00 1.76 2.75 2.17
2.29 1.47 1.72 3.02 2.08 2.60 2.47 1.54 1.89 1.82 2.89 2.38
W+C-ME |[3.59 1.88 1.76 5.36 2.86 2.65 4.31 2.36 1.98 2.65 4.70 2.17
W+ C-GT |3.19 1.65 1.91 3.74 2.24 2.68 3.21 1.49 2.09 2.11 3.69 2.44
W+C-LI  |2.71 2.13 2.49 3.78 3.09 3.77 2.91 2.27 2.67 3.22 3.28 2.95
W+ W-ME |3.32 2.32 2.56 4.06 3.50 4.11 3.31 2.71 2.91 3.26 4.36 3.37
W+ W-GT |[1.88 1.88 1.86 2.50 2.43 2.80 2.17 1.72 2.04 2.29 2.45 2.61
W+ W-LI  |2.93 1.84 2.40 4.23 2.47 3.76 3.10 1.99 2.71 2.47 3.71 3.36

XV +S-LI [2.02 1.22 1.82 3.02 1.69 2.30 2.14 1.30 1.68 1.70 2.87 2.20
XV +S-ME [2.18 1.35 1.79 3.09 1.79 2.54 2.33 1.48 2.06 1.53 2.92 2.46
XV +S-GT [2.30 1.28 1.72 2.83 1.85 2.61 2.26 1.44 1.81 1.68 2.89 2.27
XV +C-ME |3.61 1.83 1.78 5.50 3.13 2.63 4.19 1.96 1.96 2.59 4.79 2.21
XV +C-GT [2.65 1.74 2.00 4.28 2.23 3.09 2.99 1.79 2.30 2.24 3.39 2.91
XV +C-LI [2.76 2.25 2.23 3.71 2.88 3.70 2.76 2.56 2.81 2.97 3.38 3.21
XV + W-ME [3.13 2.57 2.83 4.27 3.58 4.55 3.55 2.61 3.28 2.92 4.21 3.62
XV + W-GT [2.13 1.62 1.83 2.60 2.65 2.56 2.15 1.71 1.83 2.43 2.75 2.31
XV +W-LI |3.08 1.83 2.82 4.19 2.49 3.34 3.15 1.81 2.85 2.33 3.49 3.22

Table 3: Performance result using proposed fusion
approach MiCuNet on Cross-lingual multitask perfor-
mance for CE, OE, and source (M) prediction. Results
are reported as 5-fold cross in metrics Equal Error Rates
(EER %) across different train-test language combina-
tions.

Accuracy, macro-F1, and Equal Error Rate (EER).
Since EER is initially defined for binary classifica-
tions, we extend it to multi-class settings using a
macro one-vs-rest formulation.

Figure 2: Confusion matrices across emotion and
manipulation targets on the English subset. (a) OE
classification using WavLM (singletask), (b) OE with
MiCuNet using MMS + S-Mel (multitask), (¢) CE with
MMS + S-Mel (normal multitask), (d) CE with Mi-
CuNet using MMS + S-Mel, (e) M classification using
MMS + S-Mel (normal multitask), (f) M with MiCuNet
using MMS + S-Mel. MiCuNet consistently improves
class-wise separability, especially in multitask settings.

(@) (e) ®

Figure 3: t-SNE visualizations of learned embeddings.
x-vector — (a) OE, (c) CE, (e) Model. MiCuNet using
MMS + S-Mel — (b) OE, (d) CE, (f) Model.

4.3 Ablation Study

To assess the contribution of individual geometric
components and the learnable gating mechanism
in MiCuNet, we conduct targeted ablation experi-
ments. The results are summarized in Table 4,5,6.
Impact of Geometric Manifolds: We evaluate
the importance of each geometric space by remov-
ing the Hyperbolic (-H) or Spherical (-S) branch
from the fusion module. Excluding either leads
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to performance drops across tasks and languages,
with the Hyperbolic space having a stronger im-
pact. When both are removed (-H -S), leaving only
the Euclidean branch, performance degrades fur-
ther—highlighting the value of curved manifolds
in capturing emotional and manipulation patterns.
Effect of Gating Mechanism: We further evaluate
the role of the learnable gating module by replacing
it with uniform averaging over the three manifolds
(No Gating). Table 4 summarizes the impact of
each architectural component on performance.

Configuration ‘ E-E ‘ €=C

| OE CE M |OE CE M
MiCuNet | 0.66 031 0.51]0.78 040 0.70
Without Spherical (-S) 081 039 059 | 1.17 0.67 0.79
Without Hyperbolic (-H) | 0.88 0.46 0.63 | 1.28 0.72 0.86
Only Euclidean (-H-S) | 1.68 1.08 0.51 | 1.78 1.02 1.55
No Learnable Gating 276 241 259|320 3.63 3.80

Table 4: Ablation study on MiCuNet using MMS + S-
MEL showing Equal Error Rate (%) for Original Emo-
tion (OE), Current Emotion (CE), and Manipulation
Source (M).

Generalization to Unseen EVC Sources: To eval-
uate the robustness of MiCuNet to previously un-
seen manipulation methods, we conduct a leave-
two-out evaluation across the seven emotional
voice conversion (EVC) models. In each case,
the model is trained on speech generated by five
EVC converters and tested exclusively on samples
from the remaining two (S6 and S7), which are
held out during training. Table 5 reports perfor-
mance for both Original Emotion (OE) and Cur-
rent Emotion (CE) predictions within the same lan-
guage—English (E—E) and Chinese (C—C). De-
spite never encountering S6 or S7 during training.
Table 6 extends this evaluation to cross-lingual set-
tings, where models trained on one language are
evaluated on another (E—C and C—E).

| E—E | cC—C
Model | s | s7 | se | ST

| OE CE | OE CE | OE CE | OE CE
MMS +S-MEL | 1.78 120 | 1.69 121 | 1.84 1.39 | 1.77 126

Table 5: EER (%) of MiCuNet on unseen EVC models
(S6, S7) for OE and CE within the same language.

5 Conclusion

In this work, we addressed the task of tracing of
emotional and manipulation attributes in syntheti-
cally generated speech. We introduced MiCuNet, a

| E—C | C—E
Model | s6 | s7 | s6 | ST

| OE CE | OE CE | OE CE | OE CE
MMS +S-ME | 195 1.88 | 1.91 1.56 | 231 200 | 2.17 198

Table 6: Cross-lingual EER (%) of MiCuNet on unseen
EVC models (S6, S7) for OE and CE, with training and
testing across different languages.

multitask framework that fuses speech foundation
model (SFM) embeddings with spectrogram-based
auditory features using a mixed-curvature projec-
tion strategy. By mapping representations across
hyperbolic, Euclidean, and spherical spaces with a
learnable gating mechanism, MiCuNet effectively
captures complementary cues critical for emotion
and manipulation source inference. Evaluations
on the EmoFake dataset across English and
Chinese demonstrate that MiCuNet consistently
outperforms conventional fusion baselines on all
tasks, including original emotion, current emotion,
and manipulation source prediction. Our findings
underscore the value of using curvature-aware
representations for understanding synthetic speech.

Ethical Statement

This work is conducted with the intent to improve
transparency, accountability, and forensic analy-
sis in the context of synthetic speech technologies.
While the techniques developed in this study can
detect and trace emotional manipulation in speech,
we acknowledge that such technologies may also
raise ethical concerns around surveillance, privacy,
and potential misuse. All experiments were per-
formed on publicly available datasets, and no hu-
man subjects were directly involved.

Limitation

The most significant limitation of this study lies
in the lack of publicly available datasets explicitly
designed for emotional manipulation in synthetic
speech. To the best of our knowledge, EmoFake is
the only publicly available dataset that includes par-
allel annotations for original emotion, manipulated
emotion, and the conversion source. This scarcity
of data limits the ability to perform broader bench-
marking and evaluate cross-dataset generalization
in more diverse and realistic settings. This makes
comprehensive benchmarking and cross-dataset
generalization challenging at this stage.
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