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Abstract

Natural Language Processing is a branch of ar-
tificial intelligence that enables man-machine
interactions through regional languages. In
Kannada, there are two types of Sandhi: Kan-
nada Sandhi and Sanskrit Sandhi. A morph-
phonemic word ”Sandhi” is created when two
words or distinct morphemes are joined or com-
bined. Conversely, Sandhi word splitting re-
verses this process. Rules governing Sandhi
exist across all the Dravidian languages. A
rule-based method has been developed to split
Sanskrit Sandhi words into their components
within Kannada sentences. Once the Sanskrit
Sandhi (SS) words are split, the type of Sandhi
is also identified, facilitating accurate transla-
tion of the Sanskrit Sandhi words into English.
This paper discusses seven types of SS words:
SavarNadeergha, YaN, GuNa, Vruddhi, Jatva,
Shchutva and Anunasika Sandhi. The iden-
tified split points adhere precisely to Sandhi
rules. A dataset of 4900 Sanskrit Sandhi words
found in Kannada sentences was used to eval-
uate the proposed method, which achieved an
accuracy of 90.03% for Sanskrit Sandhi Identi-
fication and 85.87% for reliable English Trans-
lation. This work has potential applications in
other Dravidian languages.

1 Introduction
Natural Language Processing (NLP) enables com-
puters to understand any human spoken language
in the real world, such as English, Hindi, Marathi,
Tamil, Telugu, and Punjabi. NLP enables ma-
chines to comprehend human interactions. This
involves identifying words within sentences based
on word boundaries (Vempaty and Nagalla, 2011).
Language facilitates communication among hu-
mans. Language grammar provides structure and
is a system of rules that governs a language’s cor-
rectness and adherence (Caryappa et al., 2020).
Dravidian languages comprise a family of approxi-
mately 70 languages spoken by nearly 200 million

people in various parts of India and the worldwide.
In India, Tamil, Malayalam, Kannada, and Telugu,
and over 20 non-literary languages are standard
(Krishnamurthy, 2024). Kannada is a primary Dra-
vidian language spoken mainly in Karnataka, with
a rich cultural history spanning over 2500 years. It
is the 27th most spoken language worldwide, with
approximately 35 million speakers. Kannada faces
challenges due to limited resources and significant
syntactic and semantic variations. It has been less
extensively studied in Machine Translation (MT)
compared to other Indian languages (Nagaraj et al.,
2021), making it more challenging task. Table 1
presents the number of speakers of Dravidian lan-
guages, categorized by state and globally.

Kannada has a linguistic construct called Sandhi
(संɠध in Sanskrit, ಸಂÞ in Kannada) where
two words or morphemes merge, causing pho-
netic or morphological changes at the junction.
This transformation is common in many Indian
languages, including Sanskrit, Telugu, and Tamil,
and is governed by specific grammatical rules.
The word ‘Sandhi’ is used in both singular and
plural forms throughout this paper. Splitting in-
volves extracting the original words from the the
Sandhi words and converting the Sandhi word into
an equivalent English word (Natarajan and Char-
niak, 2011). Sandhi splitting approaches are gen-
erally classified into Dictionary-based, Rule-based,
and Corpus-based methods (Shashirekha and Van-
ishree, 2016). There are two types of Sandhi in the
Kannada Language: Kannada Sandhi and Sanskrit
Sandhi (SS). Kannada Sandhi itself has three types:
Lopa Sandhi, Aagama Sandhi, and Aadesh Sandhi.
Sanskrit Sandhi includes seven types: Savar-
Nadeergha Sandhi, GuNa Sandhi, YaN Sandhi,
Vruddhi Sandhi, Jatva Sandhi, Shchutva Sandhi,
and Anunasika Sandhi. The classification of
Sandhi forms in Kannada is illustrated in Figure
1. This paper presents work on Sanskrit Sandhi,
which supports the translation of Kannada texts
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Language Speakers Locations
Telugu 83,000,000 Andhra Pradesh, Telangana and parts of Karnataka, UK, USA,

Australia, Canada, UAE
Tamil 77,000,000 Tamil Nadu, Parts of Karnataka, Maharashtra, Kerala, France,

Germany, Italy, USA, UK, Singapore & Srilanka
Kannada 45,000,000 Karnataka, Kerala, Tamil Nadu, Maharashtra, USA, UK, Canada,

UAE, Saudi Arabia
Malayalam 37,000,000 Kerala, Tamil Nadu, Maharashtra, Karnataka
Tulu 1,850,000 Karnataka, Kerala, Gujarat, Saudi Arabia
Beary 1,500,000 Karnataka, Kerala, Gulf Countries
Brahui 2,430,000 Baluchistan (Pakistan), Helmand (Afghanistan)

Table 1: Speakers of Dravidian Languages

Figure 1: Classification of Sandhi Forms

into English, as a part of contribution to Machine
Translation (MT).

MT bridges language barriers and is considered
challenging for languages with complex linguis-
tic structures, such as the Indian language Kan-
nada. The challenges in MT are related to gram-
mar, while others are related to language gen-
eration, multilingual dictionaries, word analysis,
etc. (Alawneh and Sembok, 2011). Some ex-
isting translators, such as Google, Bing, Quill-
bot, and i-Translate, do not provide satisfactory
translations of sentences containing Sandhi words.
For example, the Kannada sentence ”Ĝೕಗಮತುತ್
�ಾಯ್ನ ಮನಶಚ್ಂಚಲýಯನುನ್ ಕØĆ �ಾಡುತತ್ÿ” and
its transliteration (TL) is ”Yoga mattu dhyana man-
aschaMchalatheyannu kaDime maDuttade”. Its
English translation should be ‘Yoga and medita-
tion reduce an unstable mind’. However, when we
subjected this sentence to the existing translators,
which failed to translate the given Kannada sen-
tence, having the Sanskrit Shchutva Sandhi word
”ಮನಶಚ್ಂಚಲý”, its transliteration (TL) form is
’manaschaMchalate’. Hence, the present paper pro-
poses a rule-based Sandhi splitting method that is
useful for converting Sanskrit Sandhi words to En-

glish, thereby effectively translating Kannada sen-
tences into English.

2 Literature Survey

A literature survey was conducted to explore the
current state-of-the-art methods for Sandhi split-
ting, identification, and machine translation.

Sandhi splitting in Tamil and Telugu has been
modeled as a sequence-to-sequence (Seq2Seq)
task using Transformer-based architectures. The
study experimented with modeling at multiple
granularities, including sentence-level, subword-
level, and character-level representations, to effec-
tively capture the morphological and phonological
variations present in these languages (Dasari et al.,
2025). Addressed the challenge of splitting San-
skrit Sandhi words where multiple phonetic trans-
formarions obscure word boundaries. ABBIE, a
new Attention-Based Bi-Encoder model that pre-
dicted the exact split point in Sanskrit compound
words (Ali et al., 2025). Information retrieval (IR)
in languages with complex morphological patterns,
such as Indian languages, requires breaking down
compound words (also called de-compounding)
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Figure 2: Block Schematic Diagram of Proposed Methodology

into their constituent parts. The corpus-based mod-
els were extensively used for de-compounding, re-
quiring subtle assistance of semantics and man-
aging sparsity (Sahu and Pal, 2024). Machine
learning models were implemented using recurrent
neural networks, long-short-term memory mod-
els, and double decoder models (S. et al., 2024).
The morphological analysis of Sanskrit Sandhi
words was context-dependent, and Sandhi split,
also known as ”Viccheda”, was a challenging
task. The existing methods included predeter-
mined splitting rules. However, finding the exact
split point was crucial as it determined the accu-
racy of constituent words (Madhura and Patankar,
2023). Nine methods were used for the ”Sandhi”
Splitter: the Bayesian Word Segmentation method,
Conditional Random Field, Recurrent Neural Net-
work, Hidden Markov Model, Rule-Based Ap-
proach (RBA), Deep Learning, Machine Learn-
ing, and Finite State Automata. Researchers de-
veloped Sandhi splitters using RBA (Gaikwad and
Saini, 2021). Recurrent Neural Networks (RNNs)
are widely used for machine translation. A com-
bination of Naive Bayes and LSI (Latent Seman-
tic Indexing) predicted the next word in Kannada
translation. The model was trained using a vari-
ety of patterns created by combining bigram, tri-
grams, and 4-grams to enhance accuracy (Nandini
et al., 2020). A seq2seq and LSTM models were
used for Kannada Language to capture linguistic
patterns in sentences (Nagaraj et al., 2021).The
problem was a sequence-to-sequence prediction
task and used modern deep-learning techniques.
A compound-word (Sandhi) generation and split-
ting in the Sanskrit Language using LSTM and Bi-
LSTM techniques were carried out, and a good pre-

diction accuracy was achieved (Dave et al., 2021).
The use of data and grammatical rules of Sanskrit
played a significant role in splitting Upasarga and
Pratyaya (Angle et al., 2018). The end-to-end neu-
ral network models resolved phonetic merges and
broke compounds together to tokenize Sanskrit
Sandhi. The character-level recurrent and convolu-
tional neural networks helped to segment the words
in Sanskrit (Hellwig and Nehrdich, 2018). The
study specifically analysed the impact of Sandhi on
building shallow parsers for Malayalam. Shallow
parsing aims to identify correlated groups of words
(chunks) in a sentence, serving as a key step in syn-
tactic analysis (Devadath and Sharma, 2016).

The literature survey reveals that few authors
have worked on Sandhi splitting for languages such
as Telugu, Tamil, Sanskrit, Malayalam, and Kan-
nada. Not all Sandhis are considered, and works
have emphasised one or two types of Kannada
Sandhi. Sanskrit Sandhi words in Kannada have
not been explored extensively. Hence, this paper
presents an account of translating Sanskrit Sandhi
words into English from the Kannada language.
It is a comprehensive work that encompasses all
types of SS and the rules for splitting them into
constituent words.

3 Dataset Preparation and Proposed
Methodology

The necessary dataset has been collected and pre-
pared for testing the method. The block schematic
diagram of the processing stages is discussed.

3.1 Dataset Preparation
The data is collected from some Kannada story-
books and input from native Kannada language
speakers, Kuvempu (1971) and Keshiraja (1920).
The dataset comprises 4,900 Sanskrit Sandhi
words drawn from Kannada sentences containing
one, two, or three words of Sanskrit Sandhi, as
listed in Table 2.

581



Figure 3: Prefix-Suffix method

Sentences Count
Total No. of Sanskrit Sandhi words 4900
Total No. of Kannada Sentences 3736
No. of sentences without Sandhi words 39
Sentences having one Sandhi word 2768
Sentences having two Sandhi words 655
Sentences having three Sandhi words 274

Table 2: Sandhi Dataset

3.2 Proposed Methodology
The proposed methodology is divided into eight
phases: Tokenization, Transliteration, Morpho-
logical Analysis, Sanskrit Sandhi Identification,
Sandhi Word Splitting, Sanskrit Sandhi Type Iden-
tification, Translation, and Sentence Reordering,
as shown in Figure 2. (Dasari et al., 2025)

3.2.1 Tokenization and Transliteration
The sentences are initially tokenized. It splits
a given sentence into smaller units called to-
kens. Transliteration (TL): It is a phonetic method
of writing, converting words from one language
script to another by placing them in a familiar al-
phabet. Romanization transliterates the vowels and
consonants of Kannada, as given in Tables 3 and
4, respectively. Transliteration changes the charac-
ters from the word’s original alphabet to similar-
sounding characters in a different script.

3.2.2 Morphological Analysis
Morphological analysis is used to identify all the
morphemes from agglutinative words and their
grammatical categories. This helps to improve the
understanding of a language’s word structure and
meaning. Morphological analysis enables the ac-
curate identification and reconstruction of origi-
nal Sandhi words. Morphological analysis is cru-
cial for Machine Translation (MT) and improves
translation accuracy, especially for morphologi-
cally rich languages like Kannada. Since Kannada
words often contain complex prefixes, suffixes, and
Sandhi combinations, breaking them down cor-
rectly helps in meaningful translation into English
or other languages.

3.2.3 Sanskrit Sandhi Identification
The obtained tokens are checked against a dictio-
nary of root words to determine whether the token
is a Sandhi word. The Sandhi words are identi-
fied based on their transformations. Let SW be the
given Sanskrit Sandhi word, which is the concate-
nation of two words, namely SW1 and SW2, repre-
sented as SW=SW1SW2 whereSW1 andSW2 are
the two constituent words with sequences of char-
acters as defined by expressions (1) and (2).

SW1 = C1C2C3C4 · · ·Cn (1)

SW2 = K1K2K3K4 · · ·Kn (2)

Let Ci and Ki represent the ith character in
words SW1 and SW2, respectively, and i =
1,2,3....n describe the characters in the words SW1

and SW2. The word SW can be written as shown
in Box 1.

3.2.4 Sandhi Word Splitting
Sandhi Word Splitting (SWS), also known as
Sandhi ‘Viccheda’, is a technique to split a string
of conjoined words into a sequence of constituent
root words. We have maintained dictionaries of
prefixes, suffixes, and root words in a DWAG
(Directed Word Acyclic Graph) structure. We
have used prefix-suffix method for splitting Sandhi
words. In the proposed prefix-suffix Sandhi split-
ting method, the Sandhi word undergoes charac-
ter by character scanning, in both directions, re-
sulting in prefix and suffix words. The SWS in-
volves scanning from left to right to identify the
prefix word, which is further verified against a dic-
tionary, and from right to left to determine the suf-
fix word, which is subsequently validated using the
suffix dictionary, as shown in Figure 3. For exam-
ple, the split of the word "Ðæೕಶ" (TL: giriisha) is
shown in Figure 3. The given word will be spilt as
Ðæೕಶ ( TL: giriisha) –> Ðæ (TL: giri) + ಈಶ

(TL: isha) by scanning from left to right and right
to left, respectively.

3.2.5 Sanskrit Sandhi Type Identification
The Sandhi words are split, and the rules are ap-
plied to find the category of a Sandhi. The Sandhi
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KV TL
ಅ a
ಋ Ru

KV TL
ಆ aa,A
ಎ e

KV TL
ಇ i
ಏ ai, ei

KV TL
ಈ ee, I, ii
ಒ o

KV TL
ಊ u
ಓ O

KV TL
ಊ oo, U, uu
ಔ au, ou

Table 3: Romanization of Kannada Vowels

KC TL
ಕ ka, qa
ಖ Ka, kha
ಗ ga
ಘ Ga
ಙ ga
ಯ ya
ಶ Sa

KC TL
ಚ ca, cha
ಛ Ca
ಜ ja
ಝ Ja, jha
ಞ ja
ರ ra
ಷ Sha

KC TL
ಟ Ta
ಠ Tha
ಡ Da
ಢ Dha
ಣ Na
ಲ la
ಸ sa

KC TL
ತ ta
ಥ tha
ದ da
ಧ dha
ನ na
ಳ La
ಹ ha

KC TL
ಪ pa, fa, pha
ಫ Pa
ಬ ba
ಭ Ba, bha
ಮ ma
ವ va, wa

Table 4: Romanization of Kannada Consonants

word is valid if it can be split into a prefix and a suf-
fix. It is possible to identify the Sandhi split point
by applying Kannada grammar rules, and the cat-
egory of Sandhi (Aralikatte et al., 2018); (Gopal
Krishna Udupa N, 2020).

i. Sanskrit Sandhi Rules There are seven types
of Sanskrit Sandhi in Kannada and each Sandhi is
governed by definite rule for joining the two con-
stituent words. Following are the devised rules for
governing Sanskrit Sandhi.

Rules Split Words Sandhi Word
a + a -> aa deva + asura devaasura
ಅ + ಅ ->ಆ ÿೕವ + ಅಸುರ ÿೕ¡ಾಸುರ
aa + a -> aa vidyaa + abhyasa vidyaabhyasa
ಆ + ಅ -> ಆ é�ಾಯ್ + ಅ�ಾಯ್ಸ é�ಾಯ್�ಾಯ್ಸ
i + i -> ii kavi + iMdra kaviiMdra
ಇ + ಇ -> ಈ ಕé + ಇಂದರ್ ಕéೕಂದರ್
u + u -> uu vadhu + upadesha vadhuupadesha
ಉ +ಉ ->ಊ ವಧು + ಉಪÿೕಶ ವಧೂಪÿೕಶ
i + ii -> ii giri + iisha giriisha
ಇ + ಈ ->ಈ Ðæ + ಈಶ Ðæೕಶ

Table 5: SavarNadeergha Sandhi Rules with Examples

• SavarNadeergha Sandhi Rules: When two
vowels appear consecutively in a word, a sin-
gle long vowel replaces both sounds. This
process is known as extended vowel conjuga-
tion. The rules and examples are provided in
Table 5.

• Vruddhi Sandhi Rules: If the prefix ends
with characters ’a’, and ’aa’, and the suffix be-
gins with characters ’i’, ’ai’, or ’au’, during
the Sandhi word formation, these are replaced

Rules Split Words Sandhi Word
a + i -> ai loka + ikya lokaikya
ಅ + ಏ -> ಐ ĉೂೕಕ + ಏಕಯ್ ĉೂೕðೖಕಯ್
aa + ai -> ai vidyaa + aishwarya vidyaishwarya
ಆ + ಐ -> ಐ é�ಾಯ್ + ಐಶವ್ಯರ್ éದಯ್ಶವ್ಯರ್
a + au -> au Ghana + audharya Ghanaudharya
ಅ + ಔ ->ಔ ಘನ + ಔ�ಾಯರ್ ಘ�ೌ�ಾಯರ್
aa + au -> au mahaa + audharya mahaudharya
ಆ + ಔ ->ಔ ಮ¥ಾ + ಔ�ಾಯರ್ ಮ¥ೌ�ಾಯರ್

Table 6: Vruddhi Sandhi Rules with Examples

by ’ai’ and ’au’, respectively. The rules, along
with sample examples, are presented in Table
6.

• GuNa Sandhi Rules: If the prefix ends with
characters ’a’ and ’aa’ and the suffix begins
with characters ’i’, ’u’, and ’ru’, then the let-
ters ’E’, ’O’, and ’ar’ will be replaced in the
Sandhi formation. This is called as ”GuNa
Sandhi”. The rules, along with sample exam-
ples, are presented in Table 7.

• Jatva Sandhi Rules: The consonants ’k’,
’ch’, ’T’, ’t’, and ’p’ at the end of the prefix
word are replaced by the third consonants of
the same class (’g’, ’j’, ’D’, ’d’, ’b’) at the be-
ginning of the suffix word. This is called as
”Jatva Sandhi”. The rules, along with sample
examples, are shown in Table 8.

• YaN Sandhi Rules: When a Sandhi is formed
and if the prefix ends with characters ’i’, ’u’,
and ’ru’, then the character ’y’ replaces ’i’, the
character ’v’ replaces ’u’, and the character ’r’
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replaces the character ’ru’. This is called as
”YaN Sandhi”. The rules with sample exam-
ples are given in Table 9.

• Anunasika Sandhi Rules: The consonants
’k’, ’t’, ’T’, and ’p’ at the end of the prefix
word will be replaced with ’gm’, ’n’, ’N’, and
’m’ in Sandhi formation. The rules along with
sample examples, are given in Table 10.

• Shchutva Sandhi Rules: The prefix word has
’s’ or ’t’ as ending characters, and the suffix
word has ’sha’ and ’cha’ as beginning char-
acters; then these are replaced by ’sha’, or
’shcha’ and ’chh’, respectively. This is called
as ”Shchutva Sandhi”. The rules, along with
sample examples, are presented in Table 11.

Rules Split Words Sandhi Word
a + i -> E sura + iMdra surEMdra
ಅ +ಇ -> ಏ ಸುರ + ಇಂದರ್ ಸುĈೕಂದರ್
aa + i -> E dharaa + iMdra dharEMdra
ಆ + ಇ -> ಏ ಧ�ಾ + ಇಂದರ್ ಧĈೕಂದರ್
a + u -> O soorya + udaya sooryOdaya
ಅ +ಉ ->ಓ ಸೂಯರ್ + ಉದಯ ಸೂĜೕರ್ದಯ
a + ru -> ar deva + rushi devarshi
ಅ + ಋ ->ರ್‍ ÿೕವ + ಋë ÿೕವëರ್
aa + ru -> ar mahaa + rushi maharshi
ಆ + ಋ -> ರ್‍ ಮ¥ಾ + ಋë ಮಹëರ್

Table 7: GuNa Sandhi Rules with Examples

Rules Split Words Sandhi Word
k -> g vak + iisha vagiisha
ಕ -> ಗ ¡ಾಕ್‍ + ಈಶ ¡ಾÐೕಶ
ch -> j ach + aadi ajaadi
ಚ ->ಜ ಅಚ್‍ + ಆÝ ಆ�ಾÝ
T ->D viraaT + roopa viraaDroopa
ಟ -> ಡ é�ಾಟ್‍ + ರೂಪ é�ಾಡೂರ್ಪ
t-> d sat + uddesha saduddesha
ತ -> ದ ಸತ್‍ + ಉÿದ್ೕಶ ಸದುÿದ್ೕಶ
p->b ap+ja abja
ಪ -> ಬ ಅಪ್‍+ ಜ ಅಬಜ್

Table 8: Jatva Sandhi Rules with Examples

3.2.6 Translation and Sentence Reordering
In Machine Translation (MT), four methods are de-
ployed: Hybrid, Rule-Based, Neural, and Statis-
tical. This is also true for Kannada and its En-
glish equivalent. We have developed a rule-based

Rules Split Words Sandhi Word
i + a -> ya ati + avasara atyavasara
ಇ + ಅ ->ಯ ಅÛ + ಅವಸರ ಅತಯ್ವಸರ
i + aa -> yaa jaati + aatita jaatyaatita
ಇ + ಆ -> �ಾ �ಾÛ + ಆÛೕತ �ಾ�ಾಯ್Ûೕತ
i + u -> yu prati + uttara pratyuttara
ಇ + ಉ ->ಯು ಪರ್Û + ಉತತ್ರ ಪರ್ತುಯ್ತತ್ರ
u + a -> va manu + aadi manvaadi
ಉ + ಅ -> ವ ಮನು + ಆÝ ಮ�ಾವ್Ý
ru + a -> ra pitru + aajne pitraajne
ಋ + ಅ -> ರ àತೃ + ಆĦ à�ಾರ್Ħ

Table 9: YaN Sandhi Rules with Examples

machine translation method in the proposed ap-
proach that uses specialised dictionaries and Kan-
nada grammar. For example the sentence ”ಅವನು
Ðæೕಶ ಇರು�ಾತ್ā” (TL: avanu giriisha iruttane). In
this example, the Sandhi word Ðæೕಶ (TL:giriish)
is extracted and split. The prefix ’ Ðæ ’ (TL:giri)
and suffix ’ ಈಶ ’ (TL: iisha) are obtained using
the Sandhi splitting method. The meaning of ’giri’
means ”mountain” in English and the meaning of
’iisha’ means ”lord”. After combining, the mean-
ing of the entire Sandhi word is ”Mountain lord”.
It is the name of lord Shiva in Hinduism.

In sentence reordering, each non-Sandhi word’s
meaning is obtained in English, whereas the
Sandhi words need splitting for correct translation.
The words in the English sentence are tagged with
PoS and reordered according to the SVO structure.
Hence, we obtain the effective English translation
as ”He is the mountain lord”, referring to Lord
Shiva. The overall Proposed methodology is given
in Box 2.
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Rules Split Words Sandhi Word
k -> gm vaak + maya vaagmaya
ಕ್‍ -> ಙಮ್ ¡ಾಕ್‍ + ಮಯ ¡ಾಙಮ್ಯ
t -> n chit + maya chinmaya
ತ್‍ --> ನ Òತ್‍ + ಮಯ Òನಮ್ಯ
T -> N shaT + maasa shaNmaasa
ಟ್‍ --> ಣ ಷಟ್‍ + �ಾಸ ಷ�ಾಮ್ಸ
p -> m ap + maya ammaya
ಪ್‍ --> ಮ ಅಪ್‍ +ಮಯ ಅಮಮ್ಯ

Table 10: Anunasika Sandhi Rules with Examples

Figure 4: Confusion Matrix for Sanskrit Sandhi Split-
ting and Identification

4 Results of the Proposed Methodology

The proposed method is tested on a corpus of 3736
Kannada sentences containing 4900 Sandhi words,
and the performance parameters are computed.
The methodology is implemented in Python using
the INLTK. The method’s accuracy is defined as
the average percentage of Sandhi words correctly
identified (SI) and the percentage of Sandhi words
correctly translated into English (ST).

%SIT =
%SI + %ST

2
(3)

A confusion matrix (CM) is obtained to deter-
mine how well the developed methodology com-
pares with the desired or Actual outcomes. The
CM for Sandhi identification and translation is
shown in Figures 4 and 5. The performance param-
eters, including Precision, Recall, F1-score and Ac-
curacy are presented in Tables 12 and 13. The ac-
curacy of 90.03% (SI), 85.87% (ST), and 87.95%
(SIT) is obtained for Sanskrit Sandhi identification
and translation, respectively.

The accuracy graphs for all Sanskrit Sandhi
identification and translation are shown in Figures
6 and 7, respectively. The BLEU score of 33

Figure 5: Confusion Matrix for Sanskrit Sandhi Trans-
lation

Figure 6: Sanskrit Sandhi Identification Results

is achieved for translation using the Rule-based
method. The proposed work is compared with
existing works and is observed to be superior, as
indicated in Table 14, by (Nagaraj et al., 2021),
(Ali et al., 2025), and (Devadath and Sharma,
2016).The experiment is also conducted on an In-
dicBART a neural network model (Dabre et al.,
2021) to corroborate the proposed RBM, that has
given the Sandhi identification accuracy 88.3%
and translation BLEU score 25 respectively.

4.1 Error Analysis
A single Sandhi word can have multiple valid
split points, leading to identification errors. Prefix
and suffix word ambiguities also contribute to
errors, especially in guNa and vṛuddhi Sandhi. For
example: ಮďೂೕನನ್ತ (TL: mahonnata), ಮ¥ೌ-
�ಾಯರ್ (TL: mahaudhaarya) and ಮಹëರ್ (TL:
maharshi). In the case of ಮಹëರ್ (TL:maharshi),
the correct split is ಮ¥ಾ (TL:mahaa) + ಋë
(TL:rushi), but the system may incorrectly split it
as ಮಹ (TL: maha) + ಋë (TL:rushi). Such
errors arise when words or morphemes are not
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Rules Split Words Sandhi Word
s + sha -> sha payas + shayana payashayana
ಸ್‍ +ಶ ->ಶ ಪಯಸ್‍ + ಶಯನ ಪಯಶಯನ
s + cha -> shcha manas + chaMchala manashchaMchala
ಸ್‍ + ಚ -> ಶಚ್ ಮನಸ್‍ + ಚಂಚಲ ಮನಶಚ್ಂಚಲ
th + cha -> chh sharath + chaMdra sharachhaMdra
ತ್‍ + ಚ -> ಚಚ್ ಶರತ್‍ + ಚಂದರ್ ಶರಚಚ್ಂದರ್

Table 11: Shchutva Sandhi Rules with Examples

Class Name Recall Precision F1-score Accuracy
ಸವಣರ್Ýೕಘರ್ ಸಂÞ (TL: SavarNadeergha Sandhi)| 0.93 0.97 0.95 0.95
ಗುಣ ಸಂÞ (TL: GuNa Sandhi)| 0.92 0.96 0.94 0.92
ಯಣ್‍ಸಂÞ (TL: YaN Sandhi) 0.88 0.95 0.91 0.90
ವೃÝಧ್ ಸಂÞ (TL: Vruddhi Sandhi) 0.91 1 0.95 0.91
ಜಶತ್Ŕ ಸಂÞ (TL:Jatva Sandhi) 0.83 1 0.91 0.84
ಶುಚ್ತವ್ ಸಂÞ (TL: Shchutva Sandhi)| 0.89 1 0.93 0.86
ಅನು�ಾìಕ ಸಂÞ (TL: Anunasika Sandhi)| 1 1 1 0.90

Overall 0.91 0.98 0.94 0.90

Table 12: Sanskrit Sandhi Identification Performance Parameters

Figure 7: Sanskrit Sandhi Translation Results

present in the dictionaries. Thus, the accuracy
of the rule-based method depends strongly on
constantly updated prefix, suffix, and root word
dictionaries.

In Split point identification, most of the incor-
rectly identified split points are character points be-
tween a word and an inflectional suffix attached
to it. As the system evolves, this error gets auto-
matically rectified by maintaining a finite list of in-
flectional suffixes in the language. The unidenti-
fied split points arise due to the specific rare pat-
terns in Sandhi words.The rules devised are at
the character-level and caused an unidentified split,
which can be tackled with word-level information,
such as POS tags.

5 Conclusion

The developed Rule-Based Methodology (RBM)
for Sanskrit Sandhi splitting, identification, and
English translation is tested on a corpus of
3736 Kannada sentences containing 4900 Sanskrit
Sandhi words. It yielded satisfactory results for the
Sanskrit Sandhi namely, SavarNadeergha Sandhi,
GuNa Sandhi, YaN Sandhi, Vruddhi Sandhi, Jatva
Sandhi, Shchutva Sandhi and Anunasika Sandhi.
RBM has given an average accuracy of 90.03%
for effective identification and 85.87% for trans-
lation of Sanskrit Sandhi words into English. It
is observed that the accuracy of the RBM could
be increased with the enhanced dataset and the
corresponding prefix and suffix words dictionar-
ies. INLTK Toolkit is used for implementation of
the proposed methodology. There is scope to uti-
lize statistical and deep learning-based methods,
and the authors intended to explore them in future
work. This methodology provides a valuable tool
for Sandhi splitting in other Dravidian languages.

Limitations

The work focuses on all types of Sanskrit Sandhi
words in Kannada sentences and their effective
translations. The dataset and the dictionary sizes
influence the performance and scope of improve-
ments for both, aiming to enhance the accuracy of
the proposed methodology.
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Class Name Recall Precision F1-score Accuracy
ಸವಣರ್Ýೕಘರ್ ಸಂÞ (TL: SavarNadeergha Sandhi) 0.88 0.98 0.93 0.88
ಗುಣ ಸಂÞ (TL: GuNa Sandhi) 0.85 1 0.92 0.87
ಯಣ್‍ಸಂÞ (TL: YaN Sandhi) 0.83 1 0.91 0.84
ವೃÝಧ್ ಸಂÞ (TL: Vruddhi Sandhi) 0.87 1 0.93 0.87
ಜತವ್ ಸಂÞ (TL:Jatva Sandhi) 0.80 1 0.89 0.81
ಶುಚ್ತವ್ ಸಂÞ (TL: Shchutva Sandhi) 0.82 1 0.90 0.82
ಅನು�ಾìಕ ಸಂÞ (TL: Anunasika Sandhi) 0.86 1 0.92 0.86

Overall 0.84 0.99 0.91 0.85

Table 13: Sanskrit Sandhi Translation Performance Parameters

Paper Ref. Language Methodologies Results Remarks
(Dasari et al., 2025) Tamil and Seq2Seq and MT5 77.93% Focused on the application of Sandhi rules. Illustrated word formation pat-

Telugu terns and how lexical and functionalcategories together generate complex words
(Ali et al., 2025) Sanskrit Seq2Seq, LSTM, 89.27% Proposed a deep learning framework using bi-encoders and a multi-head

Bi-LSTM attention module to predict valid split points in Sanskrit compound words.
(Nagaraj et al., 2021) Kannada Seq2Seq , LSTM 86% Captures linguistic patterns efficiently using RNNs limited by sentence

/domain diversity.
(Dave et al., 2021) Sanskrit Seq2Seq, Deep 86.8% Formulated Sandhi splitting as a sequence-to-sequence prediction task

learning methods using deep learning.
(Hellwig and Nehrdich, 2018) Sanskrit Character-level RNN 85% Contributed to low-resource language processing addressed morphological

and CNN analysis for Sanskrit Sandhi word splitting.
(Devadath and Sharma, 2016) Malayalam Rule-based approach 89% A hybrid approach was employed, which first determines potential

(RBA) split points using statistical methods and subsequently segments the
string into words by applying predefined character-level Sandhi rules.

Proposed Kannada Rule-based (prefix-suffix, 90.03% Works across all Sanskrit Sandhi types in the Kannada
Approach DWAG, comprehensive language, achieving higher accuracy with interpretable rules.

Sandhi rules)

Table 14: Comparative Analysis with Existing Works
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