Regional-TinyStories: A Small Language Model Framework for
Evaluating Language Learning, Tokenizers, and Datasets

Nirvan Patil™!*, Malhar Inamdar™**°, Agnivo Gosai >, Guruprasad Pathak*®,
Anish Joshi** | Anish Joshirao** Raj Dandekar’, Rajat Dandekar®,
Sreedath Panat®

“Equal Contribution, 'BITS Pilani, “PICT Pune, *Independent Researcher, “PCCoE Pune, > Vizuara Al Labs
Correspondence: nirvan.ajit.patil@gmail.com, raj@vizuara.com
Links: Code (Github) & Datasets, Weights (HuggingFace)

Abstract

Small, resource-efficient language models are
pivotal for extending high-quality text genera-
tion to low-resource and regional languages—
the true frontier of linguistic equity in Al Yet
research largely prioritises massive English-
centric systems, leaving regional-centric (low-
resource) language modelling underexplored,
particularly how tokenizer design, dataset di-
versity, and linguistic structure shape the in-
ference of Small Language Models (SLMs)
under realistic computational and data con-
straints. We present Regional-TinyStories, a
lightweight framework that treats SLMs as
cost-effective stand-ins for LLMs, enabling
rapid, variable-wise inference-based analysis.
Extending TinyStories to Hindi, Marathi, and
Bangla, we release datasets of 2M synthetic
and translated stories per language and train
over 20 SLMs spanning 5-157M parameters.
Using this framework, we (i) uncover con-
trasts between form-oriented (grammar, flu-
ency) and content-oriented (context, complete-
ness, creativity) metrics; (ii) chart language-
specific learning dynamics; (iii) rank tokeniz-
ers, showing Indic-specific SARVAM-1 outper-
forming SUTRA and generic TIKTOKEN (GPT-
2) across all metrics; and (iv) demonstrate that
dataset semantic quality (translation vs. syn-
thetic) strongly governs downstream genera-
tion. Validation through an LLM-as-Judge en-
semble (GPT-40, LLaMA-3.3-70B) and a 100+
participant human study confirms these trends
while exposing systematic score inflation in au-
tomated evaluations. Regional-TinyStories of-
fers a reproducible path to benchmark tokeniz-
ers, datasets, and SLM designs for scalable,
context-faithful generation in low-resource set-
tings.

1 Introduction

Research on language models (LMs) has largely
emphasised scaling to multi-billion-parameter sys-
tems (Brown et al., 2020; Chowdhery et al., 2023),

with performance improving as compute and data
increase (Hoffmann et al., 2022). Yet the ris-
ing costs of training and inference—along with la-
tency, memory, and energy constraints—are sharp-
ening the focus on compact models that can be
deployed under tight resource budgets. This need
is particularly acute for low-resource and regional
languages, where data scarcity and sovereignty
concerns make smaller, efficient models especially
appealing. In this work, we study “Small Lan-
guage Models” (SLMs): low-million-parameter
transformers trained under constrained data and
compute regimes.

The TinyStories framework by Eldan and Li
(2023b) demonstrates that English SLMs with
fewer than S0M parameters can perform short-
story inference when trained on small, curated
datasets—echoing the modest linguistic exposure
of children (fewer than 100M words by age 13)
(Gilkerson et al., 2017). TinyStories shows that
coherent text can emerge from compact architec-
tures, with model width aiding knowledge reten-
tion and depth improving contextual understand-
ing. Although today’s “small” ~5B-parameter
models are still large in practice, ultra-compact,
culturally aligned SLMs offer a promising path to-
ward sovereign Al and digital inclusion. However,
research on such models for regional languages re-
mains limited (Boughorbel et al., 2024). We there-
fore extend TinyStories to regional languages to
enable rapid, inference-driven comparative analy-
ses of SLMs while amplifying under-represented
regional languages in NLP and lowering the barri-
ers to SLM development. Our aim is to understand
how language choice, tokenizer design, and data
curation shape downstream inference quality in re-
gional languages, and to provide a lightweight eval-
uation setting supporting rapid design iteration.

Inference quality determines utility, yet isolat-
ing tokenization, dataset (language and translation-
based) effects requires full-model ablations—

2318

Proceedings of the 14th International Joint Conference on Natural Language Processing and the 4th Conference of the Asia-Pacific Chapter of the Association for

Computational Linguistics, pages 2318-2367
December 20-24, 2025 ©2025 Association for Computational Linguistics


https://github.com/VizuaraAI/Tiny-Stories-Regional
https://huggingface.co/TinyStories-Regional

Stage |

— a( i
mm ) o
o D
L@ )
Machine Translation

& - B

Synthetic Generation
Dataset Generation

OR sarvam.ai

—

Stage Il

@ Dataset

SUTRA 0§ | )

Tokenization & Training

Stage Ill

‘® © ©

Hindi Marathi
) (mﬁ)

Bangla
(Sl

N
l Tokenization

T @Results
« Tokenizer Comparisons
« Evaluation on Factual Prompt
« Evaluating Grammar, Context, etc
« Machine Translation vs Synthetic Data

Training

nano @ —

Inference & Analysis

Figure 1: Regional-TinyStories Framework—Training distinct SLMs for variable-wise inference analysis.

training separate LL.Ms per variant—an imprac-
tically expensive path for systematic comparison.
We therefore introduce—Regional-TinyStories—a
framework leveraging ultra-compact, TinyStories-
based SLMs as time and cost-efficient proxies for
LLMs (see Fig. 1). By rapidly training one SLM
per design factor, we enable direct, fine-grained
assessment of how foundational design choices af-
fect inference. These insights can then guide the
resource-intensive development of larger models,
mostly in line with established scaling laws (Ka-
plan et al., 2020; Hoffmann et al., 2022; Hu et al.,
2020; Tal et al., 2022). Our key contributions are:

* Generalisation to regional languages: We
adapt the TinyStories paradigm to regional
languages (here: Hindi, Marathi, Bangla), de-
tailing data preparation and pre-training prac-
tices that yield high inference quality with
small models.

* Releases at scale: We open-source the
Regional-TinyStories codebase, over 10M
synthetic and translated stories across the
three languages, and weights for 35+ SLMs.

* Scaling analysis: We characterise inference
performance as a function of model size and
validate trends with statistical analysis, hu-
man evaluations, and qualitative examples.

* Linguistic complexity: We introduce an
SLM inference—based measure of linguistic
complexity (defined later) and show reduced
inference quality for Marathi SLMs relative to
Hindi under comparable settings.

* Tokenizer comparisons: We provide a
fine-grained comparison across tokenizers,
demonstrating that inference-quality evalua-
tion offers actionable insight beyond tradi-
tional information-theoretic metrics, contrast-

ing a legacy tokenizer (Tiktoken/GPT-2 (Ope-
nAl, 2024)) with Indic-specialised tokenizers
(Sarvam-1 (Sarvam, 2024), SUTRA-mlt-256-
v2 (Bendale et al., 2024)).

* Dataset comparisons: We employ inference-
quality evaluation as a proxy for dataset qual-
ity, showing that SLMs trained on synthetic
data substantially outperform those trained on
translated data and quantifying the adverse
impact of translation-induced semantic loss
on downstream inference.

2 Related Work

Indic NLP remains under-represented in main-
stream NLP, with comparatively fewer curated,
open resources. Recent efforts such as the Indic-
NLP Suite and benchmarks (Kakwani et al., 2020)
and the monolingual corpora and models culminat-
ing in IndicBERT v2 (Doddapaneni et al., 2023)
have begun to close this gap, while large paral-
lel resources like Samanantar have energised MT
and cross-lingual research (Ramesh et al., 2022).
Our work complements these by providing story-
style, generation-focused corpora (Hindi, Marathi,
Bangla) and matched SLM releases that are es-
pecially accessible for early-stage students and
researchers, enabling controlled, low-cost experi-
mentation on inference behaviour.

SLMs gained momentum with BabyLM
(Warstadt et al., 2023) and TinyStories, which
showed small-scale data can elicit coherent genera-
tion from sub-50M models in English. We extend
this paradigm to Indic languages and improve
over TinyStories and other efficient-model lines
through inference-based comparisons across
languages, tokenizers, and datasets—prioritising
downstream generation quality rather than proxy
pretraining metrics.
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Tokenization strongly shapes multilingual effi-
ciency and quality; recent work also probes to-
kenizer adequacy via morphology-aware scores
(e.g., MorphScore) to explain cross-language per-
formance gaps (Arnett and Bergen, 2025). In
contrast, we directly rank tokenizers by their im-
pact on downstream inference quality in generative
settings, providing application-grounded guidance
for regional languages.

LLM-as-judge has emerged as a scalable alter-
native to human evaluation but exhibits known bi-
ases; MT-Bench/Chatbot Arena and subsequent
analyses document both utility and vulnerabilities
(Zheng et al., 2023a; Chen et al., 2024). We
employ an ensemble of LLM judges and cross-
validate our findings with a human evaluation in-
volving over 100 participants, confirming trends
while exposing systematic inflation, which aligns
with the cautions reported in prior work.

3 Regional-TinyStories Datasets

3.1 Dataset Preparation

Synthetic Data

Our data generation pipeline, applied uniformly
across Hindi, Marathi, and Bangla, builds on the
TinyStories methodology while addressing several
of its limitations. Specifically, we introduce (i)
manual verification and full transparency of the
prompt-generation vocabulary, (ii) a systematic ab-
lation study to select an optimal prompt template,
and (iii) a custom mechanism to prevent dupli-
cate prompts—together improving reproducibility,
data diversity, and downstream quality.

The matched process for each language begins
with a rigorously curated and manually verified
lexicon/vocabulary comprising ~300 of each noun,
verb, and adjective, augmented with carefully cho-
sen stylistic “features” (e.g., playfully mysterious,
colorfully gentle) that guide tone and moral fram-
ing.! Using results from our ablation study (Fig. 2,
left), we select the best-performing template—
identified via measuring downstream GPT-4o0 story
generation quality—and instantiate it by sampling
items from the lexicon, yielding a corpus of 2 mil-
lion prompts. Uniqueness is enforced via a custom
duplicate-avoidance algorithm to ensure coverage
and variety.> These prompts are then passed to

! Available at prompting/prompt_gen in our Codebase.
Details on the lexicon, ablation setup, and duplicate-
avoidance algorithm are provided in Appendix E.

GPT-40-mini to synthesise the corresponding 2M
stories for each language.

The Regional-TinyStories corpus, when tok-
enized using Sarvam-1, comprises ~658M tokens
in Hindi, ~639M in Marathi, and ~618M in Bangla,
with each story averaging ~320 tokens. Stories
are aimed towards children aged 5-7 and are de-
signed to cover the age—relevant stylistic “features”
in our lexicon with near—uniform frequency, as
confirmed by a manual evaluation of 1,000 stories
per language.

Translated Data

Following prior work for translation to Indic lan-
guages (Doshi et al., 2024; Boughorbel et al.,
2024), we translated the complete TinyStories
dataset (Eldan and Li, 2023a) (~2M stories) from
English to each of Hindi, Marathi and Bangla us-
ing NLLB-200-3B (Team et al., 2022) and Google
Translate.

3.2 Dataset Evaluation

Synthetic Data

We evaluate the synthetic corpus along lexical di-
versity and semantic coherence. From random
pairs of training stories, we compute pairwise lex-
ical similarity using BLEU (Papineni et al., 2002)
and METEOR (Banerjee and Lavie, 2005), and se-
mantic similarity using BERTScore (Zhang et al.,
2020). We observe low lexical overlap (BLEU:
z = 0.078, METEOR: # = 0.153), indicat-
ing high lexical diversity, alongside high seman-
tic alignment (BERTScore: * = 0.967), con-
sistent with coherent, age-appropriate narratives—
likely reflecting GPT-40-mini’s guided, theme-
based generation for 5—7-year-old readers.

To test for memorisation, we compare a ran-
dom training story against an SLM-generated story.
The same pattern emerges: low BLEU and ME-
TEOR confirm that SLM outputs are not sur-
face copies of the training set, while a high
BERTScore shows that generated stories preserve
age-appropriate semantics and thematic coherence
relative to the corpus.

We further conduct a large-scale quality assess-
ment with GPT-4o0. Using the prompt template
in Fig. 2 (right), GPT-40 rates 3,000 randomly
sampled stories on Context, Creativity, Complete-
ness, Fluency, and Grammar, yielding consistently
strong scores (T > 8.5/10) across all dimensions,
in line with the GPT-40-mini results reported for
each language in Fig. 3. Finally, a manual review
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Optimal Prompt Template (Level 2+)

Evaluation Prompt Template

Write a short story in {language} suitable for 5-7-year-old children using simple,

easy-to-understand words and limited to 3-4 short paragraphs (approx. 350-500
words) with a clear beginning, middle, and end; naturally incorporate the verb
“{verb}”, the noun “{noun}”, and the adjective “{adjective}”;
clusion/tone “{feature}” through actions and outcomes without stating it explicitly;
keep the language age-appropriate; and return the output as a JSON dictionary

{story”:”your_generated_story”}.

integrate the con-

{story} The given {language} short story is for 5-7-year-old children. Keep-
ing in mind the target demographic, rate the story on a scale of 1-10 for
context awareness, completeness, grammar, fluency, and creativity. Eval-
uate context awareness by strictly assessing how well the story’s middle
and end align with the prompt ”{prompt}”. Only return a JSON dictionary
in the following format: {”context awareness”:, “completeness”:, ’creativ-
ity”:, “fluency”:, “grammar”: }.

Figure 2: Optimal Prompt Template for Story Generation and LLLM-as-a-Judge Evaluation.

of 300+ training stories across languages verifies
that samples are high-quality, thematically appro-
priate, and free of harmful content.’

Translated Data

We assess the semantic fidelity of our translated
TinyStories corpora using Language-agnostic
BERT Sentence Embeddings (LaBSE) (Feng
et al., 2022), whose multilingual encoder captures
cross-lingual semantics beyond surface n-gram
overlap. LaBSE is thus better suited for translation
evaluation than lexical metrics (BLEU, METEOR)
or general-purpose multilingual BERT variants,
whose optimisation often favours high-resource
languages. For each target language, we compute
cosine similarity on 1,000 English—translation
story pairs and derive bootstrap-based 95%
confidence intervals.

LaBSE reveals statistically significant differ-
ences in fidelity across languages. Bangla yields
the highest mean similarity (0.9002), followed
by Marathi (0.8824) and Hindi (0.8793); non-
overlapping confidence intervals confirm all pair-
wise gaps at p < 0.05. Distributional inspection
shows heavy tails, and Shapiro—Wilk rejects nor-
mality, indicating heterogeneous quality and occa-
sional translation failures (minima ~ 0.75).%

4 Methodology and Setup

4.1 SLM Architecture and Training

We train SLMs from scratch in PyTorch using a
nanoGPT-style pipeline (Andrej Karpathy, 2022),
adapting an open-sourced and user-friendly code-
base. Each model is a decoder-only Transformer
with 8 attention heads and varying embedding di-
mensions (64,512, 768) and depths (2, 6, 12), span-
ning parameter counts from 5SM to 157M. All mod-
els are trained for 5,000 steps; we hold out 2.5% of
a single 2M-story dataset for testing.’

3Details, analyses and results are provided in App. F.

“Details, results and plots are provided in Appendix G.

Details on hyperparameter configurations, optimisers,
loss curves, and more are provided in Appendix D.

4.2 Tokenization

We evaluate three tokenizers: two open-source,
SentencePiece-based systems—Sarvam-1 (Sar-
vam, 2024) and SUTRA-mlt-256-v2 (Bendale
et al., 2024)—and OpenAl’s widely used Tiktoken
baseline (OpenAl, 2024). Sarvam-1 targets ten
major Indic languages plus English (Bangla bn,
Gujarati gu, Hindi hi, Kannada kn, Malayalam
ml, Marathi mr, Odia or, Punjabi pa, Tamil ta,
Telugu te, and English) with a vocabulary of
~64k. By contrast, SUTRA-mlt-256-v2 covers 50+
languages—including key Indic languages such as
Hindi, Gujarati, Bangla, and Tamil—with a ~250k
vocabulary (details in Appendix D.4.2). Given
its narrower linguistic scope and Indic-focused
vocabulary, Sarvam-1 is consistently superior
on our Indic evaluations—across efficiency and
content-oriented metrics—also offering substan-
tially faster tokenization (see Sec. 5.6). We
therefore adopt Sarvam-1 as the default tokenizer
for all subsequent experiments, unless otherwise
specified.

4.3 Inference-based Evaluation

After training, each SLM generates three distinct
continuations for each of 1,000 manually curated
prompts (all held out from training),® yielding
3,000 stories per configuration.” “Distinct” de-
notes differences in wording and meaning; decod-
ing uses a fixed temperature (0.80) within each
run. The 1,000 prompts are identical across SLMs
and are language-matched via translation for Hindi,
Marathi, and Bangla.

We then adopt an LLM-as-judge protocol (El-
dan and Li, 2023a; Zheng et al., 2023b): GPT-
4o evaluates every story using the rubric in Fig. 2
(right), assigning 1-10 scores for Context, Com-
pleteness, Creativity, Fluency, and Grammar. The
overall score is the mean of these five. For each
SLM configuration, we report (see Fig. 3) micro-
averaged results—simple averages over its 3,000

SAvailable at training-inference/prompt-<lang>
"Inference samples are provided at results/
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stories for each dimension and overall—which
serve as the basis for downstream comparisons.

5 Results & Discussions

5.1 Performance Saturation

The inflection point in the performance-parameter
curve occurs consistently around 54M parameters
across all three languages, with minimal improve-
ments beyond this threshold (see Fig. 3). We iden-
tify the 54M-parameter models, trained using the
Sarvam-1 tokenizer, as the optimal configuration,
which we adopt as the default for subsequent anal-
yses.

5.2 Emergence of Capabilities

We synthesise and graph the quantitative pat-
terns in Fig. 3, organising findings by “form-
oriented” metrics (Grammar, Fluency) versus
“content-oriented” metrics (Completeness, Cre-
ativity, Context). Form captures syntactic correct-
ness and linguistic fluency; content reflects seman-
tic adequacy and contextual reasoning. The trends
below summarise cross-language, cross-size be-
haviour and the relative ease with which form sta-
bilises compared to content, as well as how this gap
evolves with model scale.

* Metric Order: Grammar (T ~9.0) > Fluency
(= 8.6) > Completeness (=~ 7.9) > Context
(=~ 7.5) across all languages and model sizes
(see Fig. 3). This mirrors TinyStories’ find-
ings, where grammatical skills emerge before
contextual understanding across languages.

e Variability: High means correlate with low
dispersion (Grammar o ~ 0.42 vs. Context
0 =~ 1.18. Performance and consistency de-
velop in tandem; Context may represent an
advanced capability that remains challenging
despite model improvements.

* Consistent Hierarchy of Variability: Gram-
mar and Fluency remain high (>8) even in
smaller 5SM-parameter models, while Creativ-
ity, Completeness, and especially Context
emerge only at larger scales. Grammatical
accuracy stabilises early, whereas context-
sensitive reasoning remains more complex
and an emergent trait.

* Parameter Elasticity: Grammar improves
12% and Context 33% when scaling from

8See Appendix A for tables reporting numerical results.

4.46M to 157M parameters. This corrobo-
rates the previous point, grammatical compe-
tence requires the least capacity while contex-

tual understanding requires the most.

e Form vs. Content: Across model sizes, 'form
metrics’ (Grammar, Fluency) show tighter
bands (¢ <0.60) than ’content metrics’ (Com-
pleteness, Creativity, Context) (¢ > 0.62).
Models reliably produce structurally correct
text rather than semantically coherent narra-
tives.

* Performance Gaps: Largest gap Grammar—
Context (A ~ 1.32); least Grammar—Fluency
(A =0.46) across all languages. Metrics with
lower gaps are likely to develop in tandem.

Taken together, the micro-averaged results in
Fig. 3 underscore that structural well-formedness
(syntactic correctness and linguistic fluency)
emerges sooner than context-sensitive reason-
ing and should be interpreted as a priority in
inter-SLM and cross-language comparisons.’

5.3 LLM-as-Judge Ensemble

We use GPT-40 to both generate stories and to eval-
uate SLM inference, which can introduce model-
family bias. To mitigate this, we report scores from
an independent judge, LLaMA-3.3-70B (see Fig. 3,
Tab. 6). The two judges receive identical eval-
uation rubric, prompts, and inputs, and LLaMA
re-scores the complete evaluation set previously
graded by GPT-40.

While LLaMA yields uniformly lower absolute
scores, it preserves the relative ordering and the
central trends noted previously (Sec. 5.2). Con-
sistent with the aim of avoiding single-family arte-
facts, we prioritise this agreement in trends over
absolute magnitudes—the criterion that governs
downstream, metric-based, relative comparisons.

5.4 Human Evaluations

Recent advances suggest that LLMs can act as
competent proxy judges for open-ended language
tasks: Judging LLM-as-a-Judge with MT-Bench
and Chatbot Arena reports human-LLLM agree-
ment reaching roughly 80% on pairwise prefer-
ences, indicating viability at scale (Zheng et al.,
2023a). At the same time, systematic biases
remain—Chen et al. (2024) documents judgment
biases and vulnerability to prompt manipulations.

°See App. H for additional details and statistical analyses.
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All intra- and inter-language model comparisons for each metric are
statistically significant (p < 0.001; Pairwise Mann-Whitney U test
with Bonferroni correction, a = 0.05 / number of comparisons).

Figure 3: Inference evaluation scores across key-SLM sizes trained on one of Hindi, Marathi or Bangla
Regional-TinyStories synthetic datasets. SOTA LLM results denote performance on stories generated from the
same prompts as the SLMs, assessed by GPT-40. Complete numerical results are provided in Appendix A

Model Completion Evaluation
Hindi
Prompt  Indian Regional: Jaied UR, 3 Ta9 31es R A&} & R srofler & & e ot fer awe 38 2
Translation: At sunrise, two best friends were following some strange footprints along the riverbank.
Medium  Indian Regional: Overall: 8.6
Py ThTET W, & Fed 37 SR 41 & (R arsitey 0= o (e ot et o= <8 91 S 81 Gret ot faol 461 wR udl, ot A Gan ergd wwen fears Context: §
&1 Toff S Uh-gER Al T g 38 A ’
E=512 R e, diga 3 3@ ol & e - get R R &1 39 G, "SR & 5 el ol Uehg o, o U8 Sge AolaR gl " e e gt Fluency: 9
L=6 Y g 3R T AT Gedl ol UehsA Y I A Complete: 9
Hes G-Tet #, HigT 3R I8 aieal A & foh 7Y & AR Ueh Ster 91 6w U1 gan §1 STa 617 3 el aht Uehsl, At 378 Ul =l fh & Rk e Grammar- 9

& 3R I SITgs viferrar off | I+t < 39 A @t w8 o U1y ok &R guE quied & 9HY el & 91y @eld W8

English Translation:

At sunrise, two best friends were following some strange footprints along the riverbank. As soon as the sun’s rays touched the river, a magical
sparkle appeared on the water. All the friends looked at each other and smiled.

Suddenly, Mohan noticed some colourful flowers floating in the water. He thought, “If I could catch these flowers, it would be so much fun!”
He called his friends, and together they tried to catch the flowers.

‘While playing, Mohan and his friends discovered that a small secret was hidden along the riverbank. When they caught the flowers, they realised
that they were not just beautiful—they had magical powers. None of the friends could ever forget that day, and from then on, they played with
the flowers every morning at sunrise.

Creativity: 8

Table 1: Hindi SLM generated Story — See Appendix B for additional SLM short-story inference examples

across languages and model sizes.
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Complementing these findings, our own LLM-
judge ensemble shows that, while LLaMA yields
uniformly lower absolute scores than GPT-4o, it
preserves relative orderings and the central trends
noted earlier (Sec. 5.2). Consistent with the aim
of avoiding single-family artefacts, we prioritise
trend replication over absolute magnitudes—the
criterion that governs downstream, metric-based,
relative comparisons, conducting a dedicated hu-
man evaluation as a second pillar of verification.

We collected responses from 100+ fluent speak-
ers who voluntarily participated in the study, col-
lectively providing 650+ ratings via 8—10 minute
Google Forms sessions (ratings reported in Fig. 3).
Each rater applied the same rubric text as used
for the GPT-4o judge (Fig. 2 (right), scoring Con-
text, Creativity, Completeness, Fluency, and Gram-
mar, on 10-point Likert scales. To mitigate fatigue
and inconsistency, we supplied concise metric def-
initions and brief calibration examples; attention
checks were used to filter unreliable submissions
following best-practices—van der Lee et al. (2019).

Human scores are lower in absolute value than
GPT-40’s, but they replicate the central patterns
captured by the LLM judges (Fig. 3): early mas-
tery of form—Grammar and Fluency—and persis-
tent difficulty on content—Context and Complete-
ness. After Z-score normalisation, Kruskal-Wallis
tests reveal significant differences across model
sizes and languages (p < 0.001), substantiating
the observed separations in the trend-oriented com-
parisons. Inter-rater reliability (Krippendorff’s «)
is Strong for Bangla (a«=0.705), Good for Hindi
(a=0.666), and lower for Marathi (a=0.332), in-
dicating heterogeneous proficiency and motivating
tighter screening and targeted guidance for future
Marathi evaluations. In terms of normalised Con-
text awareness, Hindi leads, followed by Bangla
and then Marathi, corroborating the ordering sur-
faced by our framework.

In sum, the human study confirms trend repli-
cation—the key criterion for our downstream, rel-
ative analyses—while exposing LL.M-as-a-Judge
score inflation. Automated LLM-as-a-Judge eval-
uation thus serves as a reliable, high-throughput
mechanism for comparative assessment for Indic
short stories, with periodic human calibration re-
maining essential for anchoring scales and stress-
testing judge robustness.'?

19See App. C for tables reporting human ratings, deltas
w.r.t. LLM-eval, Google Forms, etc.

5.5 SLM Language-Learning Analysis

We examine SLMs’ language-learning by assess-
ing whether models trained in a target language can
generate stories that are context-aware, complete,
creative, fluent, and grammatically correct. Cross-
language comparisons are inherently delicate be-
cause LLM-as-a-Judge systems and tokenizers dif-
fer in maturity across languages; therefore, ob-
served gaps are best interpreted as stemming from
today’s technological stack rather than intrinsic lin-
guistic difficulty under controlled conditions.

A broad evaluation at 54M parameters reveals
that Marathi-trained SLMs lag Hindi (and, to a
lesser extent, Bangla). Two signals dominate.
First, a pronounced Context—score gap: Gram-
mar is relatively strong but diverges from Con-
text and Completeness (Grammar—Context A ~
1.47; Grammar—Completeness A ~ 1.31), indi-
cating surface form is learned more readily than
prompt-faithful content. Second, poorer consis-
tency: mean—SD correlations are strongly negative
across languages, but most extreme for Marathi
(r = —0.77 vs. =& —0.70 for Hindi/Bangla), im-
plying less stable instruction-following at a given
quality level. Human raters validate this trend: the
54M Marathi SLM’s contextual scores fall below
its Hindi and Bangla counterparts. Although inter-
rater agreement is weaker, the 95% CI mean ly-
ing entirely within the corresponding Hindi and
Bangla intervals offsets this limitation (Fig. 3).

A story that violates its prompt is unusable; we
foreground Context Awareness—adherence of the
narrative’s middle and end to the input prompt—
as the primary yardstick. We measure it through
three complementary probes. (i) Short factual
prompts are especially informative: they probe
context tracking, test logical comprehension be-
yond memorisation, and expose hallucination ten-
dencies; here, Hindi clearly outperforms Marathi
(Tab. 2). (ii) Manual verification of 100+ 54M-
parameter Marathi SLM stories highlights fre-
quent prompt drift, especially in the story’s mid-
dle and end. (iii) Large-scale evaluations—ILLM-
as-a-Judge and trend-following human studies—
converge on Marathi’s weaker contextual adher-
ence relative to Hindi and Bangla, most starkly at
54M parameters (Fig. 3).

Rapid, inference-based comparisons in the
Regional-TinyStories framework thus yield a clear
ranking by context-following: Hindi performs the
strongest, Bangla is intermediate, and Marathi lags.
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Prompt M 54M 157TM SM 54M SM 54M
Eng. Translation Hindi Hindi Hindi Marathi Marathi Bangla Bangla
When Ram came back home, was very  wanted to re-  he went to his slept. went to sleep. sat down. went to sleep.
he was very tired, so he happy. lax. bed to sleep. ICT AT (e1} IS

gl g Tl AREAEFATA-  Hl S (@il

g o I fARR ™R
el 71

Jack and Lily saw a rainbow a lot of sevencolours!  seven colours! a lot of many colours a lot of beautiful
after a rainy day. They were beauty! qraaTg! qrd a1 8! beauty! fonett & amga! beauty! colours!
amazed by the colors. Jack Rt He=ar ez IS J@d! azfe EN
said, ”Look, Lily. A rainbow 8! 3! ieg!

has

Table 2: Cross-lingual performance across key model sizes on factual prompts — GPT-4 = 6/6
Evaluation Scheme: Red = 1/6, Light Red = 2/6, Light Yellow = 3/6, Yellow = 4/6, Light Green = 5/6 & Green = 6/6

See Appendix B for additional examples across all configurations.

Tokenizer Name Eval Loss Context Completeness Creativity Fluency Grammar Overall
Hindi
Sarvam-1 0.518 7.734 7.783 7.806 8.554 8.912 8.158
SUTRA-mlt-256-v2 0.522 7.548 7.449 7.584 8.292 8.875 7.950
Tikoken 0.149 [ 6974 7.106 7.360 7.889 8.681 7.602
Marathi
Sarvam 1.662 7.154 8.127 7.902 8.854 9.146 8.296
SUTRA 1.824 7.223 7.862 7.633 8.602 9.024 8.069
Tiktoken 1.167 | 6514 7.442 7.437 8.105 8.851 7.670
Bangla
Sarvam 0.569 7.507 7.645 7.693 8.420 8.816 8.016
SUTRA 0.608 7.614 7.374 7.595 8.212 8.845 7.928
Tiktoken 0.135 7.118 6.989 7.358 7.778 8.614 7.572

Table 3: Tokenizer performance across languages for 54M parameter SLM
Sarvam Tokenizer — 54M (E=512, L=6) Model — Lighter is better.

Trained On Eval Loss Context Completeness Creativity Fluency Grammar Overall
Hindi
Synthetic Data 0.518 7.734 7.783 7.806 8.554 8.912 8.158
Translated Data 1.385 7.692 62980
Marathi
Synthetic Data 1.662 7.154 8.127 7.902 8.854 9.146 8.296
Translated Data 6.932 6431 1312 8.218 7.063
Bangla
Synthetic Data 0.569 7.507 7.645 7.693 8.420 8.816 8.016
Translated Data 1.494 6.879 6.599 6.462 7.340 8.122 7.080

Table 4: Translated vs. Synthetic training data comparison for 54M parameter SLMs.
Sarvam Tokenizer — 54M (E=512, L=6) Model — Lighter is better.

The Bangla—Marathi gap narrows as model size in-
creases from 54M to 157M, suggesting that capac-
ity helps but does not close Marathi’s deficit with-
out language-specific data and modelling advances.
Taken together, these results indicate that, under to-
day’s data and tooling, Marathi SLMs warrant tar-
geted development.

5.6 Comparative Analyses of Tokenizers

Tokenization is typically assessed with
information-theoretic tools; here we pair these
with morphology-aware evaluation and then
connect intrinsic signals to downstream behaviour.
Rényi entropy H, quantifies uncertainty in token
distributions (with o modulating sensitivity to rare

tokens) (Zouhar et al., 2023), while MorphScore
measures alignment of token boundaries with
linguistic morphemes (Arnett and Bergen, 2025).
Applying byte-premium scaling to normalise cor-
pora at the byte level (Arnett and Bergen, 2025),
Sarvam yields more compact segmentations across
languages (Hindi: 6.285, Marathi: 6.545, Bangla:
6.358), indicating efficient subword capture and
compact tokenization, whereas SUTRA’s higher
entropies (Hindi: 7.153, Marathi: 7.762, Bangla:
7.414) reflect richer representation but increased
complexity. On MorphScore, Sarvam matches or
exceeds SUTRA in Hindi (0.728 vs. 0.727) and
Bangla (0.319 vs. 0.300), and is comparable in
Marathi (0.662 vs. 0.667). While these corpus-
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https://huggingface.co/sarvamai/sarvam-1/tree/main
https://huggingface.co/TWO/sutra-mlt256-v2/tree/main
https://github.com/openai/tiktoken

bound metrics surface key morphological patterns,
they do not directly quantify inference differences.

To ground them in behaviour, Regional-
TinyStories re-tokenises a fixed dataset with each
tokenizer, trains matched SLMs, and compares
inference. Results mirror the intrinsic picture:
Sarvam-tokenised models generally edge SUTRA-
cruically identifying the gains as concentrated
on content-oriented metrics—Context, Com-
pleteness, Creativity (mean Sarvam-SUTRA
difference of +0.247)—and smaller gains on
form-oriented metrics—Fluency, Grammar (mean
40.150; Tab. 3). This accords with Sarvam’s
Indic specialisation, while despite SUTRA’s
broad multilingual design (50+ languages), it
trails only modestly on Indic tasks. Compared
to a non-Indic baseline, Indic-tokenized SLMs
(Sarvam, SUTRA) outperform Tiktoken-trained
ones across all metrics, despite Tiktoken’s lower
eval loss. The largest gains appear in Context
Awareness, with the narrowest gap in Grammar.
In sum, these behavioural results complement
Rényi entropy and MORPHSCORE, by empirically
linking tokeniser design to end-task behaviour
(inference), providing a concrete, actionable basis
for tokenizer selection by highlighting the gains
delivered by language-specialised tokenization
being linked to Contextual Awareness.

5.7 Effect of Training on Translated vs
Synthetically Generated Datasets

Translation remains susceptible to semantic loss
(Cohn-Gordon and Goodman, 2019; Cao et al.,
2020)—meaning drift, context distortion, and
misaligned entailments—even with modern sys-
tems. Sentence-level embedding metrics (LaBSE)
quantify this loss (Bangla: 0.900, Marathi:
0.882, Hindi: 0.879 semantic similarity) but do
not reveal its effect on downstream inference.
To isolate dataset effects, Regional-TinyStories
trains matched SLMs—one per dataset variant—
holding architecture and training settings fixed
while varying only the dataset (e.g., translated vs.
synthetic), comparing inference-time behaviour.
Applied to Hindi (54M parameters, Sarvam-1 to-
kenisation; Tab. 4), all SLMs trained on our syn-
thetic corpus outperforms its translated counter-
part across all metrics, with substantially larger
gains on content-oriented criteria—Context, Com-
pleteness, Creativity (mean A = 42.020)—than
on form-oriented Fluency and Grammar (mean
A = +0.568; Grammar is smallest; see Sec. 3.1).

Because downstream utility hinges on prompt-
faithful, context-aware generation, these results in-
dicate that translation-induced semantic loss dis-
proportionately degrades the capabilities that mat-
ter most. More broadly, Regional-TinyStories of-
fers a scalable, inference-grounded protocol for
dataset evaluation—extending beyond synthetic
vs. translated to alternative recipes and translation
schemes—providing actionable guidance and un-
derscoring the value of carefully curated synthetic
data in low-resource modelling.

6 Conclusion

We introduce Regional-TinyStories, a fast, low-
cost SLM framework that isolates how language,
tokenization and dataset choices affect down-
stream inference, enabling efficient, task-relevant
ranking. To lower barriers for regional NLP,
we release code, 10M+ stories, and 35+ SLM
checkpoints, allowing early-stage and compute-
constrained groups to run controlled ablations.
While scaling narrows some gaps, we identify
that achieving contextually grounded Marathi in-
ference remains comparatively challenging under
current resources. Across Hindi, Marathi, and
Bangla, our inference-grounded analyses com-
plement corpus-bound metrics (Rényi entropy,
MorphScore) by directly assessing prompt-faithful
generation. We find that (i) Indic-specialised to-
kenization yields larger gains on content-oriented
metrics than the Tiktoken baseline; (ii) Sarvam
and SUTRA deliver comparable downstream per-
formance despite SUTRA’s broader multilingual
focus; and (iii) synthetic data consistently outper-
forms translated data, especially for context and
completeness. Future work will extend coverage to
additional languages and scripts and test whether
these trends persist at larger model scales.

Additional: SLM versus GPT Inference

We compare SLMs with GPT-4 reference sto-
ries across Hindi, Marathi, and Bangla un-
der matched prompts, revealing consistent gains
through mid-scale models, cross-language gaps
(Bangla strongest, Hindi steady, Marathi more
volatile), and diminishing returns without better to-
kenization and data curation. Crucially, semantics-
oriented evaluation distinguishes models more re-
liably than surface overlap in morphologically rich
Indic settings. For full language-wise results, scale
trends, and correlation analyses, see Appendix J.
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Limitations

* Unknown bias in SOTA LLMs & Tokeniz-
ers: Employing LL.M-as-a-Judge evaluations
introduces ambiguity in cross-language com-
parisons due to unknown differences in the
proficiency of state-of-the-art LLMs across
languages. This uncertainty is further com-
pounded by analogous variation in tokenizer
performance

¢ Poor Inter-rater-agreement for Marathi:
Our human evaluations highlight low agree-
ment amongst rating scores for our Marathi
SLMs, reducing the validity of inter-language
comparisons for Marathi. This is likely due to
heterogeneous fluency among evaluators. En-
hancing Marathi evaluation quality is a prior-
ity for future work

* Single model runs: Due to compute con-
straints, each configuration was trained and
evaluated once. This limits our ability to
report statistical variance or confidence in-
tervals, which should be addressed in future
work.

* Limited tokenizer baselines: While Sarvam
and SUTRA outperform general-purpose tok-
enizers like Tiktoken, other strong Indic tok-
enizers (e.g., IndicBERT) were not tested and
may offer further insights.

e Metric limitations: BELU, METEOR,
BERTScore and LaBSE capture semantic
and lexical similarity but fail to evaluate nar-
rative coherence or creativity. Incorporating
story-aware or structure-aware evaluation
metrics is a promising direction.

e Architectural scope: All models are
decoder-only transformers. Exploring hybrid
or sparse architectures (e.g., Mixture-of-
Experts) may yield better performance under
computational constraints.

* No multilingual SLM training: We train
separate models for each language. Multilin-
gual training across related languages (e.g.,
Hindi-Marathi) may unlock shared learning
benefits and improve data efficiency (Chang
et al., 2024).

We are committed to addressing these limita-
tions in future work.

Impact Statement and Ethical
Considerations

Impact. This work lowers the cost of system-
atic, inference-grounded experimentation in
Indic NLP by providing a compact framework,
open-source code, 10M+ stories, and 35+ SLM
checkpoints. These resources enable students,
early-stage researchers, and compute-constrained
groups—particularly in rural or underserved
regions—to run controlled ablations and engage
with regional language technologies. Beyond re-
sources, Regional-TinyStories serves as a practical
benchmarking tool: it complements corpus-bound
metrics (e.g., tokenization efficiency, semantic
similarity) by directly measuring how design
choices (tokenizers, dataset recipes, scaling) affect
prompt-faithful generation. While we do not
claim educational or literacy outcomes on their
own, the approach can support the creation of
age-appropriate materials in Hindi, Marathi, and
Bangla, and can assist educators and community
organizations experimenting with local-language
content creation. The framework is also appli-
cable as a preliminary screening step for future
benchmarks and larger models, guiding where
limited effort and funding can have the greatest
downstream impact.

Ethical Considerations. The generation of chil-
dren’s content in regional languages requires care-
ful stewardship. We recommend:

e Community review and cultural stewardship:
involve native speakers, educators, and cul-
tural practitioners in data curation and model
evaluation to avoid stereotyping and to respect
local norms.

* Age-appropriate safety: apply content filters,
toxicity checks, and style constraints for child-
facing outputs; clearly label Al-generated ma-
terials.

* Bias and quality auditing: regularly audit
models for harmful biases, hallucination, and
uneven performance across dialects; report
known failure modes and uncertainty.

Our focus on small models reduces the computa-
tional footprint relative to large-scale alternatives,
but practitioners should still disclose training set-
tings and consider environmental costs. Overall,
Regional-TinyStories is intended to complement—
not supplant—human expertise, offering an
inference-based foundation for responsible,
inclusive progress in regional NLP.
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A Complete Hyperparameter and LLMA-as-a-Judge Numerical Tables
A.1 Hindi, Marathi & Bangla Hyperparameter Comparisons

Hidden Size Layer  Model Size  Eval Loss Context Completeness Creativity Fluency Grammar Overall
Hindi SLMs

64 12 5.00 1.057 [PNes7ANS 7221 7.390 7.959 8.450 7.480

512 6 53.00 0.518 7.734 7.783 7.806 8.554 8.912 8.158

1024 7 15700 0.513 7.695 7.806 7.830 8.580 8.910 8.164
64 95% CI - - - [6.32-6.42] [7.20 - 7.26] [7.36 - 7.42] [7.93 - 7.98] [8.43 - 8.47] [7.46 -7.51]
512 95% CI - - - [7.70 -7.77] [7.75-17.81] [7.79-7.83] [8.53—-8.57] [8.90-8.92] [8.14—8.17]
1024 95% CI - - - [7.66 —7.73] [7.78 —7.84] [7.81-7.85] [8.56 — 8.60] [8.90 —8.92] [8.15-8.18]

Pairwise Mann-Whitney U Test with Bonferroni Correction (o = 0.05/no. of comparisons)-All pairs show difference at p < 0.001

GPT-40-mini - - - 8.915 9.725 8.493 9.803 9.835 9.354
GPT-40 - - - 9.368 9.899 8.749 9.880 9.898 9.559
Gemini-1.5-flash - - - 9.154 9.856 8.770 9.744 9.752 9.455
LLaMA-3.3-70B - - - 9.254 9.956 8.870 9.844 9.852 9.555
Marathi SLMs
64 12 5.00 . 2224 6050 7.520 7.465 8.094 8.813 7.588
512 6 54.00 1.662 7.154 8.127 7.902 8.854 9.146 8.236
1024 7 15700 1.640 7.641 7.697 7.200 8.257 8.940 7.947
64 95% CI - - - [5.99 - 6.10] [7.48 —7.56] [7.44 —7.47] [8.05-8.11] [8.80 —8.84] [7.57-7.63]
512 95% CI - - - [7.09 -7.22] [8.09 - 8.17] [7.87-7.93] [8.82 — 8.88] [9.11-9.16] [8.21 —8.28]
1024 95% CI - - - [7.59 - 7.69] [7.66 —7.74] [7.17-17.23] [8.23 - 8.28] [8.93 - 8.95] [7.93 - 7.96]

Pairwise Mann-Whitney U Test with Bonferroni Correction (a = 0.05/no. of comp.)-All pairs show difference at p < 0.001; higher p-value for 54M vs 157M

GPT-40-mini - - - 8.630 9.459 8.416 9.359 9.441 9.061
GPT-40 - - - 9.329 9.812 8.770 9.728 9.749 9.477
Gemini-1.5-flash - - - 9.032 9.806 8.615 9.677 9.676 9.361
LLaMA-3.3-70B - - - 9.132 9.906 8.715 9.777 9.776 9.461
Bangla SLMs
64 12 5.00 1.136 6.760 7.289 7.563 7.968 8.507 7.617
512 6 54.00 0.569 7.507 7.645 7.693 8.420 8.816 8.016
1024 7 157.00 0.557 7.567 7.639 7.740 8.409 8.832 8.037
64 95% CI - - - [6.72 -6.81] [7.26 -7.32] [7.54-7.59] [7.94-7.99] [8.48-8.53] [7.60-7.64]
512 95% CI - - - [7.47 - 7.55] [7.61 —7.68] [7.69-7.711 [8.40-8.44] [8.80-8.83]  [8.00-18.04]
1024 95% CI - - - [7.53-7.61] [7.61 -7.67] [773-7.76]  [8.39-8.43]  [8.82-8.85] [7.98-8.05]

Pairwise Mann-Whitney U Test with Bonferroni Correction (a = 0.05/no. of comparisons)-All pairs show difference at p < 0.001; except 54M vs 157M

GPT-40-mini - - - 8.953 9.692 8.637 9.695 9.734 9.342
GPT-40 - - - 9.340 9.786 8.800 9.821 9.827 9.515
Gemini-1.5-flash - - - 9.233 9.870 8.894 9.860 9.854 9.542
LLaMA-3.3-70B - - - 9.333 9.970 8.994 9.960 9.954 9.642

Pairwise Mann-Whitney U Test with Bonferroni Correction (o = 0.05/no. of comparisons)—across 54 pairs, 3 sizes x 6 metrics x 3 langauges
All 54 pairs statistically different at p < 0.001 level of significance except 3—see Sec. H.5.4 for details

Table 5: Inference scores across key-sizes of models trained on Hindi, Marathi and Bangla synthetic TinyStories datasets —
Lighter the better — Each score represents the average rating given by GPT-40 across 3,000 stories generated using different
SLM configurations, as well as state-of-the-art LLMs listed in the first column.
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A.2 Evaluations scores when LLaMA-3.3-70B is used as the LLM-as-a-Judge

Hidden Size = Layer  Model Size  Eval Loss  Context  Completeness  Creativity = Fluency = Grammar  Overall

Hindi SLMs

Evlaution scores when SLM Inference stories are evaluated by GPT-40

64 12 5.00 1.057 7.959 8450  [7:480
512 6 53.00 0.518 7.783 7.806 8.554 8.912 8.158
1024 7 IST000 0513 7.806 7.830 8.580 8.910 8.164

Evaluation scores when SLM Inference stories are evaluated by LLaMA-3.3-70B

64 12 5.00 1.057 8.525

512 6 53.00 0.518 7.825 7.982 8.698

1024 7 15700 0.513 8.052 8.208 8.921
Marathi SLMs

Evlaution scores when SLM Inference stories are evaluated by GPT-40

64 12 5.00 8.094 8.813
512 6 54.00 8.127 7.902 8.854 9.146 8.236
1024 7 7.641 7697 7200 8257 8.940 7.947

Evaluation scores when SLM Inference stories are evaluated by LLaMA-3.3-70B

64 12 5.00 8.146

512 6 54.00 7757 8.780

1024 7 7.644 7.823 8.844
Bangla SLMs

Evlaution scores when SLM Inference stories are evaluated by GPT-40

64 12 5.00 1136 | 6760 7289 17563 7.968 8.507 7.617
512 6 54.00 0.569 7.507 7.645 7.693 8.420 8.816 8.016
1024 7 IST000 0557 7.567 7.639 7.740 8.409 8.832 8.037

Evaluation scores when SLM Inference stories are evaluated by LLaMA-3.3-70B

64 12 5.00 1.136 7.359 7.735 8.567  [17.065
512 6 54.00 0.569 7.679 7.962 8.645 7.447
1024 7 157000 0557 7.836 8.111 8.841 7.630

Table 6: Inference evaluation scores when SLM generated stories are evaluated by GPT-4o versus LLaMA-3.3-70B.
While a difference in the absolute values of scores between the two LLM-as-Judges is observed, key trends are maintained
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B Inference Evaluation and Factual
Comparison

B.1 SLM Inference and Evaluation
Methodology

This section explores the end-to-end prompting-to-
evaluation procedure for our SLMs.

B.1.1 Preparing Prompts for SLM Inference

Using OpenAlI’s ol model and subsequent man-
ual refinement, we compiled a multilingual corpus
of 1,000 matched prompts in Hindi, Marathi, and
Bangla (see training-inference/sample/ in
our repository)'!. These prompts span 10 comple-
mentary category pairs to ensure broad evaluation
coverage:

* Adventure & Fantasy

* Imagination & Creativity

* Curiosity & Discovery

* Mystery & Surprise

* Playfulness & Learning

* Family & Friendship

* Kindness & Happiness

* Helping & Sharing

* Courage & Perseverance

* Nature & Animals

For each prompt, the target model generated
three distinct stories, resulting in a total of 3000
distinct stories per SLM configuration, which are
evaluated using the LLM-as-a-Judge paradigm de-
tailed below.

B.1.2 SLM Inference & Evaluation

Our SLMs are causal models, generating one token
at a time, following a given input phrase/prompt.

We evaluated the story generation quality across
Hindi, Marathi and Bangla at varying model pa-
rameter sizes.

Each model was provided with 1,000 prompts,
with the corresponding 3,000 generated stories
scored across five evaluation categories: context
awareness, completeness, grammar, fluency, and
creativity using a discrete rating scale (1-10). Gen-
erated stories are evaluated by GPT-40 using the
prompt below. The overall score is reported as the
average of the 5 evaluation metrics.

B.2 Cross-Lingual Inference Comparison

We observe a consistent pattern of context drift
in the Marathi outputs. As shown in Tab. 7, the
Marathi story veers off to describe a “cave” and

"L ink To: Code & Datasets

Evaluation Pormpt Template

{story}

The given {language} short story is for 5-7-
year-old children. Keeping in mind the target
demographic, rate the story on a scale of 1-
10 for context awareness, completeness, gram-
mar, fluency, and creativity. Evaluate context
awareness by strictly assessing how well the
story’s middle and end align with the prompt
”{prompt}”.

Only return a JSON dictionary in the following
format:

9, 9 9

”context awareness’”: ...”,

99, 9 9

“completeness™: ”...”,

25, 9

“grammar’: ...,

99, 9 9

“fluency”: ”...”,

99, 9 9

“creativity”: ...,

}

“stones” without ever mentioning the prompt’s key
term “riverbank,” whereas the Hindi and Bangla
versions remain faithful to the original context.
This is further corroborated by the broader samples
in Tabs. 9, 10, and 11.

B.3 Factual Prompt Evaluation

Evaluating our SLMs on short, factual prompts is
essential for three reasons: (i) Probes their context-
tracking capability. (ii) Tests logical comprehen-
sion rather than rote memorisation of training data
and (iii) Reveals the models’ propensity to halluci-
nate plausible but unsupported statements.

Using the multilingual factual benchmark in
Tab. 8, we assess multiple model sizes. The find-
ings show a strong positive correlation between ac-
curate context tracking and factual correctness—
larger SLMs excel on both axes (cf. scores in A),
whereas smaller models lag yet still display var-
ied factual competence, indicating behaviour be-
yond simple memorisation (see Sec. H). Among
languages, Hindi models attain the highest accu-
racy. Surprisingly, Bangla models fall short of
Marathi performance despite exhibiting superior
context scores and manual inference traces, sug-
gesting that Bangla might pose unique challenges
to SLMs’ logical reasoning.
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Model Completion Evaluation
Hindi
Prompt  Indian Regional: aed W, &l a9 33 AR 741 & [FR 3rsfa &R & R s disr e @ 91
Translation: At sunrise, two best friends were following some strange footprints along the riverbank.
Medi Indian Regi Overall: 8.6
Galed W, ﬁm%mﬁ%%ﬁmﬁﬁ%ﬁimaﬂwaﬂ@ﬁl SR € ot ot fehwol 7 W ugl, urt § g argd v g
54M Context: 8
&1 it T Th-gIR il TR G 36 A
E=512 R smme, e A & foh ot & o 91-RR0 Bet Ok @ €1 ST i, "R & 5 el bl Uehg o, o U8 Sgd HolaR g 394 e aret Fluency: 9
L=6 Y AT SR T AR Hell ot TehsA chl AT i Complete: 9
Heg G- H, Ae 3R 35k St 7 3 6 7 & fFR o Sier T @ T g 81 519 31 I Gedl ot UehsT, df Sw8 U del foh o R gar Grammar: 9
& il 37 w11gg et off| @it < 39 Rt et AT ofet uTg ok &R Y e & wHa Gl & a1y @ed @1 ’
Creativity: 8
English Translation:
At sunrise, two best friends were following some strange footprints along the riverbank. As soon as the sun’s rays touched the river, a magical
sparkle appeared on the water. All the friends looked at each other and smiled.
Suddenly, Mohan noticed some colorful flowers floating in the water. He thought, “If I could catch these flowers, it would be so much fun!” He
called his friends, and together they tried to catch the flowers.
While playing, Mohan and his friends discovered that a small secret was hidden along the riverbank. When they caught the flowers, they realized
that they were not just beautiful—they had magical powers. None of the friends could ever forget that day, and from then on, they played with
the flowers every morning at sunrise.
Marathi
Prompt  Indian Regional: TeaTedr aa, & ug i Téiea= Siw@! UTeherguriaT UTSaNT &hd gid.
Translation: At sunrise, two best friends were following strange footprints by the river.
Med Indian R Overall: 8.2
sam qafeaTe 9, a’fﬂﬂgfﬂﬂ«lm|¢w| S UTHeIguITaT UTSENT vd Bid. Context: 6
i Ueh TS ST UTfgedt fY Teh HiaT, THHRUIRT &1 gidT. "8 ohid 3Me?" THR foaRer. omdaat 3w e, "sharRd § & 8. T, 3ot ’
E=512 1SSl A1 Sieh uTg!" d a1Sa™ &S Jielig AT, SISt A Ueh adcie 6T e Fluency: 9
L—6 TN 31 TR, QT 374k Gl ot Moy e 7 Ardrsel. FHiY Sfoy S U G e, i) aeee 6t & a1 7 SHomet A IR, 010 0
a1 feasft, @it gu A det Sty e fERTor e Fedt. A TR A 1 T fEmronaee s s Gifftaet. @ fasft @i g
H=8 ST VA Serell, ST W T e, Grammar: 9
Creativity: 8
English Translation:
At sunrise, two close friends were following unfamiliar footprints along the riverside.
They saw a dark place where there was a large, glowing stone. ”"What is this?” Sameer asked. Aryan replied, "Maybe it’s a star fragment. Come
on, let’s go see behind that stone!” They bravely started crossing the stone. Behind the stone, they saw a hidden cave.
When they entered the cave, they found many colorful gems and shining robes. Sameer and Aryan were very happy. They decided they would
return to this secret place. That day, they had a lot of fun and discovered a hidden spot. Together, they told their friends about the secret place.
That day, they had a wonderful experience that they would always remember.
Bangla
Prompt  Indian Regional: SR 5T9¥, 7R CTAT IF T 41 NGO A =I5 W A
Translation: At sunrise, two best friends were following strange footprints by the river.
Med Indian R 1 Overall: 8.6
sam ST Y, MR O IF T 41 TGS T 2 AP FARA | OI0H IR 9T TGO WIHA (%71, ST (9 SITF Sy Agd Context: 9
OB o1 IR | AR YO & Y TS G2 I G713 A ISAR STHH ISR FICS 191 | '
E=512 syt acet, ofat 9w icel £1500 AeeT | 72 S SIBICT #11et 20T SrS&eT Q2 AR SH1CS W WA HAoR Sowget S fcafyer  Fluency: 9
L=6 Fraar a3 26t 21505 I @ SREH, WS b T Jw f&e1! ol Sids, a3 4@ NI SIE IFHE ARKS  Complete: 9
Af& TR 2 .
H=8 Grammar: 8

QYT ST ARSI (A0 WP, TFF TG °I5f IR | TR G T GIR I AT ST (IS I T T AR {o! APA|

English Translation:
At sunrise, two best friends were following strange footprints by the riverbank. They had a strange charm with them, as if it would tell them a
new story. That story was very funny and while telling it, they started laughing.

In the evening, they began walking home. The sun had turned red in the sky and lit everything brightly along the riverbank in the dim light.

The children, walking together, were thinking to themselves how beautiful the day was! They knew that moments like these would make their
friendship even stronger.

Now they will come to play every day, tell new stories. Their games in the calm water of the river and in the sunlight will always be something
to remember.

Creativity: 8

Table 7: Inference comparisons across 54M parameter models trained on our Hindi, Marathi and Bangla

TinyStories datasets.
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Prompt SM 54M 157TM ‘ 5M Marathi 54M SM 54M

Eng. Translation Hindi Hindi Hindi Marathi Bangla Bangla
‘When Ram came back home, wanted to re-  he went to his slept. went to sleep. sat down. went to sleep.
he was very tired, so he lax. bed to sleep. ST, U AT, I G| (e}
SRAEATE- &l ST & Gl
BT Tl SToft R TR
AT AT
Jack and Lily saw a rainbow a lot of sevencolours!  seven colours! a lot of many colours a lot of  beautiful
after a rainy day. They were beauty! qraaTg! 1 T ! beauty! et &1 3Rl beauty! colours!
amazed by the colors. Jack Rt He=ar Rt gezar I Jod! afs
said, “Look, Lily. A rainbow g! 3mg! icz!
has
Rahul wanted to read a book, helped  her always stud- could read walked to his gotanewone. decided that
so he friends to ied first. new stories in house. BB T©  he would
read. AN e it B/, " G A learn  some
IR S Bl UG ERATATI AS-AS  hal- q&ich araudl- new things.
el H HaE it & e I T FEd s ==
Exciifl Fehell T &t R @ & g
g7 &t
frae1
If T throw a ball up in the air, fall! fall! fell into the get stuck on
eventually it will fiRTE! iR w1 pond. a branch of a
aeme # R large tree.
T TehT HieaT F-
ST kR
3{Schell
”Can cows fly?”. Pooja asked Mother said, Her mother Mother Her mother Her mother Mother
her mother. ”Son, this  laughed and  laughed and smiled and  smiled and smiled and
cow is so well said, ”"No, said, "If you replied, “Yes, said, “Some- said, “Yes, I
made!” CcOws are not  enjoy  Cows we’ll take a  times, magic will help you.
A 3 e, meanttofly”  flying, you clothand letit  is all around If you can fly
"Se, U MW I9h Af A can listen to fly!” us. You just with me.”
S8l §9d ¢ @el,  them talk.” SMEH  §Gd  have to be- q =S
TR TEE" "o migey Al g9 g§¢ IW® R, "g,  lieve” AR JECET,
FRmTgEl" e, "R 5 e B 1 M g, ety
g T @t HUST 8% gifad, "weft oI ART-
IgY @ T oA 3g e, STTg, T T g
A @ XFH" e - Iy R
T A g S S, MY THrs
T g T ww gicl
sy &ar.”
It was winter and cold outside, justrestabit.”  return home.” g0 out wear- give my should be a
50 his mother told him, ”You THASTIRME i W elle  ing warm friends  hot little careful.”
should AT A" =fgel” clothes.” hot tea!” "o aIh
e ™ Fug A1 SR -
g TRA TRH <@l © 33"
ST ARyl TS Aha!"
”What do birds like to eat?” Mother said, Mother told Mother told Mother said,
Tom asked his mother. ”Pinky, we him that she him, "The “Birds eat our
want fruits. would  bring birds  need food, they
#f X @@, him some some fruits to sing.”
"y, g e fruits. eat.” I I, "Al-
=ifgQl” o7 3 3§ Farn IR rel R s
E Fiffreret, IRE A,
BB el AT "gEgE @l o=r Rict
=y TS el ST
T AN,
AMS AT
@rEen  fa-
If you put ice outside in the sun it will be very it will melt it melts. it is very you will see you will see
then fun. and become ﬁﬂ?l\‘rl‘l?ﬁ% geautiful. . something how beautiful
RECES water. Ty YR special! it is!
ghm. g5 fomeew IR, g Th SR Q¥ -
ot ¥9 < Ry e AT ML TS
gl Rt !
Human Evaluation | 287516 4.875/6 5.250/6 | 2750176 4.625/6 | 2250/6 3.875/6

Table 8: Cross-lingual performance across key model sizes on factual prompts — GPT-4 and better = 6/6
Evaluation Scheme: Red = 1/6, Light Red = 2/6, Light Yellow = 3/6, Yellow = 4/6, Light Green = 5/6 & Green = 6/6
Left to Right, Red to Green, Arbitrary to Factual Contextual Completion
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Model

Completion

Evaluation

Hindi

Prompt

Indian Regional: ¥ ST H, Ueh THHIR U G faRT § 75T 387 T

Translation: In the dense forest, a glowing tree was echoing with mysterious power.

Small
SM
E=064
L=1]2
H=8

Indian Regional:
aﬂﬁﬂaﬂ%@ﬂﬂmﬁsmeﬁ@jﬁwmlWﬁ?,ﬁ%@%ﬁgmﬂgﬁq&%ﬂﬁﬁ@%ﬁgﬁ%lmﬁw, "3 Gt et
YR &1" I U AT A T, "Il B T8T $S W e &1 Tt &I gk @y fAierae 9 & i ds gl

I g QT & SR IFH 7 T foh 3 et o AR | Hie A Uen BIeY Ht dge wirfY ofR e, e 5 Uit 3 a1feh ag ofik oft g a1
ot A fArcTeR Teer Y Tt T ok siga e § T ok | AR Uer <R A o, " 59 SIgd UG STQT | HigH = e o 86 Teh-gER &
Ty AT M AT TR

Rz, T 3 Sgl, "&H Tahl AP T AT T1RT &1 g6 gRAT TR B st Afgq 1" Toft 3 Tgafa Sars ofk e U & iR 5 g1 S
& I 5 ol sroma, U 3 g Hid) smarst H e, "uwars, St gan iR o ag e fean ot a= dies g ok O & U 3% g 39 e
g 3R I aIdt 3 e & gerar # arerd gl 81 I7617 THET {6 579 g0 fieta v o €, dF 87 592N Uah-geR Y A e Ok a1 8k
39 g, Hie R IUF Il A Toh 78 IRt Y aTd i

English Translation:

In the dense forest, a glowing tree was echoing with mysterious power. One day, they saw that many colorful flowers had bloomed on the tree.
Mohan thought, "These flowers are so beautiful!” He said to his friends, "Come on, let’s do something special here.” All the friends sat together
under the tree.

The children were very happy and they decided that they would do something fun here. Mohan asked for a small gun and said, ”We will give it
water so that it becomes even more beautiful.” Everyone gave water to the stone together and worked very carefully. But one friend said, " You
will really like this.” Mohan explained that we should all work together.

Then Mohan said, ”We all should work together. We should always work together.” Everyone agreed and sat under a tree. As soon as they rang
the bell, the tree said in a sweet voice, “Thank you, children! You did this for me.” All the children were surprised and sat near the tree.

That day, Mohan and his friends learned that there is strength in unity. They understood that when we work together, we can always help each
other. And in this way, Mohan and his friends began a new friendship.

Overall: 7.6
Context: 6
Fluency: 8
Complete: 8
Grammar: 9

Creativity: 7

Medium
54M
E=512
L=6
H=8

Indian Regional:
aﬁwﬁgwmﬁgmaﬁﬁﬁgmwﬂgﬁuﬁﬁwﬁﬁaﬁﬁﬁwzﬁrzﬁlaﬁ)mﬁs%mmaﬁ?é@ﬁﬁﬁg#ﬁ
ek TIRT I @RS ST &1 @eT 3 el "8 AT & 35 39 SivTet 7 Gah Sigg Bl @, it & TTet Ueh IR (et 8, grer) gt gt et 81"

T A G R R 3 I SIIGE B Sl g6 o, A et oft SeeTd ot g SeHt | I5IR @R & e, "EH 39 el Gl hdl §& Tohd 82" @R
J RGRIA G T, T U ot i TFeATs & B HeAT gL

Tt 3 feTe ShTet # @i [ i1 381 & O ofk anfeat ur &i| ofd &, 317 T 99eer U 3T, Sit uget § off Samer er o7 st 4 39
95 & IR 3R Joe ST geeTd At srEHe, U8 WR Uw Gl o e g fwars feam a=at 3 39 gt Y 3@ goh-gm it 3 sk
I3 el A gk Mg ¥ § TRATEE HRT SIHE gl

English Translation:

In the dense forest, a glowing tree was echoing with mysterious power. The leaves of the tree were shining in the sunlight. The children went
near that tree and saw that a cute little rabbit was sitting under the tree. The rabbit said, I have heard that there is a magical flower in this forest,
which blooms only once a year and fulfills your wish.”

The children thought that if they found that magical flower, all their wishes would come true. They asked the rabbit, "How can we find that
flower?” The rabbit smiled and said, ”You must work with the truth of your heart.”

The children together began searching in the forest. They crossed many trees and bushes. Finally, they saw a glowing tree, even more beautiful
than before. The children sat around that tree and made their wishes. Suddenly, a fragrant flower bloomed on the tree. Seeing that flower, the
children looked at each other and felt a mysteriously warm sensation in their hearts.

Overall: 8.8
Context: 9
Fluency: 9
Complete: 9
Grammar: 9

Creativity: 8

Large
157M
E=1024
L=7
H=8

Indian Regional:

ﬁwﬁgwmﬁgmaﬁﬁ@@mlHﬂﬁwwﬁg%aﬁsﬁ?s@g’rz@ﬁl TR, U § Uk E A fFAahedt ok
Sttt # TAfe thet TS| et STTeRT A 3 o U9 S U Ue Yok 0 Uehe g3 | OXY 7 T, "H Heeh! @ 8! 11T &l o aigd @ 81"

5 3 Fft STERl t vk Wt e & g &gt ST ieta Uan et et forad I o 3R et a1l S &Y @t & gaT, St H Ueh srgd
it o Tl Tt SR B & forg ds uR1 Rfgat 3 #idh smare & e i fvar ofk @M F o/ o B gu o RIF ¥ gea! 3
feram

9 B @ o, df @it STeR agd G 10X 3 g, g e agd SresT |l | ATe 3@, Al 3R @ § Siia H gHe TRATee o Bt 81"
R T, 39 YEwwa U o U et SRt 3 Ueh-g@R ol et e SR it @ g 331 R o 7 srueht g ifeRat § it SieRi o g @
IUER |

English Translation:

In the dense forest, a glowing tree resonated with mysterious power. All the animals were gathering around the tree. Suddenly, a golden light
emerged from the tree, spreading warmth throughout the forest. All the animals saw a beautiful fairy appear near the tree. The fairy said,
”Welcome, everyone! Today is a very special day.”

The fairy asked all the animals to play a game. Together, they played a game of hide and seek. As soon as the game began, a wonderful melody
echoed through the forest. All the animals ran to hide. The birds began to sing in sweet voices, and the rabbit, with its long ears, watched
everyone from its hiding spot.

‘When the game ended, all the animals were very happy. The fairy said, ”You all played very well. Remember, life is always full of warmth
through friendship and play.” Then, near the mysterious tree, all the animals hugged each other and danced with joy. After that, the fairy used
her magical powers to give each animal a special gift.

Overall: 9.6
Context: 9
Fluency: 10
Complete: 10
Grammar: 10

Creativity: 9

Table 9: Inference comparisons of SLMs trained on our Hindi TinyStories dataset across key model sizes.
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Model Completion Evaluation

Marathi

Prompt  Indian Regional: aicar=n e, 9 g i AIowan SHIGE! URSerguliar TSN &hed aid.

Translation: At sunrise, two close friends were following unfamiliar footprints by the riverside.

Small Indian Regional: Overall: 6.6
sm ), < ag i FéerTewan S UTeeRguIET UGN aRd B1d. i et A3 Gk sl 3I1S UIfedT, Sit AT uTge el

rrarrst Qaydyof STaTsiTd Ue 3rgd 52 R, d 31Ts U Yex 819, ST T STsTean UTieR g @esd gidl.
E=64 e arraret SOy i akaet &, 3 SR g, SR Fod 1. SR TeedaR TE- Tehl HIGT STTSTean @ieht Gah Aot uaht uifger, @t Fluency: 6
L=12 gef} ST ISd EHAT, UUT SR GU QY AT, S T UeiTelT TUf el SfOr AT UrTeR Ueh HIST STaTSt Sie. Complete: 7
1 feasft s T uedT U SiTgd U Se ST T UedTell Uohe S9et. @ Ul SRR IS @NTeY, U e Yehed Yax giar. at uaft
G YR SO Y& GelT, AT AT Tg0ITeT, " GeheT SHEUIRT TMT0f 1707 Qehedl, TR Y T Aiard SMmed! " IR 8% 5 5@ Sdef Tl Mudrd -
THA Yeh 31oggel T fRAehefl. STl At Gehed <1idt g, St Gaifea HHA1d e, Creativity: 8

Context: 6

H=8 Grammar: 6

English Translation:

At sunrise, two close friends were following unfamiliar footprints by the riverside. Together, they came upon a large tree, and as they looked
at it, a majestic voice echoed within them, revealing a wondrous sight. The tree was incredibly beautiful. Aryan began climbing and playing
among its leaves.

Moved by the voice and their curiosity, Aryan decided to climb the tree. Once at the top, he saw a large bird resting beneath the tree. The bird
soon soared into the sky, and Aryan felt immense joy. As he reached out and touched the bird, a loud sound came from the leaves.

That day, Aryan received a magical feather from the bird, and he sat with the bird. The bird began flying through the sky, and the moment was
breathtaking. The bird was stunning and graceful. It said to Aryan, “You may sing songs alone, but I am with you!” Slowly, Aryan lifted his
spirits and became immersed in its song, learning a wonderful lesson. From that moment on, he was filled with peace—a peace that stayed in
everyone’s hearts.

Medium Indian Regional: Overall: 8.2
sa , A gz T Tt sreE! UISeRguIiaT UTSanT &ed gia. Context: 6
it Yeh TS ST UTfgedt fA e AiaT, THHRUIRT TS g1, "8 @ 3mg?" HR faaRen. smia SR i, "aherRa § Herd g, =T, st '
E=512 <1 IS AT ST UTg!" & TS TS Siielig AnTet. STSTedt ANt Qe dueter 16T fawr. Fluency: 9
L=6 =T ST TIedTeR, AT 3 Jd 3T S0 THERGR a9 ATasel!. THIR 0T I U G S T 33t &l o A1 e [SeRIuTe u=d Aot
1 feasht, it gu AT delt ST T fEahToT Sy Fedt. i T A 1 T [Shmumeee smded =i diffder. n Rasft @+ 5@
H=8 gd I BT, S g &Td ek, Grammar: 9

Creativity: 8

Complete: 9

English Translation:

At sunrise, two close friends were following unfamiliar footprints along the riverside.

They saw a dark place where there was a large, glowing stone. ”What is this?” Sameer asked. Aryan replied, "Maybe it’s a star fragment. Come
on, let’s go see behind that stone!” They bravely started crossing the stone. Behind the stone, they saw a hidden cave.

‘When they entered the cave, they found many colorful gems and shining robes. Sameer and Aryan were very happy. They decided they would
return to this secret place. That day, they had a lot of fun and discovered a hidden spot. Together, they told their friends about the secret place.
That day, they had a wonderful experience that they would always remember.

Large Indian Regional: Overall: 8.2
1571 , & T A FdiTea SFiaE UreerguiiaT UISHTT axd 8. & el féarmoft Aeamer @i+t Ter Yo Gerran anT SMedl. amd Context: 7
1-foreft et gett, it @ e gie. ontext:

E=1024 e =it aael Y F a7 I Wescliel. it Uohsld A Ueh B Vet WeaUaTaIS! Saed, UUT IiedT HATd Ueh e gidll, Y it ar smtcier Fluency: 8
_ ATET Y ST AT HTE. TS Al Belia gens dlsct STTOT I BRI el
L=7
SIS Je5 ST e, T BRI el TSR, §e T, gHvt for @esvt anges et AT duFTd STordt Ueh e AT e, i1 gt
H=8 A, Gerrd Hied et s g, a1 S aT et FEId Ueh @I Sraaut Afee, St ada e geard gte Grammar: 9
Creativity: 8

Complete: 9

English Translation:

At sunrise, two close friends were following some unfamiliar footprints along the riverbank. As they reached a certain place, they discovered a
beautiful flower garden. The garden was filled with colorful flowers spread all around.

The new friends decided that they would play in this garden. They came together and agreed to play a nice game. But one thought stayed in
their minds — they needed to preserve the fragrance of the flowers in the garden. So, they picked a few flower petals and took them home.

As time passed, their home was filled with a sweet fragrance. All the conversations, laughter, and play added another beautiful color to the bond
of their friendship. They realized that the beauty of the flowers lived on in their friendship. This experience left a special memory in their hearts,
one that would remain with them forever.

Table 10: Inference comparisons of SLMs trained on our Marathi TinyStories dataset across key model sizes.
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Model Completion Evaluation

Bangla

Prompt  Indian Regional: SJR{MGIR S9N, 72 GTAT I TR 4R TGO AT 2o SR FARA
Translation: At sunrise, two best friends were following strange footprints by the river.

Small Indian Regional: Overall: 8.2
ST ST, TR GTRT IF T 41 TGO AR =191 AP FAfet | TS Y7 J1R, AT 93 s a1 s wiez | [1eet I,
M
"odll, GTR MRS (I Sgo! " 31 e IreaE crafes 932 aiae oo 3|
E=64 51, Areceia @3 I5 3577, "BC, SINAT NI% 4305 AR ST 1R FAF IR 17| 12T 47 Grafrs 2@ $oe1| of orer, "afranfy  Fluency: 9
L=12 e 40O A1, Trae WY ANF VAL S 96 IS W IR " 58 We 4717 7N, IR S Y QP61 75 27 1 Complete: 9
Heg T, AL 2 BIGH 1| GT AR G I &7 AR AR TS oMfics @eret 932 Q27 Q{6 IT T 4708 TN 267! O I
T AR (G S5 | BT I3 LA ST S| o
1T JRITS AR, (GBI P PGS TG | G O &L Ty 9B I e e A1 [hwet | o7 e g Wt @i, @ Grefmyes. Creanviy: 8
TS WS g FACO RN

Context: 6

Grammar: 9

English Translation:

At sunrise, two best friends were following strange footprints by the river. The river was very beautiful, colorful, and filled with many fish.
Rahul said, "Look, how strange those fish are!” Everyone watched the fish together and shouted in joy.

Suddenly, one of Rahul’s friends said, "Let’s go fishing!” They all went near the river. Rahul became very excited. He thought, If I can catch
a fish, I will cook a big one for my mother!” But while fishing, Rahul’s net didn’t work very well.

Still, Rahul didn’t give up. He tried again. Slowly, he cast his net into the water, and this time he managed to catch a big fish! A wave of joy
spread among his friends. They all congratulated Rahul.

Rahul realized that anything is possible if you try. He returned home with the big fish for his mother. A new hope awakened in his heart—that
he could achieve many more things in the future.

Medium Indjan Regional: Overall: 8.6

sam SR TN, B2 GTAT IF 1K 41 WHO AR = WP FAR | SIOH IR 9F NGO MR (%6, O @ SICH S lf agd
OB 51 IR 93 IO & YT TSI IR BRI G72 575 IAR ST 2RI FICS A1 |

E=512 gy aeet, ORI QMG A F1500 A1peT | S ST WIBTCT o177 20 BTS2 TR 11T W WA TSRS Gowged o fcafsyerr  Fluency: 9

L=6 Rraar @ 25t 2150o N W SRS, WS FHb! $© Jwid & SRl O1as, a3 4K TNIST IO IFIEE WS Complete: 9

SIS 7 1

Q2T TR ARSI (IS TR, TG TG 915 IR | TR =G ST AR S WIS SR (AT I T JC A Joo! S|

Context: 9

H=8 Grammar: 8

Creativity: 8
English Translation:
At sunrise, two best friends were following strange footprints by the riverbank. They had a strange charm with them, as if it would tell them a
new story. That story was very funny and while telling it, they started laughing.
In the evening, they began walking home. The sun had turned red in the sky and lit everything brightly along the riverbank in the dim light.
The children, walking together, were thinking to themselves how beautiful the day was! They knew that moments like these would make their
friendship even stronger.
Now they will come to play every day, tell new stories. Their games in the calm water of the river and in the sunlight will always be something
to remember.

Large Indian Regional: Overall: 8.2
157M STV ST, 98 G IF T A1 TGO AT B9 AGAI FAZA | 5T § T 5 T, e 9E 7 IR (A1 A | O Context: 7
St a3 I i@ Prae el ’
E=1024 =351, O A1 @36 (2IB Wiz (14T SIG, T NI qeay Ierwes Ffeet| Wb foet iy qeex) areet e Jf¥ 47 wafes aen oy Fluency: 8
L=7 Ar=fbw i Fom frrcett st g, st 4@ Ir=fba 1617 @y GR1 FI00 SASIE | TR =18 O Oitid WA Ol et Complete: 9

O, =S OItHa FIC2 BT QTR ITHA I SO | AL A A IAIC0 TIPS I, "9, 5 Jo=!" ST I3, Wi’ srow

H=8 IF T (ICZ | QI O TR K IGT I FACS AN | G713 eI SIora S I ITl, @9 T =18 Sl Wi Wrafo AI61F &I

Grammar: 9

Creativity: 8
English Translation:
At sunrise, two best friends were following strange footprints along the riverbank. They decided to meet up a little further away today. So they
went behind a large rock.
Suddenly, they saw a small fish shimmering in the water. The fish was brilliantly colored. Rahul and Sumi were overjoyed. They kept their eyes
on the fish and tried for some time to make it dance. The calm river water filled them with joy.
Finally, the fish came close to them and sparkled once more. Rahul and Sumi laughed and said, “Oh, how beautiful!” They realized that the fish
had become their friend. After that, they sat by the riverside and started chatting. That day stayed in their memory, as if touched by the calm
river water and the fish’s dance..

Table 11: Inference comparisons of SLMs trained on our Bangla TinyStories dataset across key model sizes.
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C Human Evaluation of SLM Generated
Stories

C.1 Introduction

While automatic metrics provide scalable evalu-
ation methods for language models, human eval-
uation remains the gold standard for assessing
generation quality, particularly for morphologi-
cally complex and resource-constrained languages.
This study presents a systematic human evalua-
tion framework applied to small language models
trained on Hindi, Bengali, and Marathi, contribut-
ing empirical evidence for model scaling effects in
multilingual contexts. We employ both raw score
analysis for direct performance comparison against
GPT-4 baselines and normalised score analysis to
account for systematic evaluator biases, providing
a comprehensive understanding of model capabili-
ties.

C.2 Methodology
C.2.1 Experimental Design

Overview We conduct a large-scale human eval-
uation of short-story inferences produced by three
model sizes (5M, 53M, 157M parameters) across
Hindi, Marathi, and Bangla. The design closely
follows the recommendations of van der Lee et al.
(2019)—a leading ACL published resource on best-
practice guidelines for human evaluation of Auto-
matically Generated Text, complemented by Ar-
nett (2023), recent recommendations on human-
centred study procedures for multilingual LLMs
Elangovan et al. (2024), and survey-length con-
straints shown to reduce respondent fatigue (Re-
villa and Ochoa, 2017). Our goals are (i) to ob-
tain reliable, reader-oriented quality estimates that
complement automatic metrics and (ii) to verify
whether GPT-40’s automatic judgments align with
human preferences.

Evaluation Procedure Because no existing
benchmark targets child-friendly prompt contin-
uations in the three target languages, we adopt a
task-matched survey. Each rater sees the exact
evaluation prompt previously given to GPT-40 and
scores every story on the same metrics—Grammar,
Fluency, Creativity, Completeness, and Context
using a 10-point Likert scale (1 = Very Poor, 10
= Perfect). Clear definitions of these metrics and
one calibrated example are provided to minimise
bias and confusion.

Participants We target a broad pool of adult na-
tive speakers recruited via social media communi-
ties and our personal networks. To achieve ade-
quate statistical power, each language collects rat-
ings from at least /N > 40 unique raters. Raters self-
report language proficiency so that analyses can be
weighted or filtered by fluency.

Materials and Workload Control 3 unique
Google Form is created per language, each follow-
ing the same design/template. A Google Form
used is available at the end of this Appendix in
Sec C.4. Each form contains one story from each
model size (total 3 stories—5M, 54M, 157M) to
keep completion time below the 5-10 minute win-
dow that preserves data quality in online surveys
(Revilla and Ochoa, 2017). A total of three unique
forms per language were created to ensure story di-
versity (9 unique stories evaluated by humans per
language).

Quality Assurance To detect inattentive re-
sponses, every form includes a single attention-
check item (“If you are reading this, select ”’). Sub-
missions failing the check or containing implausi-
bly fast completion times are excluded.

Statistical Analysis For each dimension, we
compute mean £95 % confidence interval (CI) and
deviation of human evaluations from GPT-40 rat-
ings. Statistical significance was assessed using
the Kruskal-Wallis test. Raw scores underwent
z-score normalisation within evaluators to control
for individual rating bias. Inter-rater reliability is
quantified via Krippendorfl’s «; values o > 0.67
are interpreted as substantial agreement.

Ethical Considerations Participation is volun-
tary; no personal data beyond self-reported fluency
and email IDs (to maintain a count on unique par-
ticipants, as two people can have identical names)
is stored. All procedures adhere to the institutional
review guidelines for minimal-risk online surveys.

C.3 Results
C.3.1 Participants

We conduct a relatively large-scale Human Evalua-
tion cohort, involving 100+ unique evaluators and
650+ story instances evaluated across languages.
Given our task of evaluating simple short stories
meant for 5-to-7-year-old children, we consider
evaluators across three categories—Native (Native/-
Bilingual Fluency), Advanced (Full Professional
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Language | Story Evaluations #Evaluators | Fluency Excl. Rate | Native ~Advanced Working

Hindi 282 45 - 24 13 28
Bengali 246 42 1.2% 66 16 -
Marathi 219 47 2.7% 34 19 20

Table 12: Breakdown of evaluation counts and evaluator proficiency by language.
Participants with elementary proficiency or below were excluded.

Language \ 1st Place 2nd Place 3rd Place Kruskal-Wallis H  p-value
Bengali 54M (0.783)  157M (0.679) 5M (0.514) 12.802 0.002

Hindi 157M (1.389)  54M (1.188)  5M (0.716) 29.638 < 0.001

Marathi 157M (0.538)  54M (0.071)  5M (-0.609) 252.532 < 0.001

Table 13: Model Performance Rankings by Language (Normalised Scores).
Values in parentheses represent mean z-score normalised performance ().
All comparisons show statistically significant differences between model sizes.

Language Model | Raw Mean (SD) Min-Max Normalized 1
Hindi 157TM 7.50 (1.85) 1-10 1.389
54M 7.54 (1.85) 1-10 1.188
M 6.77 (2.34) 1-10 0.716
Bengali 54M 6.74 (2.05) 1-10 0.783
157TM 6.58 (2.09) 1-10 0.679
M 6.32 (2.19) 1-10 0.514
Marathi 157M 6.53 (2.19) 1-10 0.538
54M 5.61 (2.45) 1-10 0.071
SM 4.37 (2.14) 1-10 -0.609

Table 14: Raw Score Performance Summary.
Raw scores represent average ratings across all five evaluation dimensions.
Normalised yi values show z-score adjusted performance rankings within each language

Language | Overall « Interpretation Context Completeness Creativity Grammar Fluency
Awareness
Bengali 0.705 Strong 0.748 0.662 0.733 0.719 0.663
Hindi 0.666 Good 0.632 0.554 0.610 0.723 0.810
Marathi 0.332 Poor 0.367 0.226 0.477 0.338 0.252

Table 15: Inter-rater Reliability Analysis—Krippendorff’s alpha—
Reliability thresholds: > 0.8 (Excellent), > 0.67 (Good), > 0.6 (Acceptable), < 0.6 (Poor).

Proficiency) and Working (Limited Working Pro-
ficiency). We report total number of evaluations
belonging to each category (last 3 columns) along
with a breakdown of evaluators in Tab. 12.

C.3.2 Analysis of Z-score Normalised
Evaluations

Raw scores underwent z-score normalisation
within evaluators to control for individual rating
bias. For each evaluator ¢, individual scores were
transformed using:

S
%= (M

where x;; represents the raw score for evalua-

tion j by evaluator ¢, y; is evaluator ¢’s mean score
across all evaluations, and o; is evaluator 7’s stan-
dard deviation.

C.3.3 Statistical Significance Analysis

Statistical significance was assessed using the
Kruskal-Wallis test, chosen due to:
* Non-normal distributions
tests, p < 0.05)
» Heteroscedasticity across model groups
* Ordinal nature of Likert scale ratings
Results detailed in Tab. 13.

(Shapiro-Wilk

2341



Model Context Completeness  Creativity Fluency Grammar Overall
5M
Mean Score 6.32 6.25 6.06 7.49 7.72 6.77
95% CI [5.72, 6.93] [5.62, 6.88] [5.50,6.63] [6.99,7.99] [7.33,8.12] [6.29,7.25]
A vs. GPT-40 -2.68 -2.75 -0.94 -0.51 -1.28 -1.63
54M
Mean Score 7.20 7.51 7.23 7.86 7.88 7.54
95% CI [6.72,7.68] [7.01, 8.01] [6.79,7.67] [7.47,8.26] [7.47,8.28] [7.15,7.92]
A vs. GPT-40 -1.80 -1.49 +0.23 -0.14 -1.12 -0.86
157M
Mean Score 7.31 7.03 6.93 8.14 8.10 7.50
95% CI [6.66, 7.96] [6.28, 7.79] [6.21,7.65] [7.49,8.79] [7.63,8.57] [6.98,8.03]
A vs. GPT-40 -1.69 -1.97 -0.07 +0.14 -0.90 -0.90

Table 16: Human Evaluation Performance of SLMs trained on Hindi TinyStories dataset — Higher Scores are
better — 9 unique stories human evaluated per model size

Model | Context Completeness  Creativity Fluency Grammar Overall
M
Mean Score 4.25 433 4.59 433 4.36 4.37
95% CI [3.73, 4.76] [3.84, 4.82] [4.11,5.07] [3.85,4.80] [3.86,4.86] [3.94,4.80]
A vs. GPT-4o -4.75 -4.67 -2.41 -3.67 -4.64 -4.03
54M
Mean Score 5.36 5.59 5.63 5.82 5.66 5.61
95% CI [4.78, 5.94] [5.02, 6.16] [5.09,6.17] [5.22,6.42] [5.13,6.18] [5.13,6.09]
A vs. GPT-4o -3.64 -3.41 -1.37 -2.18 -3.34 -2.79
157M
Mean Score 6.48 7.08 6.26 6.67 6.15 6.53
95% CI [5.99, 6.96] [6.59, 7.58] [5.73,6.79] [6.18,7.16] [5.66,6.65] [6.09, 6.96]
A vs. GPT-40 -2.52 -1.92 -0.74 -1.33 -2.85 -1.87

Table 17: Human Evaluation Performance of SLMs trained on Marathi TinyStories dataset — Higher Scores are
better — 9 unique stories human evaluated per model size

Model | Context Completeness  Creativity Fluency Grammar Overall
M
Mean Score 5.99 5.99 6.12 6.74 6.74 6.32
A vs. GPT-40 -3.01 -3.01 -2.54 -1.26 -0.92 -2.15
95% CI [5.48, 6.50] [5.47,6.51] [5.66,6.59] [6.32,7.17]1 [6.32,7.17] [5.90, 6.73]
54M
Mean Score 6.55 6.76 6.35 7.13 6.93 6.74
A vs. GPT-40 -2.45 -2.24 -2.31 -0.87 -0.74 -1.72
95% CI [6.10,7.00]  [6.31,7.20]  [5.87,6.84] [6.73,7.53] [6.50,7.36] [6.35,7.14]
157M
Mean Score 6.26 6.45 6.35 6.93 6.93 6.58
A vs. GPT-40 -2.74 -2.55 -2.31 -1.07 -0.74 -1.88
95% CI [5.74, 6.78] [5.99, 6.92] [5.90,6.81] [6.53,7.33] [6.52,7.33] [6.20,6.97]

Table 18: Human Evaluation Performance of SLMs trained on Bangla TinyStories dataset — Higher Scores are
better — 9 unique stories human evaluated per model size
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C.4 Showcased Example of Our Google Form

Email *

D Record as the email to be included with my response

What would you rate your fluency in Hindi? *

O Mo proficiency

O Elementary proficiency (basic greetings, simple phrases)

O Limited working proficiency (basic work/social conversations)

O Full professional proficiency (advanced, detailed discussions with rare minor errors)

O Mative or bilingual fluency

Evaluation Guideline / Rubric

The given Hindi short stories are meant for 5-7-year-old children. Keeping in mind the
target demographic, rate the stories on a scale of 1-10 for context awareness,
completeness, grammar, fluency, and creativity.

« Evaluate context awareness by strictly assessing how well the story's middle and
end align with the specified prompt.

« Evaluate completeness as how well the story covers all parts — beginning, middle,
and end — to form a full, clear narrative.

+ Evaluate creativify as how onginal, interesting, and imaginative the story is in terms
of ideas, themes, and writing style.

+ Evaluate grammar as how correct and appropriate the language is, including
sentence structure and use of grammar.

+ Evaluate fluency as how smoothly and naturally the story reads, with clear and easy-
to-follow sentences.

Figure 4: Introduction & Evaluation Guidelines of one of our Hindi Google Forms
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Example Story and Evaluation

Prompt:

% GIUEY, US (o e = Ue 1w USHR &1 I fe@rmn)

Story:
UF SRR, UE oy et A v T USeR &1 3] fedmn) 99 U o U U 997 91
g o1 food & oR v fe Rgam &) firesdt 3 Ui i S8 Su s &1 @laq 9iigu)

fgd =1 e Bt 9 Uz 3T gu o0 Gl & gadl| 99 &g, 99, 39 9 fHads 39
T Bl Giad ¢ I SRal A SgEal ¥ TgHfa Jarg | fdss 7 ue Bt G adal 3 e
ot IR Tl 9l & &2 Ul W Faudsman v 6 U 91y |k eel IR @S 81 71Ul

oE Sroi- co @ Wian, ot ga HR-IR g T oame, S ¥ U 4R 1 IR iR
uh| e A Pe, "ugare, arkan ¥ 59 1S & R aga g g1 i A Tem et g ok
U5 g T | el = TSan &I 307 el o firear ok wit = faes g IF a2
fean

9 &7, et 2iR Tus g 9gd AW &3 38 U1 S5 THal i 1Y 5@ o8 FH H
31 oA 3| 5 G gad o, @ St A UG @t 2rafdgl @gT 3R U310 B i Y|
eTe<! = 91 & 82 e o a1 9 &1 091 ¢ 3 8l

Evaluation:

context awareness: 8
completeness: 9
grammar: 9

fluency- 9

creativity: 8

Important
Please provide fair and honest evaluations. The purpose of this study is not to obtain
‘perfect” scores, but to capture your genuine impressions of the stories.

Next I FPage 1 of 4 Clear form

Figure 5: Example Story Evaluation for reviewer calibration in one of our Hindi Google Forms
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Hindi Story (Code: 5423)

Pmmpt:é’ﬁalﬁﬁﬁ, Wﬁﬁﬁ%‘ﬁ%ﬁ?ﬂ?ﬁl

Story:

Sl STedl H, U GRAE ST A S8 Ul 14T 3R Higd A 53 @1 999, 3w lewd | s
e ST Bt W &1 e 31| S5iH U gl &Ts 3R IR TN gU, Sd o 9 Y|

GBI, T 3R AlGA = ST I SIS W &a1| TMid & Fa AR Al S @l | 747 3R
g - S1Gdl & +i1d Uh -3 Bk a1z | 349 far @i ard AR Tdl - 91l & U6 75 Sl ol

Evaluation Guideline / Rubric
(same as before)

The given Hindi short story is meant for §-7-year-old children. Keeping in mind the target
demographic, rate the story on a scale of 1-10 for context awareness, completeness,
grammar, fluency, and creativity.

+ Evaluate context awareness by strictly assessing how well the story's middle and

+ Bvaluate complefeness as how well the story covers all parts — beginning, middle,
and end — to form a full, clear narrative.

+ Evaluate creativity as how original, interesting, and imaginative the story is in terms
of ideas, themes, and writing style.

« Evaluate grammar as how correct and appropriate the language is, including
sentence structure and use of grammar.

+ Evaluate fluency as how smoothly and naturally the story reads, with clear and easy-
to-follow sentences.

Figure 6: Sample story to evaluate (Part-I) in one of our Hindi Google Forms
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Hindi Story 2: Context Awareness *

1 2 3 4 3 ] 7 & bl 10

veyror O O O O O O O O O O

Hindi Story 2: Completeness *

1 2 3 4 3 ] 7 & 9 i0

veyrer O O O O O O OO O O

Hindi Story 2 Creativity *

1 2 3 4 3 G 7 & 9 10

veyror O O O O O O O O O O

Hindi Story 2: Grammar *

1 2 3 4 3 ] 7 g 9 10

vwyrer O O O O O O O ® O O

Hindi Story 2: Fluency *
1 2 3 4 3 6 7 B 9 10

vwyrer O O O O O O OO O O

If you reading this click the checkbox

[] Reading

Back Mext I Page 2 of 4

Clear form

Figure 7: Sample story to evaluate (Part-II) in one of our Hindi Google Forms
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D SLM Architecture Training &
Tokenizer Details

The implementation for this section is available at
training-inference/ in our repository'?.

D.1 nanoGPT based SLM Architecture

We build all Regional-TinyStories models on
nanoGPT (Andrej Karpathy, 2022), a 100,%
PyTorch re-implementation of GPT-2 that exposes
the full training loop in ~300 lines of code.

The core module is a decoder-only Transformer
with pre-norm residual blocks:

y = x + MHA(z), 2)
s=y+MIPING), O
Block(z) = LN(z). @)

We first apply multi-head attention (MHA)
with a residual (y), feed the result through a
feed-forward network with another residual (z),
and finally apply layer normalisation (LN); this is
the standard pre-norm Transformer block used in
nanoGPT. MHA uses flash-attention-2 kernels for
memory-efficient training, and the MLP employs a
GELU activation.

Model grid We sweep over the following hy-
per-parameters to obtain 8, 19, 54, 73, and
153 M-parameter checkpoints per language:
* Embedding dim € {64, 256,512, 768,1024},
* Layers € {2,6,12} (7 for the 153M model),
e Heads = 8 (fixed across all sizes),
* Context length = 1024 tokens.

Tokenisation FEach language is pre-tokenised
with Sarvam (main experiments), SUTRA, or Tik-
token (Details in next Sec. D.4). The resulting to-
ken ID streams are packed into a contiguous list
and written to train.bin/val.bin, expected by
nanoGPT.

Configurations
* Config. common to all models:

— Optimizer: AdamW (61 = 0.9, [y =
0.95, A=0.1).

— Total Steps: 5000

— Minimum LR: Cosine decay, after
Warmup Steps (below) from Base LR
(below) to 6 x 107°.

— Precision: FP16 (CPU) / bfloatl6
(CUDA); Gradient Clipping at 1.0.

2Link To: Code & Datasets

— Regularisation: Dropout 0.0 (OFF) on at-
tention, MLP, and embeddings.
* Config. unique to each model:
— For 157M (largest) model:
* Base LR: 8 x 10~*
+* Wamrup Steps: 450
# Batching: 96 sequences (1024 x
98 = 100, 352 tokens); 40 gradient
accumulation steps.
+* Embedding/Hidden dim.: 1024
# Attention Layers: 7
# Attention Heads: 8

Reproducibility Random Seed
(torch.manual_seed) used for train-
ing and inference:  1337. Exact repro-
ducibility (seeds) and training configura-

tions can be found and easily customised
through (training-inference/train.py,
training-inference/sample.py) found in
our repository.

D.2 Training Details
Training Regime
e Training Steps: 5000 (~convergence)
e Testing Steps: 50
o Testing Frequency: 200 Steps
* Logging Frequency: 2 Steps

Hardware Details We utilise a DDP for multi-
GPU training, where each GPU randomly samples
a batch from the training/testing data. We observe,
the total training time is only affected by the total
combined VRAM (of all GPUs).

Model Size | Training Time | Cost ($2.0/hr)
M ~6 hr ~12USD
54M ~8 hr ~16 USD
157M ~16hr ~32USD

Table 19: Training time (on 1 x H100) and Cost for
different model sizes. Metrics are similar across
languages.

Optimal Hardware Using 2xH100 doubles
both VRAM and hourly cost but halves training
time, keeping total cost unchanged. As training is
VRAM-bound rather than FLOP- or architecture-
dependent, the RTX A6000 offers the best cost effi-
ciency per GB of VRAM.
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Figure 8: Training & Testing loss curves for Small, Medium and Large Models across Hindi, Marathi & Bangla

2348



D.4 Tokenizer Details

D.4.1 Overview of Tokenizers

Tokenizer | Hindi | Marathi | Bangla
Sarvam | ~658M | ~639 M | ~618 M
SUTRA | ~598 M | ~566 M | ~542 M
Tiktoken | ~1.3B | ~1.1B | ~0.96 B

Table 20: Total Token Counts across Datasets for Each
Language by Tokenizer

Vocabulary Size
e Sarvam-1: 68096
e SUTRA-mlt-256-v2: 50304
* Tikoken: 256064

Underlying Framework
e Sarvam-1: SentencePiece
e SUTRA-mlt-256-v2: SentencePiece
* Tiktoken: Byte-Pair Encoding

D.4.2 Tokenizer Overview: Sarvam, SUTRA
and Tiktoken

All three tokenizers rely on sub-word segmenta-
tion, yet they differ markedly in how much linguis-
tic knowledge is baked into their vocabularies:

* Sarvam-1 According to the model card, Sar-
vam uses a “vanilla” SentencePiece tokenizer
trained on an Indic-centric corpus, resulting
in a compact vocabulary of ~68K tokens (4K
reserved) and a token fertility of only 1.4—
2.1 tokens per word for Devanagari and East-
ern-Nagari scripts (Sarvam, 2024). Therefore,
Hindi, Marathi, and Bangla inputs are en-
coded almost as economically as English, cut-
ting sequence lengths and computation cost.

* SUTRA SUTRA is likewise Sentence-
Piece-based, but it first learns sub-words
from a multilingual corpus and then merges
this inventory with the GPT-2 English vocab-
ulary, yielding ~256K tokens (Bendale et al.,
2024). The larger table reduces splits on
rare Indic morphemes at the price of higher
memory. Empirically, its token fertility sits
between Sarvam’s and Tiktoken’s.

* Tiktoken (GPT-2) OpenAl’s tokenizer is a
byte-level BPE trained almost entirely on En-
glish WebText and applied unchanged to ev-
ery language (OpenAl, 2024). Prior work
shows that such English-centric tokenizers
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E Synthetic Dataset Generation through
LLM Prompting

Implementation for this section can be found at
prompting/ in our repository.

E.1 Nouns, Verbs, Adjectives & Features in
Prompts

TinyStories (Eldan and Li, 2023b) presents a
method for constructing a dataset of English short
stories by issuing a large number of prompts to
GPT-4. Each prompt is generated by sampling
a noun, verb, adjective, and “feature,” which are
then inserted into a predefined prompt template de-
signed to elicit age-appropriate short story genera-
tion from the model.

In line with the seminal work, our prompt gen-
eration process utilised language-specific lexical
resources, each containing 300 nouns, 300 verbs,
and 300 adjectives curated for children aged 5-7.
We extended the original work by developing cus-
tom ’feature’ lists with explicitly positive and age-
appropriate narrative elements, such as themes of
friendship and kindness, while excluding inappro-
priate content like violence found in the seminal
work. These features (e.g., “playfully mysterious,”
“colorfully gentle”) guide the emotional tone and
moral direction of the generated stories.

Our curated nouns, verbs, adjectives and
feature lists are publicly available (See folder
prompting/prompt_gen/<language> in our
repository)!3.

E.2 Prompt Generation Algorithm

The foundational TinyStories paper fails to men-
tion the methodology used to generate prompts.
Additionally, we observe a high frequency of rep-
etitions/similar stories in their dataset. To ensure
maximum diversity in the dataset while preventing
duplicates, we implemented Alg. 1.

This approach effectively prevents repetition
patterns (avoidance of two prompts with the same
noun, verb, adjective and feature, & two prompts
with the same noun, verb, adjective) in the dataset,
eliminating approximately 250,000 (on average)
potential duplicate prompts from the target 3M
dataset per language. The tracking of both quadru-
plet and triplet identifiers ensured maximum lexi-
cal diversity in the stories.

BLink To: Code & Datasets

Algorithm 1 Unique Prompt Generation

UsedIDs <« ()

UsedTriplets <

Prompts < 0

DuplicateCount < 0

while | Prompts| < TargetCount do
n < Select random element from Ny ords
v <= Select random element from Viyords
a < Select random element from A ords
f < Select random element from Fiyords
ID <« ConcatenateIndices(n, v, a, f)
TripletI D «+ Concatenatelndices(n, v, a)
if ID ¢ UsedIDs and TripletI D ¢ UsedTriplets

then

UsedIDs < UsedIDs U {ID}
UsedTriplets < UsedTriplets U{TripletI D}
prompt < FormatTemplate(n, v, a, f)
Prompts <— Prompts U {prompt}
else
DuplicateCount < DuplicateCount + 1
end if
end while
return Prompts, DuplicateCount

E.3 Prompt Complexity Evolution

The seminal work does not justify its choice of
prompt. To identify the optimal configuration for
generating high-quality children’s stories, we sys-
tematically evaluate different prompt complexity
levels.

Five distinct complexity levels, with increasing
sophistication, were developed and evaluated:

* Level 1: Basic structure (TinyStories base-
line) with minimal guidance
* Level 2: Enhanced structure with explicit nar-
rative guidance (beginning/middle/end) and
tone constraints
e Level 2+: Extended word limit (350-500
words) while maintaining structural guidance
* Level 3: Addition of dialogue elements (max-
imum three exchanges) and thematic guid-
ance
* Level 4: Incorporation of cultural references
(e.g., Panchatantra, Tenali Raman stories)
* Level 4+/5: Extension with supporting char-
acters and natural elements
Utilising each prompt template, we ask GPT-4o-
mini to generate 1000 stories which are then eval-
uated by GPT-40; the results (Fig. 9) are used to
determine the optimal prompt as described in the
next subsection.

E.4 Optimal Prompt Template

Based on the aforementioned cross-prompt evalu-
ation (Fig. 9), the Level 2+ template, which pro-
duced the best results across languages, followed
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= Completeness
- Creativity
= Fluency

8.8 { mmm Grammar
= Overall

= True Overall

» 5
& & &

Figure 9: Prompt Complexity Comparison
gpt-4o-mini-1: Model used = GPT-40-mini, Prompt complexity = 1
Prompt complexity = 2+ (where + indicates increased word limit of 350-500 words)

Optimal Prompt Template (Level 2+)

Remember to keep the language age-appropriate.

Return the output as a JSON dictionary: { ’story”:

Write a short story in {/anguage} suitable for 5—-7-year-old children.

Use simple, easy-to-understand words and limit the story to 3—4 short paragraphs (= 350-500 words).

The story should feature a clear beginning, middle, and end.

Incorporate the verb “{verb}”, the noun “{noun}”, and the adjective “{adjective}” naturally into the story.
Integrate the conclusion/tone “{feature}” through actions and outcomes without stating the tone explicitly.

»,

your_generated_story”}

Figure 10: Optimal Prompt Template used for the story-generation experiments in all three languages.

the structure below
This template’s effectiveness stems from several
critical elements:

* It specifies a clear target audience and lan-
guage

* It provides explicit structural guidance (3-4
paragraphs, clear beginning/middle/end)

e It incorporates lexical constraints (verb, noun,
adjective) to guide vocabulary usage

* It requests thematic integration (feature/tone)
through narrative rather than explicit state-
ments

e It maintains appropriate word count con-
straints (350-500 words)

* It specifies the return format (JSON) for con-
sistent processing

E.5 Implementation and Data Generation

For each language, we generated
2 million unique prompts (see
prompting/prompt-gen/create_prompts.py
in our repository). These prompts were sub-

sequently supplied to GPT-40-mini, which
was selected for its optimal balance of cost-
effectiveness, multilingual capabilities, and robust
API support.

To manage this large-scale task, the story gen-
eration process was highly parallelized. By
deploying a configuration of 4 concurrent API
sessions with 16 threads each on a 16 vCPU
system, we achieved a generation throughput
of approximately 100 stories per minute (see
prompting/request_helper.py in our reposi-
tory).

The final output of this scalable pipeline is a
dataset comprising 2 million synthetic stories for
each of the target languages: Hindi, Bangla, and
Marathi. This end-to-end framework addresses the
limitations of the foundational work by ensuring
both linguistic diversity and quality. It thereby pro-
vides a crucial resource for training effective Small
Language Models in these under-represented re-
gional languages.
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F Analysis of Synthetic Training Data:
Linguistic Diversity and Evaluation
Metric Performance

Implementation for this section can be found at
analysis/ in our repository'4.

F.1 The Zero-ROUGE Phenomenon in
Cross-Lingual Evaluation

Our experiments revealed a striking phenomenon
when applying a traditional n-gram-based eval-
uation metric like ROUGE (Lin, 2004) to non-
English text generation.

ROUGE (Recall-Oriented Understudy for Gist-
ing Evaluation) is a set of metrics designed to
evaluate automatic summarisation and machine
translation by comparing generated text to refer-
ence texts. ROUGE-1 and ROUGE-2 measure the
overlap of unigrams (single words) and bigrams
(word pairs), respectively, between the candidate
and reference texts, while ROUGE-L uses the
longest common subsequence to assess sentence-
level structural similarity.

As done in the foundational Tinystories paper,
we wanted to utilise ROUGE to analyse the diver-
sity/quality of the synthetically generated training
dataset, to ensure our SLMs generate unique sto-
ries and not just memorise the training data.

F.1.1 Contrasting ROUGE Performance
Between Languages

When applied to the English TinyStories dataset
(Eldan and Li, 2023b), ROUGE metrics provided
nuanced scores reflecting different degrees of lexi-
cal overlap:

story_idx | rougel_f1 | rouge2_f1 | rougel_f1
0 0.272727 | 0.054054 | 0.124579
1 0.258503 | 0.006849 | 0.102041
2 0.375000 | 0.094488 | 0.218750
9 0.266160 | 0.061303 | 0.152091

Table 22: English TinyStories ROUGE scores sample

Metric Average F1
ROUGE-1 0.0000
ROUGE-2 0.0000
ROUGE-L 0.0000

Metric Average F1
ROUGE-1 0.2916
ROUGE-2 0.0553
ROUGE-L 0.1700

Table 21: Average ROUGE F1 Scores (English)

Individual story scores exhibited a normal dis-
tribution of values, matching the reports from the
Tinystories paper:

However, when the same methodology was ap-
plied to the entire Bangla TinyStories dataset,
ROUGE uniformly produced zero values:

“Link To: Code & Datasets

Table 23: Average ROUGE F1 Scores (Bangla)

F.1.2 Linguistic Factors Contributing to the
Zero-ROUGE Phenomenon

The zero-ROUGE phenomenon observed in
Bangla text evaluation can be attributed to several
linguistic factors:

1. Morphological Richness: Bangla pos-
sesses a complex morphological structure
with numerous inflectional and derivational
forms, increasing the likelihood of lexical
variation even when expressing identical
concepts.

2. Word Formation Patterns: The agglutina-
tive tendencies in Bangla create fewer oppor-
tunities for exact n-gram matches compared
to English.

3. Syntactic Flexibility: = Bangla permits
greater variation in word order while pre-
serving meaning, reducing the likelihood
of matching n-grams even in semantically
equivalent sentences.

4. Training Methodologies:
guage models with multiple decoding paths
may naturally produce diverse lexical real-
isations of similar semantic content, espe-
cially when the target language permits such
variation.

Modern lan-

This finding highlights an extreme limitation
of ROUGE—yarticularly for Indic languages—
where the lack of exact n-gram overlap, as reflected
in zero ROUGE scores, hampers meaningful anal-
ysis of corpus diversity. This underscores the need
for regionally relevant evaluation metrics better
suited to linguistic variation in these languages.
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F.2 Language-Aware Analysis of Training
Data

In the absence of ROUGE-based analysis to mea-
sure lexical diversity in our datasets, we employ
popular language-aware metrics suitable for mea-
suring both semantic and lexical diversity in the
case of non-English text.

F.2.1 Overview of the Metrics

BLEU (Bilingual Evaluation Understudy) (Pap-
ineni et al., 2002) measures n-gram lexical simi-
larity between candidate and reference translations.
Scores range from 0 (no overlap) to 1 (perfect
match). BLEU favors shorter texts and may under-
estimate semantic equivalence.

METEOR (Metric for Evaluation of Transla-
tion with Explicit ORdering) (Banerjee and Lavie,
2005), improving on BELU, combines preci-
sion and recall, incorporates stemming and syn-
onym matching, and penalizes disordered word se-
quences. While also measuring lexical similarity,
it often correlates better with human judgments
than BLEU, especially for languages with flexible
word order.

BERTScore (Zhang et al., 2020) computes sim-
ilarity using contextual embeddings from pre-
trained language models. By comparing token em-
beddings rather than exact matches, BERTScore
captures paraphrases and synonyms, making it
more robust for semantically evaluating generated
text.

F.2.2 Lexical and Semantic Analysis of
Training Data

For each language, we randomly sample two
stories—one designated as reference—and com-
pute BLEU and METEOR for lexical overlap, and
BERTScore for semantic similarity.

BLEU Score Bangla story pairs yield low lex-
ical overlap (mean BLEU = 0.078, o = 0.126;
range 0.003-0.421) (Fig. 11). Only one pair (in-
dex 5) shows moderate alignment (BLEU = 0.421).
The generally low BLEU scores corroborated our
ROUGE findings, confirming significant lexical di-
versity in the dataset.

METEOR Score METEOR sits between BLEU
and BERTScore (mean = 0.153, 0 = 0.046; range
0.071-0.231) (Fig. 12), reflecting its balance of
precision, recall, and linguistic matching. These

low to intermediate METEOR scores further high-
light the lexical diversity in our dataset.

BERTScore Semantic similarity remains very
high (mean = 0.967, 0 = 0.012; range 0.944—
0.982) (Fig. 13). This indicates that despite diverse
wording, generated Bangla stories preserve seman-
tic meaning and narrative themes, likely because
each story is fabricated by GPT-40-mini based on
themes and narratives suited for 5-7 year-old chil-
dren. Qualitative examples in the next section
(Sec. F.2.4) support this finding.

BLEU Score per Story

0 2 4 6 8
story Index

Figure 11: BLEU for 10 random Bangla stories.

METEOR Score per Story

2015
g

Story Index

Figure 12: METOR for 10 random Bangla stories.

BERT Score per Story

0 2 4 6 8
Story Index

Figure 13: BERT for 10 random Bangla stories.

F.2.3 Co-relation Analysis

The moderate correlation between BLEU and ME-
TEOR (r = 0.63) suggests that despite ME-
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Figure 14: BLEU, BERT & METOR Scores for 10 random Hindi stories.
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Figure 15: BLEU, BERT & METOR Scores for 10 random Marathi stories.

Metric Pair Correlation Coeff.
BLEU-BERTScore 0.29
BLEU-METEOR 0.63
BERTScore-METEOR 0.51

Table 24: Pearson Correlation Coeflicients Between
Metrics for Bangla Stories

TEOR’s consideration of synonymy, it still main-
tains sensitivity to lexical overlap. The weaker
correlation between BLEU and BERTScore (r =
0.29) confirms that these metrics capture funda-
mentally different aspects of text similarity. Qual-
itatively similar observations hold true for ran-
domly sampled synthetic training data in Hindi
(Fig. 14) and Marathi (Fig. 15).

F.2.4 Case Study: Qualitative Analysis of
Bangla Story Pairs

To illustrate the difference between lexical overlap
and semantic similarity, we present a Bangla story
pair from our dataset, along with the English trans-
lations (Fig. 16 & Fig. 17).

Although both stories depict a child’s outdoor
experience, they diverge lexically—in vocabulary,
characters, and setting—yet BERTScore still re-
ports high semantic similarity (0.961), reflecting
their shared narrative elements and emotional tone.

F.3 Implications for Multi-Lingual Text
Generation Evaluation

Our analysis suggests that robust evaluation of
text generation requires a multi-metric, language-
aware approach. While we conduct preliminary
analyses, based on our research, we propose future
research along the following directions:

F.3.1 Language-Specific Considerations

1. Metric Selection: Researchers must care-
fully select evaluation metrics appropriate
to the target language, considering morpho-
logical complexity and typical paraphrasing
patterns.

2. Benchmark Calibration: Distinct perfor-
mance benchmarks should be established
for each language rather than applying uni-
versal thresholds derived from English.

3. Reference Design: Evaluation datasets for
morphologically rich languages should in-
clude multiple reference texts to better cap-
ture acceptable lexical variation.

F.3.2 Multi-Dimensional Evaluation
Framework

For a comprehensive assessment of generated text
quality across languages, we recommend an inte-
grated approach:
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Sample Story:

g SN Al 9de STt AT ot f2e...

English Translation:

AT, (RIS ATt BT IFWA A 9fB P Atefta i (ofer|

One day, little Rahul went to a glorious waterfall with his friends.

The water of the waterfall was sparkling and full of white foam...

Figure 16: A sample Bangla story from the synthetic dataset

Reference Story:

oF TofT 2fJ SifeiRe| fIfNa Y7 ofe...

English Translation:

She was drawing pictures. Rimi was very good...

9B, [iasger TP, (218 I ofg Aret fRw At IoTRe|

One day, in the bright morning, little Rimi sat in the garden with her notebook.

Figure 17: A story for reference from the same dataset

1. Semantic Fidelity Assessment: Using
embedding-based metrics like BERTScore
with language-specific models to verify
preservation of core meaning.

2. Structural Evaluation: Employing ME-
TEOR with language-appropriate resources
for stemming and synonymy to assess
whether narrative structure and word or-
der are maintained within language-specific
constraints.

3. Lexical Diversity Measurement: Calcu-
lating type-token ratios or using metrics
like MTLD (McCarthy and Jarvis, 2010) to
quantify lexical richness relative to language
norms.

4. Reference-Free Quality Assessment: In-
corporating fluency and coherence metrics
calibrated to the specific language being
evaluated.

F.4 Final comments

Our discovery of the zero-ROUGE phenomenon
highlights the need for better evaluation frame-
works for non-English languages, particularly as
text generation systems prioritise semantic preser-
vation over lexical copying.

Analysis across Hindi, Bangla, and Marathi

datasets reveals lexical diversity while semantic
similarity:

¢ BLEU scores remain low (<0.2)

* METEOR scores provide a middle ground

(0.07-0.33)
* BERTScore values
(>0.95)

Our findings confirm our generation approach
produces semantically coherent content with lexi-
cal diversity, rather than relying on exact phrase
repetition, while demonstrating how traditional
lexical metrics fail to capture semantic equivalence
in morphologically rich Indian languages.

On a conclusive note, the pitfalls of traditional
metrics and underrepresented research towards
finding Regional language-aware metrics, we moti-
vate researchers to explore new, rigorous and rele-
vant semantic and lexical metrics or an evaluation
pipeline along the ideas we outline in Sec. F.3.

approach near-perfect
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G Analysis of Translated Datasets

G.1 LaBSE-based Translation Quality
Assessment

To thoroughly understand the loss in semantic
information via translation, we utilise Language-
agnostic BERT Sentence Embedding (LaBSE)
(Feng et al., 2022).

LaBSE represents an optimal choice for evalu-
ating translation quality in our multilingual con-
text for several compelling reasons. Unlike tradi-
tional lexical metrics such as BLEU and METEOR,
which rely heavily on n-gram overlap and surface-
level matching, LaBSE captures deep semantic
similarity through its multilingual sentence embed-
dings trained on 109 languages. This semantic un-
derstanding is particularly crucial for morphologi-
cally rich Indian languages, where the same mean-
ing can be expressed through vastly different sur-
face forms.

While BERT-based metrics like BERTScore of-
fer semantic evaluation capabilities, they typically
require language-specific models or multilingual
variants that may not be equally optimised across
all target languages. LaBSE’s architecture, specif-
ically designed for cross-lingual tasks, ensures bal-
anced representation quality across Hindi, Bengali,
and Marathi without the bias toward high-resource
languages that affects many multilingual models.
Furthermore, LaBSE’s training on parallel data
makes it inherently suited for translation evalua-
tion, as it learns to map semantically equivalent
sentences across languages into similar embedding
spaces.

G.1.1 Evaluation Methodology

We translated the TinyStories corpus into Hindi,
Bengali, and Marathi and measured translation
fidelity by computing cosine similarity between
each English story and its translation. From 10,000
stories per language, we randomly sampled 1,000
story pairs. To assess statistical confidence, we ap-
plied bootstrap resampling with 10,000 iterations,
reporting 95% confidence intervals for the mean
similarity scores.

G.1.2 Translation Quality Results

Our LaBSE analysis reveals significant variations
in translation quality across the three target lan-
guages:

Bengali achieved the highest mean similarity
score of 0.9002 (95% CI: [0.8988, 0.9016]),

demonstrating superior semantic preservation dur-
ing translation. This aligns with Bengali’s rel-
atively straightforward morphological structure
compared to other Indo-Aryan languages, facilitat-
ing more accurate machine translation.

Marathi exhibited intermediate performance
with a mean similarity of 0.8824 (95% CI: [0.8808,
0.8838]),

Hindi showed the lowest scores at 0.8793 (95%
CI: [0.8778, 0.8807]). The narrow confidence in-
tervals (CI widths: Bengali 0.0028, Hindi 0.0029,
Marathi 0.0030) indicate high precision in our es-
timates.

Statistical significance testing based on non-
overlapping confidence intervals confirms that
Bengali translations significantly outperform both
Hindi and Marathi (p < 0.05), while Marathi
significantly exceeds Hindi. These differences,
though statistically significant, represent meaning-
ful variations in translation fidelity that directly im-
pact downstream model performance.

G.1.3 Distribution Analysis and Quality
Indicators

Shapiro-Wilk tests revealed non-normal distribu-
tions for all languages (p < 0.001), suggesting het-
erogeneous translation quality within each corpus.
The interquartile ranges (IQRs)—Hindi: 0.0312,
Bengali: 0.0303, Marathi: 0.0311—indicate con-
sistent spread in translation quality, while the min-
imum scores (Hindi: 0.7966, Bengali: 0.7691,
Marathi: 0.7488) reveal occasional translation fail-
ures that could introduce significant noise during
model training.

Notably, Bengali achieved perfect similarity
(1.0) for some translations, while Hindi and
Marathi peaked at 0.9895 and 0.9977, respectively.
This ceiling effect in Bengali suggests that cer-
tain simple narrative structures translate nearly per-
fectly, while more complex constructions show
greater variation.

G.1.4 Implications for Model Performance

These LaBSE findings provide crucial context for
understanding the performance gap between mod-
els trained on translated versus synthetic data. The
correlation between translation quality scores and
model performance metrics is striking:

1. Hindi models trained on translated data
achieved only 6.30 overall inference score
compared to 8.16 with synthetic data—a
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22.8% performance degradation that aligns
with Hindi’s lowest LaBSE scores.

2. Bengali models, despite having the highest
translation quality, still showed an 11.6% per-
formance drop (7.08 vs 8.02) when using
translated data, suggesting that even high-
quality translations introduce artefacts that
impede language modelling.

3. Marathi models exhibited a 14.8% decline
(7.06 vs 8.30), consistent with their interme-
diate translation quality.

The universal performance degradation, even for
high-quality Bengali translations, supports our hy-
pothesis that translation-induced noise fundamen-
tally differs from the natural linguistic patterns in
synthetic data. LaBSE scores, while useful for
assessing semantic fidelity, cannot capture sub-
tle grammatical inconsistencies, unnatural colloca-
tions, or cultural misalignments that emerge during
translation—factors that significantly impact next-
token prediction accuracy.

G.1.5 Translation Quality as a Dataset
Selection Criterion

Our analysis establishes LaBSE evaluation as a
valuable analysis step for translated datasets. The
strong negative correlation between translation
quality variance (measured by IQR and standard
deviation) and model performance suggests that
consistency in translation quality may be as im-
portant as mean quality scores. For resource-
constrained scenarios where synthetic data gener-
ation is infeasible, we recommend:

1. Filtering translated stories based on LaBSE
thresholds (e.g., > 0.85 similarity)

2. Prioritising languages with narrower confi-
dence intervals for more predictable out-
comes

3. Augmenting high-quality translations with
small amounts of synthetic data, following
Boughorbel et al. (2024)

This multi-faceted evaluation approach—
combining LaBSE semantic similarity with
downstream inference metrics by utilising our
Regional-TinyStories framework for dataset
comparisons—provides a comprehensive frame-
work for assessing and selecting training data for
low-resource language modelling.
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H Statistical Analysis of Inference
Results and SLM Langauge-learning
analysis

The implementation for this section is available at
results/compare_models_statistics.py in
our repository .

H.1 Limitations

Although identical procedures are used to pre-
pare data and train the Hindi, Marathi, and Ben-
gali models, cross-lingual comparison of inference
quality—evaluated using GPT-40—remains inher-
ently limited. This is due to the unknown relative
proficiency of GPT-40 across different languages,
as well as potential inconsistencies in the Sarvam
tokenizer’s handling of distinct scripts. These fac-
tors introduce external biases and noise that may
affect the reliability of cross-language performance
comparisons.

To mitigate these limitations, we undertake de-
tailed statistical analyses of the GPT-40 evaluation
scores (presented in this section) and further val-
idate the use of LLM-as-a-Judge through human
evaluation of inference outputs across languages
(see Sec. C).

H.2 Opverview of Analyses

Motivation To uncover trends and patterns in
the evaluation scores (see Fig 3 & Tab. 5) gener-
ated using GPT-40 as an LL.M-as-a-Judge for the
3,000 stories produced (see Sec. B) by each of
our 54M-parameter (E:512, L:6) SLMs trained on
our Hindi, Marathi, and Bengali synthetic TinySto-
ries datasets, we conduct comprehensive statistical
analyses.

Hierarchical Emergence of Capabilities across
Performance Metrics Examining the hierarchi-
cal emergence of capabilities via mean, median,
and standard deviation metrics; assessing parame-
ter elasticity; analysing correlations between eval-
uation dimensions; and performing performance
gap analysis across languages and models. These
analyses offer deeper insight into the behavioural
and performance characteristics of the models
across multiple evaluation criteria.

Statistical Significance Analysis Utilising
distribution-relevant metrics, we measure and
report the statistical significance of our inter-
language tests.

SLink To: Code & Datasets

Next sections—Hierarchical Emergence of Capabilities

H.3 Optimal Model Configuration

The inflexion point. in the performance-
parameter curve occurs consistently around
54M (E: 512, L: 6) parameters across all three
languages, with minimal improvements beyond
this threshold. Interestingly, the 157M (E: 1024,
L: 7) parameter models perform similarly across
all metrics to the optimal 54M model for all 3
languages, despite its ~3x larger parameter count.

Note. Unless specified otherwise, our primary
model of analysis remains the 54M (E: 512, L: 6)
configuration trained on our synthetic TinyStories
datasets for each language.

H.4 Hierarchical Emergence of Capabilities

Our analysis reveals several significant cross-
linguistic patterns that provide insights into both
model behaviour and inherent language character-
istics:

H.4.1 Overview of Trends

Across all three languages, we observe a consistent
hierarchy in performance metrics, with grammar
consistently achieving the highest scores (Hindi:
8.91, Marathi: 9.14, Bangla: 8.82), followed by
fluency (Hindi: 8.55, Marathi: 8.85, Bangla: 8.42),
completeness (Hindi: 7.78, Marathi: 8.12, Bangla:
7.64), and trailed by context awareness (Hindi:
7.73, Marathi: 7.15, Bangla: 7.51).

This pattern aligns with the developmental pro-
gression observed in the seminal TinyStories re-
search, highlighting that grammatical competence
emerges earlier than contextual understanding, re-
gardless of language.

H.4.2 Inverse Relationship & Metric-Specific
Patterns

Across all languages, we observe an inverse re-
lationship between mean scores and standard de-
viations. Metrics with higher means (like gram-
mar) tend to have lower standard deviations, while
metrics with lower means (like context awareness)
show higher standard deviations. This suggests
that as performance on a particular aspect im-
proves, consistency also increases.
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Model Metric Mean 95% CI Median Std Dev
Hindi Context Awareness | 7.73  [7.70-7.77] 8.00 1.01
Completeness 7.78  [71.75-7.81] 8.00 0.86
Creativity 7.81  [7.79-7.83] 8.00 0.58
Fluency 8.55 [8.53-8.57] 9.00 0.56
Grammar 8.91 [8.90-8.92] 9.00 0.34
Marathi Context Awareness | 7.15  [7.09-7.22] 8.00 1.42
Completeness 8.12  [8.09-8.17] 7.00 1.06
Creativity 7.90 [7.87-7.93] 8.00 0.69
Fluency 8.85 [8.82-8.88] 8.00 0.64
Grammar 9.14 [9.42-9.47] 9.00 0.50
Bangla  Context Awareness | 7.51  [7.47-7.55] 8.00 1.11
Completeness 7.64 [7.61-7.68] 7.00 0.85
Creativity 7.69 [7.67-7.71] 8.00 0.59
Fluency 8.42  [8.40-8.44] 8.00 0.59
Grammar 8.82  [8.80-8.83] 9.00 0.42

Table 25: Statistical Properties of Evaluation Metrics—for 54M (E:512, L:6) models trained on Hindi,
Marathi, and Bangla TinyStories datasets

Metric Hindi Marathi Bangla Average
Context Awareness  1.01 1.42 1.11 1.18
Completeness 0.86 1.06 0.85 0.92
Creativity 0.58 0.69 0.59 0.62
Fluency 0.56 0.64 0.59 0.60
Grammar 0.34 0.50 0.42 0.42
Overall 0.52 0.67 0.57 0.59
Average 0.65 0.87 0.69 0.70

Table 26: Standard Deviation Comparison Across Metrics and Languages—for 54M (E:512, L:6) models
trained on Hindi, Marathi and Bangla synthetic TinyStories datasets

Grammar shows both the highest means and low-
est standard deviations across all languages, sug-
gesting that grammatical competence represents a
“foundational” capability that is both strong and
consistent once achieved. Context awareness, by
contrast, shows lower means and higher standard
deviations, indicating it may represent a more ad-
vanced capability that remains challenging even as
models improve.

H.4.3 Consistent Hierarchy of Variability

Across all languages, Grammar exhibits both the
highest mean scores and the lowest standard devia-
tions (average SD: 0.42), indicating that grammat-
ical competence is a foundational capability that,
once learned, is consistently retained across mod-
els. In contrast, Context Awareness shows the low-
est mean scores and the highest standard deviation
(average SD: 1.18), highlighting substantial vari-
ability in the model’s ability to maintain contextual

coherence.

These patterns suggest that while grammatical
accuracy stabilises early in model development,
context-sensitive reasoning remains a more com-
plex and unevenly acquired capability.

H.4.4 Parameter Elasticity by Metric

Different evaluation metrics show varying sensitiv-
ity to parameter scaling. Grammar scores demon-
strate the lowest elasticity (average 12% improve-
ment from 4.46M to 157M parameters across lan-
guages), while context awareness shows the high-
est (average 33% improvement).

This supports our hypothesis regarding the hier-
archical emergence of capabilities, with grammati-
cal competence requiring the least model capacity
and contextual understanding requiring the most.

H.4.5 Form vs. Content Metrics

Metrics related to linguistic form (grammar, flu-
ency) consistently show lower standard deviations
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Metric Pair Hindi Marathi Bangla Average
Grammar - Context Awareness  1.18 1.47 1.31 1.32
Grammar - Completeness 1.13 1.31 1.18 1.21
Grammar - Creativity 1.10 1.17 1.13 1.13
Grammar - Fluency 0.36 0.61 0.40 0.46
Fluency - Context Awareness 0.82 0.86 0.91 0.86
Fluency - Completeness 0.77 0.70 0.78 0.75
Fluency - Creativity 0.74 0.56 0.73 0.68
Context - Completeness -0.05 -0.16 -0.13 -0.11

Table 27: Performance Gaps Between Metrics (Difference in Mean Scores)—for 54M (E:512, L:6) models
trained on Hindi, Marathi and Bangla synthetic TinyStories datasets

(0.42, 0.60) than those related to content (context,
completeness, creativity) (1.18, 0.92, 0.62) (see
Tab. 26).

These results further suggest that form-related
capabilities may develop more uniformly and eas-
ily compared to content-related capabilities.

H.4.6 Performance Gap Analysis

Metric Specific Gaps The substantial gaps be-
tween form-related metrics (grammar, fluency)
and content-related metrics (context, complete-
ness, creativity) (See Tab. 27) highlight the models’
stronger capabilities in producing structurally cor-
rect text versus semantically coherent narratives.

On the other hand, the gap between grammar
and fluency scores is significantly smaller (aver-
age: 0.46) than between grammar and other met-
rics, suggesting these capabilities may develop in
tandem.

Consistent Gap Hierarchy Across all lan-
guages, the largest performance gap is between
grammar and context awareness (average: 1.32)
(See Tab. 27), while the smallest gap among the
major metric pairs is between context awareness
and completeness (average: -0.11, with context
scores actually lower than completeness in all
languages). This consistent pattern suggests a
universal hierarchy in how different linguistic
capabilities develop in these models.

H.4.7 Conclusion—Hierarchical Emergence
of Capabilities

Form-oriented capabilities (grammar and fluency)
emerge as foundational proficiencies—developing
in tandem, achieving high mean scores with low
variability and modest parameter elasticity, while
content-oriented skills (context awareness, com-
pleteness, creativity), especially context aware-

ness, exhibit lower means, greater dispersion, and
stronger sensitivity to model scale.

This consistent hierarchy across languages un-
derscores the relative ease of mastering linguis-
tic form versus the inherent complexity of con-
textual reasoning.

Next sections—Statistical Significance Analysis

H.5 Statistical Significance Analysis for
Inter-language Comparisons

To assess the statistical significance of all observed
cross-linguistic trends, differences and analyses
in the previous sections, we conduct a thorough
distribution-relevant analysis.

H.5.1 Methods

Overview We evaluated the story generation
quality of three multilingual language models
(Hindi, Bengali, Marathi) across three parameter
scales: 5M, 54M, and 157M. Analysing pairwise,
this results in a total of 6x3=18 comparisons.

Data Distribution Analysis The score distribu-
tions exhibited severe departures from normality
across all model sizes. Score concentrations were
extreme: at SM (68.3% at scores 7.0-8.0), at 54M
(72.4% at scores 8.0-9.0), and at 157M (74.8% at
scores 8.0-9.0), creating heavily right-skewed dis-
tributions with pronounced ceiling effects. This
discrete, ordinal rating scale (1-10) with extreme
skewness fundamentally violates the continuous,
normally distributed data assumption required for
ANOVA.
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H.5.2 ANOVA Violations

The data exhibited multiple critical violations
across all parameter sizes: severe non-normality
(evident from the extreme skewness), heteroscedas-
ticity (unequal variances between groups), and the
large sample sizes (53,988-54,000 observations)
that would make any trivial deviation highly “sig-
nificant,” necessitating focus on effect sizes rather
than p-values alone.

H.5.3

We adopted non-parametric methods specifically
designed for ordinal data: Kruskal-Wallis tests
for comparing multiple groups without distribu-
tional assumptions, Mann-Whitney U-tests for ro-
bust pairwise comparisons, Bonferroni correction
to control familywise error rate across 18 pair-
wise comparisons per model size (a« = 0.0167),
rank-biserial correlation for effect sizes appropri-
ate for ordinal data (|| > 0.10, 0.30, and 0.50 rep-
resenting small, medium, and large effects), and
median-based reporting as appropriate measures
for skewed, ordinal data. This approach avoids
the inflated Type-I error rates and spurious “‘signifi-
cance” that would result from applying parametric
methods to fundamentally non-parametric data.

Methodological Rationale

H.5.4 Results

Cross-Size Statistical Significance The claim
that “all pairwise differences reach significance
(p < 0.001)” almost always holds true:

* SM Models: 17/18 comparisons significant
(94.4%0) — Hindi vs Bengali fluency was not sig-
nificant (p = 0.608, r = —0.007)

* 54M Models: 18/18 comparisons significant
(100.0%) v

* 157M Models: 16/18 comparisons significant
(88.9%) — Hindi vs Marathi in completeness
(p = 0.820) and overall (p = 0.692) were not
significant

Main Effects Kruskal-Wallis tests revealed sig-
nificant main effects for both model and cate-
gory factors across all parameter sizes (all p <
0.001), with varying effect magnitudes: Model
effects H-statistics ranged from 275.2 (157M) to
1649.0 (54M), while category effects consistently
showed large H-statistics (16,067-19,333), con-
firming that both language and evaluation dimen-
sion significantly influence performance rankings.

H.5.5 Conclusion—Statistical Significance
Analysis

The extreme skewness and ceiling effects in
our ordinal data invalidate ANOVA, necessitating
Kruskal-Wallis and Mann—Whitney U tests with
Bonferroni correction. These tests confirmed sig-
nificant main effects of model size and evaluation
dimension (all p < 0.001).

Pairwise comparisons were significant in 94.4%,
100%, and 88.9% of cases for the 5M, 54M,
and 157M models, respectively. Effect sizes
ranged from small to large, underscoring meaning-
ful language- and scale-dependent differences.

This validates our non-parametric frame-
work for rigorously analysing the statistical sig-
nificance of non-normal, ordinal scores.
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I Rényi Entropy-Based Tokenizer
Analysis

I.1 Implementation of Byte Premium Scaling
and Statistical Analysis of Rényi entropy

In our tokenizer performance analysis, we con-
trolled for dataset-size disparities across languages
by implementing byte-premium scaling as pro-
posed by (Arnett and Bergen, 2025). Arnett and
Bergen argue that observed cross-language perfor-
mance gaps often reflect inequities in training data
volume, rather than inherent morphological com-
plexity. The “byte premium” accounts for differing
encoding efficiencies: identical semantic content
can require varying numbers of bytes depending
on orthography.

To ensure a fair comparison, we normalised each
language corpus by its byte size rather than by doc-
ument or word count, thereby equating information
content across languages. Our processing pipeline
comprises the following steps:

* Compute the total byte size of each raw cor-

pus.

* Derive sampling weights to match a common

byte budget.

» Extract tokeniser-specific subcorpora using

these weights.

* Train and evaluate SLMs on the normalised

datasets.

L2 Quantifying Tokenization Efficiency via
Rényi Entropy

To quantitatively assess tokenization efficiency, we
computed the normalised Rényi entropy (a = 2.5)
for each language—tokenizer pair, as recommended
by (Arnett and Bergen, 2025). Rényi entropy cap-
tures the uniformity of the token frequency distri-
bution, making it a robust metric for tokenization
quality.

For each pair, we measured entropy across five
data splits and then calculated the mean Rényi en-
tropy, its variance, and the corresponding 95% con-
fidence interval. The aggregated results are pre-
sented in Table 28.

L.3 Statistical Significance via Welch’s t-Test

To determine if the observed differences in mean
Rényi entropy across the languages were statisti-
cally significant, we performed pairwise Welch’s
t-tests, which are appropriate as they do not as-
sume equal variances between the samples (see Ta-
ble 29).

Extremely small p-values (p < 0.01) for all
pairwise comparisons confirm that the Rényi en-
tropy differences among Hindi, Marathi, and Ben-
gali are statistically significant for both the sutra
and sarvam tokenizers. The large magnitudes of
the corresponding t-statistics underscore the sub-
stantive size of these effects. Even after normal-
izing corpus size via byte-premium scaling, these
results demonstrate that tokenizer efficiency varies
meaningfully across the three languages. This rig-
orous analysis underpins our paper’s conclusions
regarding comparative tokenizer performance.

L4 Entropy Overview

Vocabulary Context. Table 30 reports Rényi en-
tropy for Hindi, Marathi, and Bangla under two
Indic tokenisers. SARvAM-1 (~ 68K vocab) is
markedly leaner than SUTRA (~ 256K), a differ-
ence reflected in their entropy profiles.

Marathi Dominance at Low a. At a =
0.5 (rare-token focus), Marathi tokenised with
SArvaM-1 reaches 10.926—the highest value
across all settings—quantitatively confirming the
language’s long-tail morphology (Dolamic and
Savoy, 2010; Arnett and Bergen, 2025).

I.4.1 Rare-Common Token Spectrum

a = 0.5. For all three languages, SARVAM-1
yields higher entropy than SUTRA, indicating su-
perior sensitivity to rare subwords.

« > 1.0. The trend reverses: SUTRA consis-
tently exceeds SARVAM-1. For Bangla at @ = 1.0,
entropy climbs from 8.649 (SAarvaM-1) to 8.745
(SUTRA); at o = 2.5, Marathi shows a gap of 1.16
points (7.670 vs. 6.506).

Trade-off. SarRvaM-1 excels at modelling rare
variants, whereas SUTRA’s larger vocabulary cap-
tures richer mid- and high-frequency structure.

1.4.2 Morphological Interpretation

Agglutinative Marathi naturally exhibits higher en-
tropy than fusional Bangla and mixed Hindi. The
elevated low-« values underscore Marathi’s suffix-
heavy word formation and validate the need for to-
kenisers with morphology-aware vocabularies.

I.5 Conclusion

Byte-premium scaling to neutralise dataset-size dis-
parities, enabling a rigorously controlled compari-
son of tokenizer efficiency across Hindi, Marathi,
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Language Tokenizer ~Mean Entropy  Variance (x10™7)  95% CILower  95% CI Upper
Hindi SUTRA 7.100 685 0.915 7.100 309 7.101 060
Hindi Sarvam 6.279743 1.400 6.279 278 6.280 208
Marathi SUTRA 7.677890 2.860 7.677225 7.678 554
Marathi Sarvam 6.505 551 0.539 6.505 263 6.505 839
Bengali SUTRA 7.319165 1.110 7.318 751 7.319578
Bengali Sarvam 6.303 569 0.733 6.303 233 6.303 905

Table 28: Mean Rényi entropy, variance, and 95% CI by language and tokenizer.

Tokenizer Pair
SUTRA Hindi—Marathi
SUTRA Hindi-Bengali
SUTRA  Marathi—Bengali
Sarvam Hindi—Marathi
Sarvam Hindi-Bengali
Sarvam  Marathi-Bengali

t-statistic p-value
-2099.895446  <0.005
-1085.998694  <0.005
1272.845495  <0.005
-1145.624005  <0.005
-115.269686  <0.005
1266.364085  <0.005

Table 29: Pairwise Welch’s t-test results for Rényi entropy differences.

Language Tokenizer o =05 a=10 a=15 a=20 a=25
Hindi Sarvam 10.071 8.520 7.462 6.755 6.285
SUTRA 9.744 8.624 7.919 7.439 7.101
Marathi Sarvam 10.926 9.370 8.151 7.189 6.506
SUTRA 10.416 9.290 8.571 8.059 7.670
Bangla Sarvam 9.923 8.649 7.660 6.870 6.300
SUTRA 9.790 8.745 8.080 7.630 7.319

Table 30: Rényi entropy (H,,) for Hindi, Marathi, and Bangla SLMs across Sarvam and SUTRA
tokenizers—calculated using Zouharvi’s Tokenization Scorer (GitHub Repository)

and Bengali. Normalising at the byte level en-
sured that any observed differences stemmed from
tokeniser design and language morphology rather
than corpus volume.

Using the normalised Rényi entropy (v = 2.5)
as an information-theoretic proxy for tokenisation
quality, we revealed consistent, statistically signifi-
cant gaps among the three languages (p < 0.01 via
pairwise Welch’s ¢-tests). Even after scaling, SU-
TRA and SArRvAM-1 diverged markedly: SARVAM-
1 achieved higher entropy at low ¢, signalling su-
perior coverage of rare subwords, while SUTRA
excelled at « > 1.0, capturing mid- and high-
frequency structure through its larger vocabulary.

Language morphology modulated these ef-
fects. Agglutinative Marathi exhibited the highest
entropy—especially under SARvAM-1 at o = 0.5—
validating long-tail suffixation patterns, whereas
fusional Bangla and mixed Hindi showed lower val-
ues. These findings corroborate prior work (Arnett
and Bergen, 2025) and underscore that tokenizer
architecture must be attuned to a language’s mor-
phological profile.

In sum, (i) byte-level corpus equalisation iso-
lates tokenizer behaviour, (ii) Rényi entropy pro-
vides a sensitive yardstick for efficiency across the
rare—common token spectrum, and (iii) significant,
morphology-driven differences persist despite cor-
pus normalisation. Future research should explore
adaptive or hybrid tokenisation strategies that dy-
namically balance rare-token coverage with mid-
frequency robustness, particularly for morpholog-
ically rich languages.
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J Additional Benchmarking of SLM vs
GPT-4 stories

J.1 Lexical vs Semantic Metrics

We evaluated SLM story generation using lexical
(BLEU, METEOR) and semantic metrics (LaBSE,
COMET), revealing useful discriminative differ-
ences. For e.g. in Hindi SLMs, lexical metrics
showed moderate variance—BLEU 13.4%, ME-
TEOR 10.5%—across models spanning 4.46M-
153M parameters, while semantic metrics demon-
strated contrasting patterns: COMET showed
higher variance (15.5%) but LaBSE showed min-
imal variance (3.7%). This suggests that while
SLMs achieve similar topical alignment (LaBSE),
they differ in overall semantic quality (COMET),
which is detailed with story examples in Sec. B.

The strong LaBSE-COMET correlation (0.723)
versus the negative BLEU correlations (-0.268
with LaBSE and -0.453 with COMET) in Hindi
validate that n-gram metrics fail to capture the qual-
ity differences that semantic metrics tend to de-
tect in morphologically rich Indian languages. The
negative correlations suggest that lexical metrics
may even be inversely related to semantic quality.

Performance improves with parameter count up
to 40-60M parameters, then plateaus. For Hindi
models, semantic quality (COMET-DA) shows
substantial gains from 0.56 to 0.66 (15.5% vari-
ance), while topical alignment (LaBSE) quickly
saturates at 0.74-0.77 with minimal variance
(3.7%). This pattern, where SLMs rapidly acquire
topical relevance but continue to improve in nar-
rative coherence with scale, is confirmed by both
LLM judges and human evaluations. The plateau
beyond 50M parameters suggests that tokenizer
quality and data curation, rather than raw scale, be-
come the primary drivers of story quality in Indic
language models, establishing semantic evaluation
as essential for these languages.

J.2 COMET-DA and LaBSE

COMET-DA (Rei et al., 2022), originally devel-
oped for machine translation evaluation, has been
repurposed in this work to compare generative out-
puts from language models across Hindi, Bangla,
and Marathi under identical prompts. COMET-DA
leverages pretrained cross-lingual encoders such
as XLM-RoBERTa to produce contextualised rep-
resentations and compute semantic similarity rel-
ative to reference texts or prompts. However,
COMET-DA remains primarily tuned for transla-

tion adequacy and fluency, and underrepresents
qualities central to narrative generation, such as
discourse structure, stylistic nuance, and imagina-
tive coherence. Additionally, encoder variance and
normalisation procedures calibrated to translation
tasks may result in suboptimal scores even for se-
mantically identical texts. Thus, in our case, we in-
terpret COMET-DA scores as a proxy for content
fidelity - i.e., how closely an SLM story preserves
the semantic structure of a GPT4-generated story
based on the same prompt.

To complement COMET-DA, we integrate
LaBSE (Language-Agnostic BERT Sentence Em-
bedding; (Feng et al., 2022)), a multilingual model
trained on over 100 languages, including Hindi,
Bangla, and Marathi. LaBSE enables cosine-based
comparison of stories at the sentence or document
level, providing a language-agnostic signal of se-
mantic similarity. Despite its strengths, LaBSE—
like COMET—does not account for creative struc-
ture or character development. While tools such
as BLEURT (Sellam et al., 2020) and QUESTE-
val (Scialom et al., 2021) are designed to evaluate
fluency and content preservation in English, they
are not currently applicable to Indian languages
due to their monolingual training data and English-
specific QA pipelines. Neural embedding-based
metrics correlate significantly better with human
preferences than lexical n-gram metrics, such as
BLEU/METEOR, particularly for open-ended gen-
eration in morphologically rich Indic languages.

As such, COMET-DA and LaBSE offer a vi-
able alternative metric to LLM as a judge frame-
work for evaluating generation quality in Indic lan-
guages due to robust multilingual support, toler-
ance to lexical variation and paraphrasing and effi-
cient, reproducible scoring of large datasets. How-
ever, they don’t capture creativity, narrative coher-
ence and other stylistic elements intrinsic to story-
telling as they primarily rely on reference overlap,
which may penalise valid but divergent storylines.
Nevertheless, to holistically assess story-level co-
herence, emotional resonance, and creativity, we
recommend supplementing these metrics with hu-
man evaluation.

J.3 Conclusion

The following observations are made based on the
results in Tables. 31 to 36:

* Hindi models show steady improvement in
COMET-DA scores as parameters increase,
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with peak performance at 95M parameters be-
fore plateauing. Similarly, LaBSE cosine sim-
ilarity improves with model size, reaching op-
timal performance at 54M and 95M check-
points.

Marathi models exhibit an upward trend in
COMET-DA scores, albeit with notable fluc-
tuations at larger sizes (95M and 157M).
LaBSE similarity is highest at 54M model
size.

Bangla models consistently outperform both
Hindi and Marathi, achieving higher COMET-
DA scores that suggest better semantic align-
ment with GPT-40 outputs. Their LaBSE
cosine similarity remains consistently high
across all model sizes, indicating robust se-
mantic similarity and stronger language mod-
elling capabilities under the evaluated condi-
tions.

Across all languages, larger models gener-
ally achieve higher scores on both metrics,
though performance plateaus or fluctuates at
very large sizes (95M-157M). Bangla models
consistently outperform the others, highlight-
ing their superior semantic alignment with
GPT-40 outputs, based on this metric.

Overall, COMET-DA analysis points towards
improving content fidelity with increasing
model size, whereas LaBSE scores suggest
comparable semantic similarity across all
languages and models.
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Hindi — COMET-DA Hindi — LaBSE cosine

Params (M) Mean Median SD Params (M) Mean Median SD
446 0.5649 0.5649 0.0546 446 0.7404 0.7422 0.0456
4.65 0.5995 0.6012 0.0577 4.65 0.7527 0.7562 0.0494
5.00 0.6185 0.6218 0.0527 5.00 0.7470 0.7484 0.0472
9.00 0.6090 0.6132 0.0603 9.00 0.7520 0.7532 0.0490
10.00 0.6311 0.6332 0.0578 10.00 0.7579 0.7597 0.0497
19.00 0.6408 0.6445 0.0569 19.00 0.7563 0.7586  0.0501
27.00 0.6508 0.6594 0.0680 27.00 0.7492 0.7529 0.0554
41.00 0.6601 0.6638 0.0539 41.00 0.7541 0.7558 0.0508
54.00 0.6556 0.6626 0.0634 54.00 0.7682 0.7717 0.0541
66.00 0.6523 0.6624 0.0693 66.00 0.7555 0.7594 0.0556
73.00 0.6472 0.6580 0.0727 73.00 0.7551 0.7586 0.0586
95.00 0.6638 0.6686 0.0538 95.00 0.7664 0.7698 0.0544
153.00 0.6591 0.6673 0.0632 153.00 0.7617 0.7645 0.0545
Table 31: Hindi SLM checkpoints evaluated with Table 34: LaBSE similarity for Hindi checkpoints
COMET-DA (higher = closer to GPT-40). (ascending size).
Marathi — COMET-DA Marathi — LaBSE cosine
Params (M) Mean Median SD Params (M) Mean Median SD
446 04860 0.4848 0.0458 446 0.7173 0.7198 0.0536
4.65 0.5310 0.5311 0.0476 4.65 0.7617 0.7658 0.0544
495 0.5410 0.5450 0.0585 495 0.7333 0.7362 0.0511
41.16 0.5874 0.5943  0.0607 41.16 0.7476 0.7499 0.0516
54.00 0.5793 0.5915 0.0723 54.00 0.7803 0.7849 0.0549
73.00 0.5921 0.5980 0.0578 73.00 0.7450 0.7470 0.0539
95.00 0.5599 0.5767 0.0866 95.00 0.7368 0.7402 0.0550
157.00 0.5690 0.5752 0.0697 157.00 0.7519 0.7539 0.0553
Table 32: Marathi SLM checkpoints evaluated with Table 35: LaBSE similarity for Marathi checkpoints
COMET-DA. (ascending size).
Bangla — COMET-DA Bangla — LaBSE cosine
Params (M) Mean Median SD Params (M) Mean Median SD
446 0.6849 0.6882 0.0533 446 0.7711 0.7735 0.0459
4.65 0.7284 0.7335 0.0496 4.65 0.7735 0.7766  0.0465
5.00 0.7139 0.7200 0.0542 5.00 0.7765 0.7794 0.0480
41.00 0.7477 0.7590 0.0624 41.00 0.7769 0.7810 0.0527
54.00 0.7559 0.7666 0.0590 54.00 0.7776  0.7812 0.0543
73.00 0.7596 0.7677 0.0574 73.00 0.7766 0.7799 0.0529
95.00 0.7373 0.7507 0.0702 95.00 0.7674 0.7707 0.0548
157.00 0.7497 0.7630 0.0649 157.00 0.7781 0.7823  0.0540
Table 33: Bangla SLM checkpoints evaluated with Table 36: LaBSE similarity for Bangla checkpoints
COMET-DA. (ascending size).
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