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Abstract

Large language models (LLMs) power modern
Al applications, but processing sensitive data
on untrusted servers raises privacy concerns.
Homomorphic encryption (HE) enables com-
putation on encrypted data for secure inference.
However, neural text generation requires de-
coding methods like argmax and sampling,
which are non-polynomial and thus compu-
tationally expensive under encryption, creat-
ing a significant performance bottleneck. We
introduce CutMax, an HE-friendly argmax
algorithm that reduces ciphertext operations
compared to prior methods, enabling practical
greedy decoding under encryption. We also
propose the first HE-compatible nucleus (top-
p) sampling method, leveraging CutMax for
efficient stochastic decoding with provable pri-
vacy guarantees. Both techniques are polyno-
mial, supporting efficient inference in privacy-
preserving settings. Moreover, their differ-
entiability facilitates gradient-based sequence-
level optimization as a polynomial alternative
to straight-through estimators. We further pro-
vide strong theoretical guarantees for CutMax,
proving its convergence via exponential ampli-
fication of the gap ratio between the maximum
and runner-up elements. Evaluations on real-
istic LLM outputs show latency reductions of
24 x-35x over baselines, advancing secure text
generation.

1 Introduction

Recent advances in LLMs have enabled the devel-
opment of powerful Al systems capable of gen-
erating fluent text at scale (Brown et al., 2020).
However, deploying these models in real-world
applications often involves sending sensitive user
data, such as personal messages or medical records,
to remote servers, raising significant privacy con-
cerns (Yao et al., 2024; Yan et al., 2024). Despite
major progress in efficient encrypted inference, ex-
tending these methods to generative LLMs remains
an open challenge due to the non-polynomial na-
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ture of decoding operations. Homomorphic en-
cryption (HE) offers a promising solution by al-
lowing computations on encrypted data, ensuring
that servers can process queries without accessing
their plaintext content (Gentry, 2009). Under HE,
users encrypt their inputs, the server performs com-
putations (e.g., running an LLM), and returns an
encrypted result that only the user can decrypt.

In this paper, we present differentiable and poly-
nomial argmax and nucleus sampling algorithms
tailored for encrypted LLM decoding. Unlike
prior approaches, such as that of Bengio et al.
(2013), which use argmax in the forward pass
and estimate gradients in the backward pass via
straight-through estimators (STE), our methods are
fully differentiable in their plaintext form (with-
out approximations) and remain so under poly-
nomial HE approximations. This differentiabil-
ity, together with their polynomial form, makes
them well suited to Al-privacy settings such as
HE; the plaintext formulations are exactly differ-
entiable, and the HE instantiations preserve dif-
ferentiability via polynomial approximations (see
Sect. 3.2). Most HE schemes, including the CKKS
scheme used in this work (Cheon et al., 2017), sup-
port only polynomial operations like addition and
multiplication. This limitation necessitates the de-
sign of HE-friendly algorithms that rely exclusively
on such operations, posing a challenge for text
generation tasks that involve complex decoding
steps. While secure inference on LLMs using HE
has been demonstrated (Zimerman et al., 2024a;
de Castro et al., 2024; Zhang et al., 2024a), ex-
tending these techniques to multi-token text gen-
eration remains challenging. Decoding methods
like argmax (for greedy decoding) and sampling
(e.g., nucleus sampling (Holtzman et al., 2019a))
are computationally inefficient or impractical in
the encrypted domain due to their reliance on non-
polynomial operations.

State-of-the-art homomorphic argmax imple-
mentations follow two comparison-heavy patterns:
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Figure 1: Scope: Secure LLLM generation over the clients’ encrypted data using HE (model is not necessarily
encrypted). Here, standard decoding methods like argmax and sampling (red) for selecting the next token are not
HE-friendly or considered inefficient. We introduce efficient and scalable HE-friendly methods to evaluate them

under encryption.

a tournament tree and an all-to-all league schedule,
both realized via deep polynomial approximations
of SIGN (Chakraborty and Zuber, 2022; Crawford
et al., 2018; Folkerts and Tsoutsos, 2024; Jovanovic
etal., 2022). A detailed illustration of these designs
is provided in Figure 6 (Sect. C), which highlights
their sequential comparison stages and reliance on
costly SIGN evaluations.

CutMax removes comparisons altogether. Each
of its 7' iterations applies two global reduc-
tions (mean and variance), an inverse-square-root
(InvSqr), an elementwise odd power, and a final
normalization (Sect. 3, Algorithm 1, Sect. 3.2,
Algorithm 2). Consequently, the number of se-
quential stages is a small constant T—weakly de-
pendent on the vector length n (e.g., the vocabu-
lary size)—whereas tournament and league require
logy n and n sequential rounds, respectively, each
performing encrypted comparisons via polynomial
approximations of SIGN. Because InvSqr and di-
vision (Inv) are shallower and faster than SIGN
at similar accuracy (Table 3), CutMax achieves
much lower depth and fewer bootstraps per token.
Empirically, T is a small constant (e.g., 7'<3-4),
consistent with the latency gains we observe for vo-
cabularies of [V|~3.3 x 10* and 1.5 x 107 (Sect. 4,
Table 1). Implementation-level costs such as rota-
tions under SIMD packing are deferred to Sect. 3.2
and Sect. D.

Our contributions address key bottlenecks in se-
cure text generation, as illustrated in Figure 1, and
include: (i) CutMax. An efficient, homomorphic
encryption (HE)-friendly argmax algorithm that

enables practical greedy decoding under encryp-
tion with fewer ciphertext operations than previ-
ous methods. (ii) Encrypted nucleus sampling.
The first HE-compatible nucleus (top-p) sampling
method, enables stochastic decoding with provable
privacy guarantees, via CutMax. (iii) Theoretical
convergence guarantees. A formal proof estab-
lishing that CutMax converges via exponential am-
plification of the gap ratio between the maximum
and runner-up elements, providing a rigorous foun-
dation for its rapid convergence in a small number
of iterations, weakly dependent on the array size.
(iv) Differentiable decoding primitives. Imple-
mentations of argmax and nucleus sampling that
are real-analytic and fully differentiable in plain-
text, leveraging smooth operations like 1/+/z (and
polynomial-only in their HE approximations) to en-
able exact gradient-based sequence-level training
as a theoretically grounded alternative to straight-
through estimators. By enabling efficient and ac-
curate multi-token generation under full encryp-
tion, our work advances the deployment of privacy-
preserving LLMs in real-world settings, bridging a
critical gap in secure Al systems.

2 Background: Homomorphic Argmax

State-of-the-art homomorphic argmax implemen-
tations for LLM decoding rely on comparison-
heavy designs, primarily the tournament tree
and league schedule, both implemented via deep
polynomial approximations of the SIGN func-
tion (Chakraborty and Zuber, 2022; Crawford et al.,
2018; Folkerts and Tsoutsos, 2024; Jovanovic et al.,
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2022; Zhang et al., 2024b, 2025a). In the tourna-
ment design, approximately n—1 pairwise compar-
isons are organized into log, n sequential stages,
halving the number of candidates per stage until
the maximum remains. The league design per-
forms () = ©(n?) comparisons across n se-
quential rounds, accumulating scores such that the
maximum achieves a score of n—1. Both meth-
ods are illustrated in Figure 6 (Sect. C). Despite
leveraging CKKS SIMD parallelism to execute
multiple comparisons within a round, these ap-
proaches incur high multiplicative depth due to
repeated SIGN evaluations, leading to costly boot-
strapping and limiting scalability for large vocabu-
laries (n ~ 10°). Some works, such as Chakraborty
and Zuber (2022); Folkerts and Tsoutsos (2024);
Grivet Sébert et al. (2021), use TFHE (Chillotti
et al., 2016), restricting input sizes (e.g., n < 256)
due to efficiency constraints. Hybrid approaches
combine tournament and league methods to exploit
SIMD packing (Iliashenko and Zucca, 2021; Maz-
zone et al., 2025), but still rely on slow SIGN ap-
proximations. As shown in Table 3 (Sect. B), SIGN
evaluations are significantly deeper and slower than
inverse or inverse-square-root operations, which
our CutMax algorithm uses instead (Sect. 3.2).
These limitations make prior methods impractical
for efficient, privacy-preserving LLM decoding,
motivating our polynomial-based approach that
eliminates comparisons entirely.

2.1 HE Preliminaries

HE enables computation on encrypted data without
requiring decryption (Gentry, 2009). Informally, it
is defined as follows: Let Ri(+, ), Ra(®, ®) be
two rings for the plaintext and ciphertext spaces,
respectively. Given plaintext inputs mi, ms € R,
their encryption [m;] := Enc(m;) € Ra, satis-
fies the following correctness and homomorphic
properties:

* Dec([mi]) = mi + €
* Dec([m1] @ [me]) = m1 + ma + €
* Dec([m1] ® [m2]) = my - ma+e€

where € is a small noise introduced by the HE
scheme, similar to the noise accumulated in
floating-point computations. HE is semantically
secure and thus every call to Enc(my) results with
a new pseudo random ciphertext. Details about the
standard threat-model of HE-based applications

Algorithm 1 CutMax

Require: X = (X,...
odd and c € R4..
Ensure: Z - one-hot approx. of argmax(X).
LYW =X
2: fort =1toT do
3 = % > Yz‘m

, Xn), and p,T € Z4, where p is

> Mean of Y (¥

4 ol =15 (v - )2 > Variance of Y
) _
5: y+) = (Yc’i\/ﬁ“ + 1> > Standardization
i€(n]
6: Y(t+1) — (Y(t+1))p
i€[n]

~

(1)
()
X3V ) e

8: return Z

are provided in Sect. A. As HE only supports poly-
nomial operations (additions and multiplications),
standard transformer components like Softmax
and LayerNormalization are not directly sup-
ported and must be approximated or replaced.
Prior-art such as (Gilad-Bachrach et al., 2016; Aha-
roni et al., 2023; Baruch et al., 2022, 2024; Zimer-
man et al., 2024b,a; de Castro et al., 2024; Zhang
et al., 2024a) have proposed polynomial-friendly
adaptations for encrypted inference. We focus on
the generation process where new challenges arise:
decoding operations such as argmax and sampling
are not polynomial.

3 Method

This section presents our polynomial algorithms for
argmax and nucleus sampling, tailored for HE.

3.1 The CutMax Algorithm

Intuitively, CutMax repeatedly ‘stretches’ the dis-
tribution of values and cuts off the lower part,
such that after a few iterations only the highest
value remains significantly non-zero (see Figure 3).
CutMax is inspired by standardization in statistics
(subtracting the mean and dividing by standard de-
viation), alongside the idea of centering the array
around 1; therefore, when taking an odd power of
the standardized values, values smaller than the
mean would vanish while values greater than the
mean would amplify. The algorithm’s fast conver-
gence is due to the right skewness induced by the
power operation.

Algorithm 1 provides the pseudo-code for
CutMax, which takes as input a vector X of n
elements, an odd integer p, a constant scaling fac-
tor ¢ > 0, and the maximum number of iterations
T. For instance, one instantiation uses p = 11,
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c = 5, and T' = 3. We denote the index set as
[n] = {1,...,n}. CutMax is an iterative algo-
rithm that runs for at most 7' iterations or until
convergence. Each iteration ¢ consists of two steps:
standardization and distance amplification.

Standardization (Lines 3-5). The normalization
process starts by computing the mean p of the cur-
rent vector state Y(*), the variance o2, then the
. . . 1 .

inverse standard deviation Wt Subsequently, it

scales Y (*) by subtracting the mean and multiply-
ing by % The choice of ¢ controls how much we
“flatten” the distribution before raising the power. A
larger ¢ means we divide by a larger number, mak-
ing the normalized values smaller in magnitude.

Distance Amplification (Line 6). We raise each
normalized element to an odd power p, which pre-
serves the sign of Y; — . Elements above (resp.
below) the mean (Y; — p > 0) remain positive
(resp. negative). The effect of this power raising is
twofold: it shrinks the magnitude of small values
and amplifies the larger values, where

Yi(t)‘ <l=

Yi(t)‘ S

v M

Yi(t)‘ > 1=

v @)

By appropriately scaling Y ®) before this step, we
ensure that all but the largest elements satisfy
|Yi| < 1, causing them to shrink, while the largest
(and possibly a few near-largest) elements may
have |Y;| > 1 and thus grow. This drastically am-
plifies the gap between the maximum and the rest.

Convergence. As formally proven in Ap-
pendix E, each CutMax iteration unconditionally
grows the gap between the maximum and runner-
up elements, yielding exponential amplification of
their ratio and ensuring convergence under a mild
d-gap condition on the input. Beyond this theoreti-
cal contraction, CutMax also prunes much more
aggressively than comparison-based schemes. Un-
like the tournament argmax, which discards only
half of the Y®) values per stage, CutMax zeroes
out a large majority each round: empirically, after
iteration ¢, the empirical CDF at the mean satisfies
CDFy (,u(t)) > %, so far more than half of the

Yi(t) fall below the mean and are driven toward zero
by the subsequent odd-power step (Figure 2).

As established by Theorem E.10, these proper-
ties guarantee global convergence to the fixed point

Quantile of the Expected Y per Iteration
(Across arXiv Articles)

100 94.795%5.938

80
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65.381_+ 1.093
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52.085_+ 0.825
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CutMax Iteration

Figure 2: Evolution of Logits Below the Mean Across
CutMax Iterations (After Algorithm 1, Algorithm 1).
We ran CutMax for T' = 3 with the best hyperparame-
ters (p,c) = (19,27), found via grid search, on 1,000
arXiv articles passed through GPT-2 (vocabulary size
|[V| = 50,257 (Radford et al., 2019)). Bars show the

mean-tstd of the fraction of entries Yi(t) < E[Y®] at
each iteration ¢.

under mild conditions; for the practical hyperpa-
rameters we use, the limit is nearly one-hot. This
explains why only a small, nearly constant number
of iterations (e.g., T' < 3-4) suffices in practice,
regardless of the initial logit distribution (Sect. 4).

3.2 HE-Friendly CutMax

Building on the HE preliminaries in Sect. 2, we
adapt CutMax to be fully polynomial by approxi-
mating 1/ (Line 5, Algorithm 1) and 1/, V")
(Line 7) using Goldschmidt methods (Goldschmidt,
1964) (details in Sect. B.1). This yields Algo-
rithm 2, the FHE variant. Notably, having a poly-
nomial algorithm is not enough, we also need to
ensure that no overflows or precision issues com-
promise the correctness of the results. Specifically,
we must prove the following: (i) No overflows. Let

Bckks be the bound configured by the scheme on
the unencrypted inputs, beyond which an overflow
may occur. Then, all intermediate values produced
by the algorithm must remain below Bcgks. (ii)

No approximation errors. The InvSqr and Inv
approximations assume inputs lie within a certain
range, €.g., [, 1] for some small n. If an input

x falls in a wider range [a,b], we instead com-
pute w. We must show that § > 2%; other-
wise, the approximation may yield incorrect results.
Sect. 2 reviewed the tournament method that re-
quires O(n) comparisons in log n sequential stages
and the league method that requires n? compar-

isons in n sequential stages. In contrast, CutMax
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Figure 3: Illustration of CutMax First Iteration on a Normal Distribution CutMax algorithm first iteration
illustration, applied to the original random variable X ~ Normal(170, 10) (a). We first standardize and shift X
using ¥ = % + 1 with ¢ = 5 (b), then raise Y to the power p = 3 (c) or p = 7 (d) to induce right skew.
The resulting distribution Z = Y7 (d) has a maximum normalized height max(Z /> Zi) = (0.0033, indicating a
strong right-tail skew. A vertical black line indicates the mean of every distribution and gray lines indicate the first

standard deviation.

Algorithm 2 CutMaxHE - Encrypted CutMax

Require: [X] = [(Xy,...
isodd, and c € R4.
Ensure: [Z] one-hot approx. of argmax(X).
1: [Y®] = [X]
2: fort=1toT do
3: [u] = %RotAndSum([[Y“)]])

, X)), and p, T € Z, , where p

4: [0*] = £ RotAndSum (([[Y(t)] o [[u])2)
5: [e~'] = InvSqr([o?])
6 = (1o VYle kD) el

7 e = ()

8: [21 = V™ © Inv (RotAndSum([y ]))

9: return [Z]

requires only 7" InvSqr and 1 Inv operations. Ta-
ble 3 in Sect. B (taken from (Moon et al., 2024a))
shows that the InvSqr implementation is 1.5-2.1x
faster than the SIGN implementation used in all
prior art, at the same error level. In addition, 7" is
weakly-dependent on n and much smaller. Conse-
quently, CutMax outperforms prior-art. Unfortu-
nately, the situation is not that simple. Modern HE
schemes support single instruction multiple data
(SIMD) operations, meaning a ciphertext can en-
crypt a vector of s elements instead of just a single
element. In this case, multiplications (©®), additions
(), and subtractions (©) are applied element-wise
homomorphically over the vector. Furthermore, a
homomorphic rotation by £ < s positions is also
available (Cheon et al., 2017). We defer the dis-
cussion of how SIMD impacts latency to Sect. D,
and here we complete the picture with an imple-
mentation of CutMax over HE. Algorithm 2 is the
HE approximation variant of CutMax, where the

input vector X is encrypted. For brevity, we as-
sume n = a - S, a € Zy, and write the algorithm
so that modern compilers such as HELayers (Aha-
roni et al., 2023) can automatically implement it.
Lines 3, 4, and 8 of Algorithm 1 are efficiently
computed in Algorithm 2 using the Rot AndSum
method (see (Adir et al., 2024)), which takes an
encrypted vector v = (v1,...,vs) and returns a
vector of s elements, each containing the sum »  v;.
This requires log s rotations and additions. Mul-
tiplying by a plaintext scalar (% at lines 3,4 and
% at line 6) is considered a cheap HE operation
as well as the homomorphic subtractions at lines
4 and 6. Raising to the power of 2 (Line 4) and
p (Line 6) require 1 and log p multiplications, re-
spectively. Finally, the heaviest operations used are
the InvSqr (Line 5) and Inv (Line 8) that use the
Goldschmidt approximations (Sect. B.1). Denote
by MInV (TCSP- DIHV) and MInVSqr (reSP- DInVSqr)
the number of multiplications (resp. multiplication
depth) required by the Inv and InvSqr approxi-
mations over one ciphertext, respectively. Then
CutMaxHE executes

T (Miwsq +5+1logp) + My +1 - (3)
multiplications with a total depth of

T - (Dinvsqr + 5 +1logp) + Dy +1 (4)
and O(T log s) rotations.

3.3 HE-Friendly Nucleus Sampling

In text generation, language models produce a prob-
ability distribution over a large vocabulary at each
time step. The next token is selected from this
distribution using a decoding strategy. The sim-
plest strategy is greedy decoding, where the token
with the highest probability (argmax) is chosen.
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More commonly, however, high-quality text gen-
eration relies on stochastic decoding methods that
introduce controlled randomness to improve flu-
ency, diversity, and coherence. Two widely used
stochastic decoding methods are top-k sampling
(Fan et al., 2018) and nucleus (top-p) sampling
(Holtzman et al., 2019b). In top-k sampling, only
the k£ most probable tokens are considered, and
one is sampled according to its probability. In
nucleus sampling, the model selects the smallest
set of top-ranked tokens whose cumulative prob-
ability exceeds a threshold p, and samples from
this adaptive set. These techniques prevent degen-
eration and repetition, making them essential in
modern LL.M-based systems.

Sampling under HE. As established, our
CutMax algorithm is polynomial and thus com-
patible with HE; we confirm its correctness empiri-
cally in Sect. 4. Whereas CutMax handles deter-
ministic decoding, we next extend it to stochastic
sampling. The first naive attempt is to use the
inverse transform sampling method, which gen-
erates random samples from a given probability
distribution using its cumulative distribution func-
tion (CDF): Given an encrypted probability density
function (PDF) X with CDF Fx, the method sam-
ples a plaintext value U ~ Uniform(0, 1), and re-
turns © = F'y 1 (u), where F);l is the inverse CDF
(iCDF), and «x is a sample from X. This sampling
method is inefficient as it requires at least one HE
heavy comparison (Sect. B) to sample an element.

Using Gumbel Distribution. We can improve
upon the above by using the Gumbel distribution.
We begin by recalling the relationship between the
Gumbel and Uniform distributions, as well as the
Gumbel-max trick.

Definition 3.1. (Gumbel, 1954) Let U ~
Uniform(0, 1), then G = —log(—logU) has a
Gumbel distribution G ~ Gumbel(y = 0,8 = 1).

Lemma 3.2 (Gumbel-Max Trick (Maddison et al.,
2014)). For X € RF, let G; ~ Gumbel(0,1) be
independent for each i. Then the random variable
Y = argmax; (X; + G;) follows a categorical dis-
tribution with probabilities given by,

eXi

Zj eXi

Using the above, our sampling method is as fol-
lows: for a given encrypted logits array X € R",
sample unencrypted U € Uniform(0,1)" and

P(Y =i) = = Softmax(Xj;) .

Algorithm 3 Nucleus One-Shot Sampling

Require: Logits [X], X € R"; Nucleus mass p € (0, 1).

Ensure: Encrypted one-hot sample [z].

. _ In(1-p)
Iha =T

=1

U < Uniform(0,1)"
—1

G = (FBeta(a,ﬁ)(Ui))

[X]=[X]®G

return CutMax([X])

> Unencrypted noise

1,..., n

> Perturb logits

AN A O

convert it to G ~ Gumbel(0, 1)”, then compute
CutMax(X + G) over HE, which only requires
fast additions and one call to CutMax.

Efficient Nucleus Sampling. While our Gumbel-
based method allows efficient sampling over HE,
we can do better. We aim to develop an algorithm
inspired by (Maddison et al., 2014) that will enable
us to sample only from the top of the distribution,
as in nucleus sampling, so that words from the tail
of the logits distribution could not be sampled, and
potentially disrupt the coherence of the generated
text. To this end, we aim to sample GG from a PDF
that satisfy the condition P(G' > p) = p. Luckily,
the Beta(c, 3) distribution has this property when
B =1

Lemma 3.3. Let G ~ Beta(a,1), then P(G >

— _ In(l-p)

p) =pfora = RTORE

Proof. The CDF of Beta(a, 1) is Fgeta(a,1)(Z) =
x®. The requirement P(G > p) = p holds if and
only if FBeta(oa71)<p) =1—p. Thus, p* =1 —p,

In(1—p)
) - =

or alternatively, « =

Observation 3.4. Theorem 3.3 targets P(G >
p) = p. We can generalize this result by asking
P(G > p) = q for any q € [0,1], which yields

_ In(1—¢q)
~ In(p)

Algorithm 3 introduces a single-shot, nucleus-
restricted sampling routine based on Theorem 3.3.
It starts by draw G ~ Beta(a, #) (Line 4). Subse-
quently, we form the “cut-noise” logits at Line 5,
so that only those tokens whose cumulative mass
exceeds p can potentially become the maximum.
Finally, the algorithm executes a single invocation
of CutMax at Line 6 to homomorphically recover
the one-hot encrypted sample from the nucleus set.
To summarize, we introduced a one-shot nucleus
sampling algorithm whose polynomial formulation
requires only a single CutMax evaluation under
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HE, while maintaining exact distributional behav-
ior and full HE compatibility.

3.4 Differentiability for Sequence
Optimization

A key property of CutMax and our
nucleus sampling is their composition from
polynomial operations (additions, multiplications,
means/variances, InvSqr, and elementwise
powers). In the plaintext domain (Algorithm 1),
these operations are naturally differentiable
without any approximations: for example, the
inverse-square-root 1/4/x is C*° smooth and
differentiable for x > 0, enabling exact gradient
computation via automatic differentiation. This
contrasts with prior tournament/league methods,
which inherently rely on the discontinuous
SIGN function, even in plaintext, SIGN requires
smoothing or approximation for differentiability,
often leading to high-degree polynomials that can
introduce gradient instabilities.

In HE, both approaches use polynomial approx-
imations, but CutMax approximates smooth func-
tions like 1/+/x, which can be achieved with lower-
degree polynomials compared to approximating the
sharp discontinuity of SIGN (as evidenced by the
lower multiplicative depths in Table 3). Theoreti-
cally, polynomial composition preserves differen-
tiability, providing a rigorous foundation for exact
end-to-end gradients through the full forward pass.

This stands in contrast to non-differentiable ops
like discrete argmax or sampling, which require
approximations like straight-through estimators
(STE; Bengio et al. (2013)) during backpropaga-
tion—where gradients are passed ‘straight through’
the hard argmax as if it were a soft identity. STE
introduces bias and can lead to optimization insta-
bilities in sequence tasks (e.g., reinforcement learn-
ing from human feedback or sequence fine-tuning).

Theoretically, our methods serve as drop-
in polynomial surrogates: during training, re-
place hard decoding with CutMax (for greedy)
or nucleus sampling based upon CutMax (for
sampling), and compute exact gradients end-to-
end. For instance, in a sequence loss L£(y,y) where
y is generated via decoding, the gradient 0L/0x
(w.r.t. input logits x) flows precisely through the
polynomial chain. While we leave empirical vali-
dation (e.g., on BLEU/ROUGE improvements in
fine-tuning) to future work, the theoretical differ-

entiability, rooted in smooth plaintext operations
and polynomial preservation, positions CutMax as
a promising alternative for stable, gradient-based
sequence optimization.

4 Empirical Evaluation

To evaluate our methods, we use the
ccdv/arxiv-summarization (Cohan et al.,
2018) dataset of paper abstracts, sampling
N = 100 articles unless otherwise specified.
We report results on realistic LLM logits from
models including QWEN?2.5-0.5B (|V| ~ 150K),
Mistral-7B (|V| ~ 33K), and GPT-2 (|V| ~ 50K).

4.1 Plain-Text CutMax

We evaluate our CutMax in the unencrypted
domain on the QWEN2.5-0.5B model (vo-
cabulary size |V| &~ 150K), using the
ccdv/arxiv-summarization (Cohan et al., 2018)
dataset of paper abstracts. We sampled N = 100
articles and, for each, retrieved the next-token log-
its via one-step greedy decoding (greedy argmax
on the plaintext logits), yielding 100 ground-truth
tokens. For each prompt we then ran CutMax
with T € {2, 3,4, 5} iterations, grid-searching over
odd powers p € {7,9,...,19} and scaling factors
c € {3,5,...,39} to find the smallest (p, c) that
still achieves perfect next-token recovery.

Convergence vs. #iterations. Table 2 summa-
rizes, for each T, the best (p, ¢) choice, the result-
ing average maximum normalized score after T'
iterations, Argmax, = Z;/ E}/:l Zj, and the re-
covery rate (fraction of times Argmax! matches
the true token). The results show rapid conver-
gence: even with just 7' = 2 iterations, CutMax
concentrates &~ 95% of the mass on the correct to-
ken. By T' = 4, the recovery exceeds 99.99%, and
by T' = 5, it achieves exact recovery in all cases.

Sparsity and Accuracy. Across all 400 CutMax
invocations (100 prompts x 4 values of T'), we
achieve 100% next-token recovery. Moreover, af-
ter convergence (e.g., T' > 4), the distribution is
effectively one-hot: out of ~ 150K vocabulary
items, only the true token carries non-negligible
mass. These results confirm the theoretical anal-
ysis of Sect. 3: CutMax drives a highly skewed
distribution in just a handful of iterations, making
it an excellent practical choice for homomorphic
greedy decoding under CKKS-style encryption.
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Table 1: Homomorphic argmax latency and accuracy. We benchmark CutMax on two realistic LLM logit
tensors—Mistral-7B (|V| = 32,768) and Qwen-2.5-0.5B (|V| = 151,936)—using 100 prompts from the ARX1V-
summarisation set. Hyper-parameters are fixed to T=4 with p=[16,4,4,6] and c=[5,3,3,3] due to chain index
optimization and numerical stability. We report the mean of the average of maximum values, the average latency,
the accuracy of slot predictions, the arrays’ sizes, and the device used.

Algorithm Dataset Model Array E[max; Z;]T Avg. Latency | Accuracy T Devices

Length (secs)
CutMax arXiv  Mistral7B-v0.3 32,768 0.994 3.373 100.0% 1x NVIDIA H100
CutMax arXiv Qwen2.5 151,936 0.989 4.607 100.0% 1x NVIDIA H100
Baselines
Nexus GLUE BERT 30,522 — 79.36" — 4x Tesla A100
Nexus GLUE Llama-3 128,256 — 162.8" — 4x Tesla A100

* Nexus (Zhang et al., 2024a) Table 2: "We batched 32 inputs in total ... Runtime is the amortized latency of each input.",
originally reported (2.48,5.09) when multiplied by 32 we get (79.36, 162.8), respectively.

Table 2: Convergence of CutMax on QWEN2.5-0.5B
(|V| =~ 150K) over 100 arXiv abstracts. We report the
mean of the per-prompt Argmax?, the best (i.e. largest)
ArgmaxiT observed across the 100 prompts with exact
next-token recovery of 100% in all cases.

Iter. (T') Best (p,c) Elargmax;]? max(argmax;)t

2 (19, 5) 0.952 0.987
3 (19,27) 0.987 0.994
4 (13,15)  0.999996 1.000
5 (9,15) 1.000 1.000

4.2 HE CutMax

We evaluated our FHE CutMax implementation
under the CKKS scheme using HELayers (Aha-
roni et al., 2023). Experiments were conducted
on LLM logits from two models: Qwen-2.5-0.5B
and Mistral-7B, with vocabulary sizes of 151,936
and 32,768, respectively. For each model, we used

20 1 [ Gumbel-Max
[ Nucleus(B-cut)

g 15-
p 9.3+2.4%
s
©
£ 104 i
g i
©
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>
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0.0+0.0%
0

Gumbel-Max Nucleus(B-cut)

Figure 4: Violation Rates in Nucleus Sampling Meth-
ods: Violation rate (%) of sampling outside the top-p
nucleus for Gumbel-Max and Nucleus(3-cut), averaged
over 100 prompts with 1000 draws each (p = 0.9). Er-
ror bars denote one standard deviation.

100 examples and set following hyperparameters:
c=15,3,3,3], p=][16,4,4,6], T = 4, cho-
sen to optimize the CKKS chain index and ensure
numerical stability. We report the mean of the per-
example maximum values, average latency, and
slot prediction accuracy. As a baseline, we com-
pare our method against the recently proposed HE-
friendly argmax algorithm by Zhang et al.. Re-
sults are reported in Table 1, demonstrating that
our method is both accurate and efficient. From
an accuracy perspective, our method does not al-
ter the model’s predictions in any of the tested
cases, achieving 100% accuracy. For efficiency
benchmarking, our method significantly reduces
the latency of argmax compared to Nexus (Zhang
et al., 2024a), by several orders of magnitude for
comparable vocabulary sizes. Specifically, for a
vocabulary size of approximately 30K, our method
reduces latency from 79.56 seconds to 3.373 sec-
onds. For a larger vocabulary of approximately
150K, our method reduces latency from 162.8 to
4.607. Note that we chose Nexus as our baseline
even though there are newer papers on LLM infer-
ence such as (Zimerman et al., 2024a; Park et al.,
2025; Zhang et al., 2025b; Moon et al., 2024b; Kei
and Chow, 2025), because these did not include an
argmax benchmark or did not utilize argmax at
all.

4.3 Nucleus Sampling

Figure 5 qualitatively demonstrates our method’s
effectiveness, showing a sharply truncated distri-
bution that confirms all probability mass remains
within the top-p nucleus. To verify that our one-
shot nucleus sampler never selects tokens outside
the intended top-p set, we measured the violation
rate as the fraction of draws falling outside the nu-
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Figure 5: Comparison of Sampling Methods on GPT-
2 Last-Token Decoding: The top strip shows the com-
plete 50,257-dimensional logit vector (only its outline
is visible at this scale), and the second strip zooms in
on the five largest logits. The three lower strips plot,
for 1,000 repeated draws, histograms of the 30 most
frequently chosen token indices produced by four dif-
ferent samplers: standard Softmax at temperature 1,
the classical Gumbel-Max trick, inverse-transform sam-
pling on the normalized exponentials (“Exp-inverse”),
and our one-shot Beta-cut nucleus sampler, which per-
turbs each logit with ii.d. G; ~ Beta(a, 1) noise
using @ = 0.486 computed from Theorem 3.4 for
(p,q) = (0.9,0.95). Whereas the first three meth-
ods still allocate non-negligible mass to tail tokens, the
Beta-cut histogram is sharply truncated, confirming that
all probability remains inside the top-p nucleus exactly
as required by the HE-friendly design of Sect. 3.3.

Selection Count

cleus, over S = 100 prompts, with N = 1000
samples per prompt and p = 0.9. We com-
pare standard Gumbel-Max sampling against our
Nucleus(3—cut) method. Results are summarized
in Figure 4: Gumbel-Max violates the top-p con-
straint in 9.3% =+ 2.4% of draws, whereas Nucleus
(B-cut) has zero violations.

5 Conclusions

We solve a critical bottleneck in privacy-preserving
Al: adapting LLM decoding for homomorphic en-
cryption, where non-polynomial operations like
argmax and sampling are computationally pro-
hibitive. We introduce CutMax, a novel, HE-
friendly and theoretically grounded argmax algo-
rithm that replaces slow, comparison-based meth-
ods with an efficient iterative polynomial process.
Crucially, CutMax achieves 100% accuracy and
executes in just a few seconds on large vocabularies
(|V|~150K), making secure greedy decoding prac-
tical for LLM inference for the first time. Building
on this, we present the first HE-compatible nu-
cleus (top-p) sampling method, which leverages
CutMax with the idea of noisy inverse transform
sampling to provably restrict sampling to the de-
sired token set. Together, these fully polynomial
algorithms provide a complete and efficient frame-
work for both greedy and stochastic decoding over
encrypted data, addressing a major barrier to the
deployment of secure LL.Ms in real-world applica-
tions.

Limitations

Our work focuses on optimizing the decoding stage
of encrypted token generation. While this is a criti-
cal component, it does not capture the full compu-
tational cost of encrypted inference. We view this
work as a step toward narrowing the still-substantial
gap between encrypted and plaintext generation,
and we believe that combining our techniques with
future advances, such as attention mechanisms,
can help enable practical, privacy-preserving gen-
erative Al. Our implementation uses the CKKS
scheme, which is well-suited for approximate arith-
metic and widely adopted in encrypted machine
learning. While the approach is conceptually com-
patible with other HE schemes, extending it may re-
quire engineering adaptations. As the field evolves,
e.g., through new HE schemes or hardware support,
our techniques can be adapted accordingly. Our
paper focuses on improving the efficiency of LLM
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decoding methods under encryption. Therefore, it
preserves the behavior of the underlying generative
model, including any biases or factual inaccura-
cies it may contain. While encryption protects user
data, it also limits visibility into model behavior,
making post-hoc filtering and auditing more chal-
lenging. We view this as a crucial direction for
future research in secure and responsible Al.

Ethical Considerations

Our work aims to enhance privacy in text gener-
ation by enabling efficient LLM decoding on en-
crypted inputs. This can reduce the exposure of
sensitive user data when interacting with large lan-
guage models. However, our method preserves
the behavior of the underlying model, including
any biases, inaccuracies, or harmful content it may
produce. Moreover, since encrypted inference lim-
its visibility into intermediate states, it may com-
plicate post-generation auditing and filtering. We
view secure model auditing and bias mitigation
as important complementary directions for future
research.
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Appendix
A Threat model

There are two commonly used threat-models for secure inference and generative Al for LLMs over HE:
1) using encrypted weights; or 2) using encrypted input samples (queries). When considering a 2-party
scenario with HE, it is commonly assumed that one party is the (untrusted, semi-honest) server who
holds the model (encrypted or not) and the other party is the data-owner who performs the query and
would like to avoid revealing the query to the server. The decision of whether the server holds the model
encrypted or not depends on whether a third-party the model-owner agrees to share the data with the
server. Our proposed solution is orthogonal to the above decision, which eventually only affects latency.
All communications are performed using TLS 1.3 and privacy attacks such as model extraction attack
and membership inference attacks require an extra mechanism such as differential privacy, which is also
orthogonal to this work. For brevity, we have decided to refer the reader to (Adir et al., 2024)[Chapter 3]
that further describes this security model.

B Approximations for HE

Since HE supports only polynomial operations, functions like max, SIGN, Inv, and InvSqr must be
approximated. A common formulation for max(a, b) is:

a+b SIGN(a—b)-(a—0b)
2 + 2 ’

where SIGN(z) = 1 when « > 0 and —1 otherwise. An approximation of SIGN is given, e.g., in (Moon
et al., 2024a). To make the results of SIGN suitable as an indicator function (as in Equation (5)), it is
common to translate the SIGN range from {—1,1} to {0, 1} using HS%GN(@ The max and SIGN functions

are used by prior-art argmax implementations. In contrast, CutMax uses Inv and InvSqr approximations.

&)

max(a, b) =

B.1 Goldschmidt

The Goldschmidt inverse algorithm (Goldschmidt, 1964) is an iterative process for computing the function
f(z) = % (Cheon et al., 2019) showed that this algorithm can be used to approximate inputs in the range
[0, 2] effectively using the equation

o =11 (1+0-2) (©)
=0

Specifically, they proved that for (z € [2%, 1] ), it requires (d = ©(log a + n)) iterations to converge,

with an error bound of (2¢). (Panda, 2021) showed an efficient implementation for the Goldschmidt
inverse square root (InvSqr) algorithm over HE. Subsequently, (Moon et al., 2024a) reported improved
measurements of the inverse and InvSqr implementations under CKKS. Table 3 repeats some benchmarks
for the SIGN and InvSqr functions at different approximation levels («). One immediate conclusion is
that the InvSqr implementation is (1.5 — 2.1 x) faster compared to the SIGN implementation for the same
level of errors. One reason is that InvSqr has a lower multiplication depth (defined below) and thus
requires fewer bootstraps.

Multiplication Depth. In CKKS, a ciphertext must be refreshed via a costly bootstrap operation after
every L sequential multiplications, where L is a scheme parameter. Since bootstrapping is significantly
slower than other operations, a key optimization goal is to minimize its use. The longest chain of
multiplications in a function—its multiplication depth, is therefore a critical target for reduction.

C Previous, Comparison-Based Methods for argmax over HE

Figure 6 visualizes the two canonical comparison-based approaches for encrypted argmax: the tournament
method (Figure 6a) and the league method (Figure 6b). Both rely on repeated encrypted comparisons
implemented via polynomial approximations of SIGN(-).
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Table 3: A sample benchmarks of (Moon et al., 2024a) conducted on AMD EPYC 7502-32 CPU, using Microsoft
Seal, poly degree of 217, and scale A = 240,

Algorithm | o 7 9 11 13
Iterations 7 9 11 12
SIGN Multiplication depth | 14 | 18 22 24
Time (s) 6.3 | 11.7 | 20.2 | 26.9
Iterations 5 6 7 8
InvSqr Multiplication depth | 10 | 12 14 16
Time (s) 41| 6.6 | 9.8 | 12.8
Jrot, Jrot, Irot i,

Ay °
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(a) Tournament method. (b) League method.

Figure 6: Illustration of Prior Comparison-based argmax Methods in HE (see main text Sect. 2).

In the tournament design, approximately n—1 pairwise comparisons are arranged into log, n sequential
stages. At each stage, the number of candidates is halved until only the maximum remains. While
asymptotically efficient, this design requires log n sequential SIGN evaluations, each incurring costly
rotations and bootstraps.

In the league design, every pair of inputs is compared, and results are accumulated so that the true
maximum is the only element with score n—1. This requires n sequential rounds of comparisons.
Although SIMD parallelism allows all n pairwise comparisons within a round to be executed in parallel
slots, the sequential round structure still dominates, leaving the method quadratic overall.

As summarized in Table 3, polynomial SIGN approximations are substantially deeper and slower than
inverse-square-root or division. Thus, even when accelerated with SIMD, both the tournament and league
methods remain inefficient at large n. In practice, this has limited published HE argmax implementations
either to small input sizes or to systems that decrypt logits before argmax.

D Argmax using SIMD

SIMD and Rotations. CKKS enables SIMD-style packing, where one ciphertext encrypts a vector
(v1,...,vs). Operations are applied elementwise, and encrypted vectors can be rotated by ¢ < s positions.
This allows for patterns such as RotAndSum (Adir et al., 2024) - which aggregates values with log s
rotations and additions. Figure 7 demonstrates how to leverage SIMD to execute n max(a, b) operations
in parallel. Step (1) shows the encrypted input; in Step (2), we compute an indicator vector where
MTi] = 1if Afi] > A[i + %], and 0 otherwise. Subsequently, Step (3) selects (masks) only the elements
that match the indicator vector, which returns the desired results. Consider two cases: n > s (Figure 7a)
and n = s (Figure 7b) (The case n < s behaves similarly to n = s). Here, s is the maximal number
of elements that a single ciphertext can encrypt. Figure 7a illustrates the case where n = 16 elements
are encrypted in two ciphertexts, each containing a vector of 8 elements. In contrast, Figure 7b shows
the case n = s, which requires only one ciphertext. In the first case, no rotation is needed, as we can
directly subtract one ciphertext from the other using element-wise subtraction. However, this is not the
case in Figure 7b, where we must homomorphically rotate A by n/2 positions. As a result, the output
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Figure 7: HE SIMD example implementation.

is duplicated, and we only need to keep the top n/2 elements. It appears that many comparisons can be
saved by using SIMD. Consider the case where n = s for the league method (Figure 6b) that requires
only n homomorphic rotations and n parallel SIGN evaluations, with one additional final parallel SIGN
evaluation. The complexity is thus reduced from n? to n SIGN operations, which, on hardware with
sufficient parallel threads, may result in faster execution than the sequential tournament algorithm. When
n > s it is worth combining the methods as was done in (Iliashenko and Zucca, 2021). Starting with a
tournament and when the number of elements is reduced beyond some threshold continue with the league
method.
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E Convergence of CutMax

E.1 Preliminaries and Definitions

The following definitions assume that a vector x € R™ has a unique maximum element. We also denote

the average of x by u, = % >, z; and its standard deviation by o, = \/ % Yo — pa)?

Definition E.1 (Max elements). Given a vector x € R"™ with a unique maximal element, the index of
that element is denoted by i}, = argmax; x; and the index of the second-largest element (excluding the

. . ek ‘
maximum) is denoted by i} = argmax s« ;.

Definition E.2 (J-gap bound). A vector x € R" with a unique maximum at index i, is 6-gap bounded for
0 € Ry when zix — xjx > 6 - 0y
Definition E.3 (Gap Ratio). Fory € R™, its gap ratio is [(y) = —.2

- Sk
Yiy,

Definition E.4 (c-semi-standardization). For ¢ € R, a c-semi-standardization function is

Se(y) : R" — R"” @)
Yi — Yi— Hy +1 (8)
C- Uy

Definition E.5 (CutMax Iteration). Given c € Ry and an odd p € Z., the CutMax iteration function is

CutMax, (y®) : R* — R” )
p
MOJUN (Sc(y(t))> (10)

for some iteration index ¢t > 0.

E.2 Key Lemmas

The following lemma shows that running a standardization on a vector y preserves the ordering of elements
in it. In addition, it transforms the gap condition.

Lemma E.6. The c-semi-standardization function (S.) is a strictly increasing function.

Proof. For every y € R™ and for every 4, j € [n],i # j, because ji, oy, ¢ > 0 it follows that

Yi > Y = Yi — My > Y5 — Ly (1)
Yi — K Yj — K

— TP Y = S.(y)i > Sc(y); (12)
C'O'y C‘O'y

O

Lemma E.7. Let y € R" be a §-gap bounded vector then S.(y) is a 9_gap bounded vector:

5
Proof. Set z := S.(y), i; =4, and i}* = 7,*. then

Yiz, — Yize S o-0y 0 (13)

C- 0y  yisé-gap bounded C* Oy c

Zax — Zaixx —
1z 1z

O]

The next Lemma shows that applying a c-semi-standardization function S, on some vector y results
with negative coefficients in places where y; is at least ¢ standard deviations below the mean of y.
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Lemma E.8 (Unconditional gap growth for one CutMax step). Let YY) € R™ have a unique maximizer at
i* and let i** = i* be the runner-up index. Assume Y ®) s §-gap bounded in the sense that Yig) — ngfg >

0oy (Def. E.2), where oy () denotes the population standard deviation. Assume additionally that
min,; ygt) 2 () — €Oy + € for small € > 0, ensuring all z; > 0. Fix ¢ > 0 and an odd integer p > 1,

y®) —
and set z = SC(Y(t)) = 7”;(” + 1 and YY) = 0P (the elementwise odd-power step of CutMax).

CGY%

(t+1) P P
j 1 i* — [ 2 [
Then the post-step gap ratio satisfies Y = (Zi**> > (1 + = \/ﬁ> . Consequently, after T'
. . y(,?) S pT
CutMax iterations, el > (1 + c+\/ﬁ) .

Proof. By Lemma E.7, zj+ — z;« > §/c. Therefore

Zi* :1+Zi*_zi** > 14 g

Zgx* Zyx* C Zj*x* ’

®)
. Y — ... . ..
To upper-bound z;+=, write r; = # From the definition of the population standard deviation, we
Y

have % > 7”1'2 =1=>, r? = n, hence 7=« < y/n and thus z;=« = 1 + ”% <1+ @ Combining the
bounds gives

AN NI
Zixs c(1++/n/c) c++n

Zy*

v+
Finally, the CutMax power step yields ﬁ = (7

P
> , which gives the stated inequality. Iterating T’

Gxx

times multiplies the exponent by 7'. O

Lemma E.9 (Per-step gap amplification). Let y(®) e R™ satisfy the 5—gap condition (Def. E.2), fix ¢ > 0
and odd p > 1, and set z = Sc(y(t)) and yt1) = 2P Then the gap ratio satisfies

rt+) — p@ 2= ’ > 1 1+L p.
Zixx B C+\/ﬁ

> 1+ - +{/ﬁ . Since (1) = T(®) (25 / 2+« )P, the claim follows. O

Theorem E.10 (CutMax Convergence). Let x € R" satisfy the d—gap condition with § > 0, and run
CutMax with parameters (p,c,T), ¢ > 0, odd p > 1. Then

(1) (0) o\
™ > ol % )
= ( +c+\/ﬁ>

In particular, to ensure (@ > k, it suffices to take

Ink —InT© In k
p 111(1 + c—l—\/ﬁ) p ln(l + c+\/ﬁ)

where the last inequality uses T(©) > 1.

Proof. By Lemma E.8,

Zi*
Zywk

T
Proof. Iterating Lemma E.9 yields r@ > r© (1 + - +(i/ﬁ )p . Solving for T' gives the stated bound.
O
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Table 4: Min. iterations Ty, for n = 32,768 (Mistral-7B), p = 13, ¢ = 5.

) k=10 k=100

0.5 66 132
1 34 67
17 34
3 12 23
5 7 14
10 4 7
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