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Abstract

We propose a range of automated metrics for
evaluation of generated poetry. The metrics
measure various aspects of poetry: rhyming,
metre, syntax, semantics, and amount of un-
known words. In a case study, we implement
the metrics for Czech language, apply them to
poetry generated by several automated systems
as well as human-written, and correlate them
with human judgment. We find that most of
the proposed metrics correlate well with corre-
sponding human evaluation, but semantically
oriented metrics are much better predictors of
the overall impression than metrics evaluating
formal properties.

1 Introduction

With current Large Language Models (LLMs), au-
tomated generation of creative texts is becoming
easier than ever, including tasks that have always
been considered difficult to achieve, such as auto-
mated generation of poetry (Shahriar, 2022; Be-
louadi and Eger, 2023; Agirrezabal and Oliveira,
2024; Valenca and Calegario, 2025). While there is
probably little reason in trying to automate poetry
generation in the sense of simulating the human
artistic practice per se, it may be useful e.g. for ed-
ucating students of literature. An interactive poetry
generator can bring dusted poetry to life, allowing
students to generate new variants of existing poems
by differing some of their aspects (e.g. style, lan-
guage, rhyme, metre, themes), provide them with
full interpretative freedom when working with com-
pletely newly generated poems, as well as support
starting writers by helping them to express their
ideas and improve their style.

In order to train models for any task, it is crucial
to be able to reliably perform automated evalua-
tions of the model outputs, as this guides model de-
velopment, allows comparison of quality to human
performance, and enables automated output selec-
tion/reranking at inference. However, automated

evaluation of generated creative texts remains a
challenge for multiple reasons, such as:

* The task is considerably open-ended, making
it impossible to list a relevant set of optimal
outputs to compare to.

* The output cannot be easily treated as ful-
filling a set of clear subtasks, completion of
which could be easily measured.

* The task is not completely well defined, as
even human evaluators struggle to reach a
consensus in evaluating poetry, generated or
written by human poets.

* While LLMs can be successfully used to eval-
uate various aspects of texts, there is a sig-
nificant threat of skewed results when using
an LLM to evaluate outputs generated by the
identical LLM (or a similar one).

In our work, we specifically focus on automated
ways of evaluating the quality of automatically gen-
erated poetry, which makes the task even more
difficult in some aspects. It may be argued that
poetry—Ilike other art forms—cannot be fully un-
derstood or evaluated by machines alone, since
aesthetic judgment presupposes human experience
and self-reflection. Moreover, Porter and Mach-
ery (2024) show that evaluating the quality of po-
etry is not straightforward even for humans, as
their study revealed that humans may actually pre-
fer generated poetry to human-written poetry un-
der some circumstances. Without disputing these
claims, we counter that some aspects of a poem,
relevant to the quality of the poem, can presum-
ably be rather objectively evaluated and measured.
These include formal properties such as rhyming
and metre, which are irrelevant in general prosaic
texts.

In this paper, we propose a range of automated
metrics related to various aspects of poetry. The
metrics are reference-free, requiring only the text of
the poem on input. As a case study, we implement
and test the metrics in the context of poetry written
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in the Czech language. We analyze the relevant
metrics on poems generated by LLMs and a large
corpus of human-written poetry. In addition to
automated evaluation, the texts are evaluated by
human annotators.

Our work follows similar directions as Erato
(Agirrezabal et al., 2023), which also evaluates po-
etry quality along multiple dimensions using statis-
tical metrics. More recently, Sahu and Vechtomova
(2025) also employ LLM prompting to evaluate
poetry quality. There are also works on evaluating
poetry e.g. in Russian (Koziev, 2025) or Chinese
(Zhao and Lee, 2022). Most of the evaluators are
language-dependent, and we are not aware of any
previous work evaluating quality of Czech poetry.

2 Metrics

We now describe our proposed metrics; a case study
implementing the metrics for the Czech language
poetry follows in Section 3. Our metrics come in
three variants, based on how the poem is processed:

STAT Quality assessed by computing a statistic.
LLM Quality assessed by prompting an LLM.

HUMAN Quality assessed by a human evaluator.

Our STAT metrics are based on structured anal-
yses of the poems. LLM and HUMAN metrics
amount to asking the LLM or the human annotator
a question about the quality of the poem, such as
“Rate the rhyming of the following poem on a scale
0-10.” We propose identical prompts/instructions
for humans and LLMs (detailed in Table 1).

2.1 RHYMING

In many poetic traditions, a poem is organized
around a rhyme scheme, which specifies which
lines should rhyme with each other. The exact defi-
nition of what constitutes “ending in a similar way”
sufficiently to be considered rhyming is language-
specific. However, the general principle is that we
find the rhyming part (reduplicant) in each verse,
take its phonetic transcription, and check whether it
is identical or sufficiently similar to the reduplicant
of the corresponding verse.

In STAT-RHYMING, we propose to compute the
ratio of verses v; in poem P rhyming with at least
one other verse v; within a context window of K
verses before:

P
_ ZL:'l 1;_ k<j<i thymes(v;, v;)

1
P (1

Sy

A potential future improvement of the metric
might also take into account rhyme scheme con-
sistency across stanzas, as all stanzas of a poem
typically pertain to the same rhyme scheme.

2.2 METRE

METRE is a metric that examines how regular the
rhythmic structure of a poem is. The rhythmic
structure is achieved by the alternation of stressed
and unstressed syllables, according to an intended
metre (e.g. iamb, trochee, or dactyl). As our pro-
posed evaluation setting has no information about
the intended metre on the input, the first step is
to determine the most likely metre of the poem.
The next step is to assess how perfectly the poem
pertains to the metre.

As for STAT-METRE, we propose to compute
consistency of each verse v in poem P with the
apparent metre M ,” averaged over all verses:?

> vep consistency (v, M)
" P

2

We found that properly implementing the con-
sistency measure may be difficult. Our initial ap-
proach was to automatically mark syllable stresses
and to measure the ratio of syllables stressed con-
sistently with the metre, but we found that blindly
following the formal metre rules in this way is an
oversimplification and does not correlate well with
human-perceived metric quality. Therefore, our
proposed approach, which we use in our case study,
is to estimate the consistency of the stress pattern
with the metre using a model trained on metre an-
notations in a poetry corpus, if available.

2.3 KNOWN-WORDS

While neologisms are a productive part of language
development, in general text, we usually consider
the appearance of non-existent words to be an error.
Poetry is considerably more free in this aspect, with
poets frequently introducing new words, e.g. by de-
riving, compounding or blending existing words.
However, in generated poetry, we have observed
a considerable amount of non-existent words that

"However, care should be taken when designing such a
metric, as many poems systematically use multiple rhyme
schemes, including the prime example of sonnets.

%In a polymetric poem, the metre may differ across verses.

3As we do not presuppose the knowledge of the intended
metre, the apparent metre first needs to be detected. Alterna-
tively, one may compute this metric for all possible metres,
and then take the maximum value.
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Metric Quality Gloss

SEMANTICS smysluplnost meaningfulness of

SYNTAX syntaktickou konzistenci  syntactic well-formedness of
RHYMING rymovani rhyming of

METRE metrickou konzistenci metrical consistency of

KNOWN-WORDS
OVERALL IMPRESSION

nesmyslnd slova
celkovy dojem z

nonsense words of
overall impression from

Table 1: The prompts/instructions used for evaluating the poems given to the LLM/to the human annotators. For all
metrics, the complete prompt/instruction followed the following template:

Na skdle 0 az 10 ohodnot’ <quality> ndsledujici bdsné. Napis pouze to Cislo.\n\n <poem>

(On a scale from 0 to 10, rate the <quality> the following poem. Write only the number\n\n <poem>)

All the prompts/instructions were given in the language of the poems (English glosses provided here for reference).

even proficient users of the language cannot mean-
ingfully interpret in the context of the poem. This
seems to most frequently happen at the end of the
verse, apparently with the model trying to fulfill the
formal requirements of the poem (rhyming, and/or
metre).*

As judging the transparency of a neologism is
hard even for humans, let alone automated tools,
we propose this metric as a ratio of words that are
part of the lexicon of the language.

In STAT-KNOWN-WORDS, this is a matter of a
simple check in a sufficiently large morphologically
inflected lexicon of the language. We define STAT-
KNOWN-WORDS as the ratio of tokens of the poem
P present in the lexicon L:

|P|
i Y Pel}
1P|
In HUMAN-KNOWN-WORDS, we suggest to rely
on the introspection of native speakers of the lan-
guage (who can always consult a lexicon if unsure).

3)

Skw =

2.4 SYNTAX

Syntactic properties of poetic text are complex and
do not directly fully map to syntactic properties
of prosaic text, yet there are numerous rules and
strong tendencies that are mostly or fully observed
even in poetry (Cinkova et al., 2024; Karimovna
and Saurikova, 2025).> We thus believe that a
structured statistical approach evaluating some of
the syntactic aspects of the poem could be imple-
mented, and their observation or violation may be
a useful indicator of the poem quality.

“This is of course made possible by the use of subwords in
most current LLMs.

5In Czech, the already considerably flexible word order is
even more free in poetry, whereas morphological agreement

is strictly observed, and the verb-complement structure is
generally observed but occasionally violated (anacoluthon).

Unfortunately, we are not aware of any practi-
cally usable tools for automated syntactic analysis
of poetry, as syntactic parsers are typically trained
on prosaic texts (Straka and Strakovd, 2017) and
syntactically annotated corpora of poetry are ex-
tremely scarce and tiny. Therefore, we only imple-
ment the HUMAN and LLM variant of the SYN-
TAX metric, leaving the investigation of a potential
STAT-SYNTAX for future work.

2.5 SEMANTICS

Meaningfulness or semantics in poems (or gener-
ally in art) can be difficult to define and to apply
strict rules to, as everyone may interpret it differ-
ently, finding or ignoring connections between its
elements, chosen lexical units, stylistic devices, etc.
We are not aware of any usable automated tools
applicable to poetry that would provide us with
useful semantic analyses; therefore, we propose
this metric only in the HUMAN and LLM variants.

Inspired by the work of Rastier (2009) on In-
terpretative Semantics and isotopy, and by practi-
cal feedback provided to us by our evaluators, we
believe that a viable future path for a more struc-
tured measure of meaningfulness may focus on
the coherence, continuity and recurrence of vari-
ous themes or motives introduced in the poems.
Unfortunately, the research on automated motive
analysis of Czech poetry has been unsuccessful so
far (Kofinkova et al., 2024). There is some promis-
ing work in progress on our side, but at this point,
we need to leave a potential STAT variant of this
metric for future work.

2.6 OVERALL IMPRESSION

The HUMAN-OVERALL IMPRESSION is our main
target metric that we are typically ultimately trying
to maximize. While we may assume that the hu-
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man evaluator presumably takes all the previously
mentioned qualities of the poem into account when
assessing the OVERALL IMPRESSION, the metric
is not necessarily an aggregate of the other metrics.
The final scores are influenced by the subjective im-
pression of each poem. Although not an objective
method, we believe that individuals may respond
to the same work of art with diverse emotions and
judgments, perceiving it positively or negatively in
different ways. We thus think that this metric simu-
lates how potential users of our poems-generating
models may perceive the models’ output, as users
without deeper knowledge of the domain and with-
out the access to a set of evaluation metrics or tools
are unlikely to analyse various aspects of poem in
detail before formulation a conclusion about the
poem’s quality.

3 Experimental Settings

In our case study, we focus on evaluating gener-
ated poetry in Czech language. We implement the
proposed metrics for Czech poetry, gather several
datasets of Czech poems for evaluation, hire annota-
tors, and compare results of the automated metrics
to human evaluations. This section describes the
experimental settings; the results are presented and
discussed in the next section. All our codes, data
and results are available in our public repository.°®

3.1 Poetry Data

We compiled an evaluation corpus of 100 poems
originating from the following five sources, 20 po-
ems from each source. As we partially focus on
the formal aspects of rhyme and meter, we did not
include free verse and/or non-metrical poems.

CCYV Real poems written by existing Czech poets,
randomly sampled from the Corpus of Czech
Verse (Plecha¢ and Kolar, 2015).”

LLM Poems generated by ChatGPT.?

our16-40000 Poems generated by our model’
(trained for 40,000 epochs, 16-bit precision).

https://github.com/ufal/edupo

"We skipped poems that were too old (written before 1850)
or too long (more than 32 lines).

8We generated poems with gpt-4o-mini, using the
prompt “Vygeneruj ceskou rymovanou bdseri” (“Generate
a rhymed poem in Czech”). To achieve some diversity, we
iteratively specified more parameters, such as a specific theme,
metre, and/or thyme scheme.

%Specifically, our poetry-generation model is a Llama 3.1
model, fine-tuned on CCV using LoRA (Hu et al., 2021) with
Unsloth (Han et al., 2023) [anonymized citation].

our16-7500 Poems generated by our model (7,500
epochs, 16-bit precision).

our4 Poems generated by our model (7,500
epochs, 4-bit precision for inference).

All the poems were converted into a simple uni-
fied plaintext format, featuring only the title and
text of the poem,'? and their order was randomized.

3.2 Metric Implementation

We decided to implement all the metrics in the [0, 1]
range (higher is better). For HUMAN and LLM
metrics, we ask the annotator/model to produce a
score in the more natural [0, 10] range, and then
normalize it into the target range.

We used the same simple prompts/instructions
for both LLM and HUMAN, detailed in Table 1.
We also experimented with more detailed instruc-
tions for LLM, based on the few-shot and chain-of-
thought approaches, but did not find them to lead
to a notable improvement of the results.'!

For all LLM metrics, we used a gpt-4o-mini
with temperature=0 (deterministic generation).

For STAT-RHYMING, we use the automatic
thyme detection tool RhymeTagger!? (Plech4g,
2018). This tool examines each pair of verses in
a given context window, estimates the probabil-
ity that the verses’ reduplicants rhyme with each
other,'? and identifies the rhyming verses as those
that exceed a given threshold.

For STAT-METRE, we use the tool
Kvéta (Plechac, 2016), which analyzes the
poem by detecting syllables and stresses, and for
each verse, it computes the probabilities of four
metres (iamb, trochee, dactyl, amphibrach),14
which we use as measures of consistency of
the verse with the metres. The resulting STAT-
METRE score is the probability of the globally
highest-scoring metre averaged over all verses.!?

%We omit the author name, even though almost all of the
sources provide one, as we do not focus on stylometry and do
not find the author to be important to assess the poem quality
(potentially even biasing the annotators).

"Some further discussion in Section 4.5.

12https: //github.com/versotym/rhymetagger

13The rhyming probabilities are simple statistical estimates
on the CCV, i.e. a statistic of how often such a pair of redupli-
cants was marked as rhyming by the annotators of the corpus.

14The tool does not detect other possible metres.

15The probability of a metre for a verse is not a direct rule-
based computation of the average stress consistency, as the tool
also takes other aspects into account, and then trains a metre
identification model on the CCV corpus; the consistency score
is thus an estimation of how consistent the particular stress
pattern is with the given metre based on corpus observations.
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For STAT-KNOWN-WORDS, we use the large in-
flected MorfFlex lexicon (Hajic et al., 2024) indi-
rectly through analyzing the text with the UDPipe
morphological tagger (Straka and Strakova, 2017);
when its guesser is turned off, it does not produce
analyses for words not present in MorfFlex.

3.3 Human Evaluation

We employed three human experts: a linguist, a
versologist, and a literary expert.'® A first round
of evaluation was done by the linguist, annotating
all six HUMAN metrics. As HUMAN-SEMANTICS
was clearly identified as the most useful metric in
the first round, the other two experts were then
only asked to provide annotations for HUMAN-
SEMANTICS. Also, we found the linguist to be inca-
pable of providing high-quality annotations for HU-
MAN-METRE; therefore, the HUMAN-METRE was
scratched and redone by the versologist.'” Thus,
in the reported results, HUMAN-SEMANTICS is an
average of 3 human experts, and all other HUMAN
metrics are by one expert only.'3

4 Results

Figure 1 shows the evaluation of the poetry datasets
using all of the proposed metrics, and Table 2 mea-
sures how each of the metrics correlates with the
human-reported overall impression, using Pearson
coefficient. Table 4 and Figures 2 and 3 evaluate
some further inter-correlations among the metrics.

4.1 What Are Optimal Values of the Metrics?

All the proposed metrics are in the [0.0, 1.0] range,
thus the apparent optimal value for each metric is
1.0. However, Figure 1 clearly shows that even for
the professional human-written poems in the CCV
corpus, none of the metrics typically reach this
value, as human-written poetry often deviates from
the theoretical ideals in various ways. Therefore, to
simulate human-written poetry, one may wish not

ISAll of the experts are members of our paid research team
(distinct from the designers of the metrics and the generator
models) and are thus fully compensated for their work.

7We did not observe such issues with the other metrics; it
seems the metre is not sufficiently well known and requires
prior training for non-experts.

'8]dentically to the LLM evaluator, we did not provide
the human annotators with specific instructions as of what
do specific values of the metrics correspond to, as long as
poems perceived as better get a higher value. The same value
of the metric thus does not necessarily mean the same thing
across different annotators. This is not an issue when simply
correlating the results, but we note that absolute values of
the metrics should not be compared across annotators and/or
LLMs without prior adjustment.

Metric Corr. HOI
HUMAN-SEMANTICS 0.90
HUMAN-SYNTAX 0.87
HUMAN-KNOWN-WORDS 0.67
HUMAN-METRE 0.16
HUMAN-RHYMING 0.28
LLM-SEMANTICS 0.59
LLM-SYNTAX 0.56
LLM-METRE 0.64
LLM-RHYMING 0.61
STAT-KNOWN-WORDS 0.54
STAT-METRE 0.10
STAT-RHYMING -0.11

Table 2: Correlation of all the metrics with HUMAN-
OVERALL IMPRESSION.

to maximize the metrics but rather to reach values
similar to those observed on human-written poetry.

4.2 SEMANTICS

Already when examining the human evaluations,
we can clearly see that the human annotators find
semantics to be crucial for the overall impres-
sion (correlation 0.9 in Table 2; the pairwise inter-
annotator correlations are {0.53;0.71;0.75}). The
corresponding automated LLM-SEMANTICS met-
ric seems to be highly useful, as it is rather reliable
(correlation 0.65 with HUMAN-SEMANTICS in Fig-
ure 2, which is competitive with the inter-annotator
correlations) and has a high impact on the overall
impression (correlation 0.59 in Table 2).

However, Figure 1 shows the well-known self-
favoring bias of LLMs, as gpt-4o0-mini favors
its own results over all other systems (including
human-written poems) in all LLM-based metrics,
which is not warranted by the human evaluation.
Therefore, LLM-SEMANTICS can be used to com-
pare the quality of multiple individual poems gen-
erated by one system, but cannot reliably compare
the quality of poems generated by the judging LLM
to poems generated by other systems (although it
presumably can rank multiple systems that are sim-
ilarly different from the judging system).

4.3 SYNTAX

Table 2 shows HUMAN-SYNTAX highly correlated
with the overall impression (0.87). On the other
hand, Table 2 reveals that SYNTAX is highly corre-
lated with SEMANTICS in both HUMAN and LLM
variants (0.75 and 0.71), much higher than any
other HUMAN metric. Figure 2 shows that the
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Figure 1: Values of the proposed metrics on Czech poetry generated by various systems as well as human-written.

correlation between HUMAN-SYNTAX and LLM-
SYNTAX is 0.52, which is respectable, but can alter-
natively be explained through both of these metrics
being highly correlated with SEMANTICS. It is thus
unclear to what extent SYNTAX measures some-
thing useful in addition to SEMANTICS. On the
other hand, a potential future STAT-SYNTAX mea-
sure, based on classical syntactic parsers (Straka
and Strakovd, 2017) and syntactic properties of
poetry (Cinkova et al., 2024), might be a cheaper
proxy to LLM-SEMANTICS.

44 KNOWN-WORDS

We have found that it is very useful to look at
the ratio of out-of-vocabulary words in the po-
ems (HUMAN-KNOWN-WORDS has 0.67 correla-
tion with OVERALL IMPRESSION in Table 2). Our
systems often generated too many non-existent and
mostly nonsensical words, which the annotators
found to severely hurt the semantics of the poems,
even if this was apparently done due to the effort of
the system to fulfill the formal rules of metre and
rhyming.'®

STAT-KNOWN-WORDS is quite reliable (corre-

YOur systems are clearly overtuned for formal quality of
the generated poems, at the cost of their meaningfulness.

lation 0.73 with HUMAN-KNOWN-WORDS in Fig-
ure 3), fast and easy to compute, and useful for pre-
dicting OVERALL IMPRESSION (correlation 0.54
in Table 2).

To investigate to what extent the success of this
measure is an artifact of the generators producing
too many unknown words, we also measured its
correlation with OVERALL IMPRESSION only on
CCV human-written poems. The correlation stays
moderate (0.50), suggesting that STAT-KNOWN-
WORDS may be rather useful in general. However,
it is worth noting that most CCV poems have no
or very few unknown words and they all received
very high OVERALL IMPRESSION scores, and thus
no strong conclusions can be drawn here.

4.5 RHYMING and METRE

Although LLM-RHYMING and LLM-METRE cor-
relate well with the overall impression (0.61 and
0.64 in Table 2), we have found that, in fact, all
LLM based metrics highly correlate with each
other (see Table 4) while showing only low cor-
relations with the corresponding HUMAN evalu-
ations (0.17 for METRE and 0.21 for RHYMING,
see Figure 2). Le., it seems that gpt-40-mini is
rather good at judging the meaningfulness of the
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Metric A Metric B CCV poems generated poems all poems
LLM-SEMANTICS HUMAN-SEMANTICS 0.26 0.69 0.65
STAT-KNOWN-WORDS HUMAN-KNOWN-WORDS 0.37 0.74 0.73
STAT-RHYMING HUMAN-RHYMING -0.04 0.48 0.48

Table 3: Correlations of human and automated variants of several metrics, measured separately on human-written

(CCV) and generated subsets of the evaluation dataset.

Metric A Metric B LLM | HUMAN
SEMANTICS SYNTAX 0.71 0.75
SEMANTICS RHYMING | 0.76 0.14
SEMANTICS METRE 0.78 0.30
RHYMING SYNTAX 0.80 0.25
METRE SYNTAX 0.76 0.10
RHYMING METRE 0.79 0.21

Table 4: Correlation between various pairs of metrics
(metric A and metric B), either in LLM variant or HU-
MAN variant (i.e. not a correlation of LLM metrics with
HUMAN metrics).

poems, but is mostly unable to judge other qual-
ities and resorts to judging meaningfulness even
when prompted to judge metre or thyming.?’ Us-
ing LLMs to asses formal properties of poetry thus
does not seem very promising and STAT metrics
seem to be superior; this is in line with findings of
Agirrezabal and Oliveira (2025).

STAT-METRE and STAT-RHYMING are rather re-
liable (0.77 and 0.48 correlations with HUMAN-
METRE and HUMAN-RHYMING in Figure 3). How-
ever, the results in Table 2 clearly show that our an-
notators strongly favor meaningfulness over these
formal aspects, with low correlations with OVER-
ALL IMPRESSION already for HUMAN-METRE
and HUMAN-RHYMING (0.16 and 0.28), and sub-
sequently with no meaningful relation between
the overall impression and STAT-METRE or STAT-
RHYMING (correlations 0.10 and -0.11, respec-
tively). This is thus partially a negative result:
Even professional human evaluators do not care
much about the metre and rhyming in generated
poetry, and thus measuring these aspects, even if

P Conversely, we found that gpt-4o-mini is rather apt at
generating poems reasonably well pertaining to the specified
metre (and to some extent also to the rhyme scheme), i.e. these
are generative but not analytical capabilities of the model. We
have confirmed this with further experiments based on the
chain-of-thought approach, where we prompted the model
to analyze the rhyming and metre of various poems verse by
verse and stanza by stanza. The model produced correct theo-
retical knowledge and correctly identified many key features
of the poems, but then nevertheless produced mostly incorrect
metre and rhyme scheme labels.

with a high accuracy, is not a good predictor of the
human-perceived quality of the generated poems.
In general, it seems to be much more fruitful to
focus on the semantic quality rather than formal
qualities in poetry generation; this is in line with
findings of Porter and Machery (2024).

Our annotators also noted that they were reluc-
tant to rate a poem poorly if it was not formally
perfect in rhyming and/or metre, since historically,
the adherence to the rules in human-written po-
etry varied, and many authors violated some of the
rules on purpose for various reasons. Thus, it is not
straightforward to decide for some of the violations
if these should be treated as intentional deviations
or unintentional errors. On the other hand, they also
noted that our proposed automated metrics do not
capture various other relevant formal aspects, such
as syllable count regularity, tautological rhymes,?!
or ingenuity of the rhyme scheme.?” This consti-
tutes potential future improvements, although of
questionable importance given the low correlation
with OVERALL IMPRESSION.

4.6 Metric Combination

The two best-performing automated metrics are
LLM-SEMANTICS and STAT-KNOWN-WORDS,
and they are only moderately correlated (0.65),
which suggests options for a combined metric.
However, the small amount of human-rated po-
ems currently available to us does not allow for
any extensive tuning and testing of the metric com-
bination parameters. Therefore, we only evaluate
a single straightforward combination metric, com-
puted as a multiplication of LLM-SEMANTICS and
STAT-KNOWN-WORDS.

The correlation of the combined metric with
OVERALL IMPRESSION is 0.62, which is a slight
improvement over the individual metrics (0.59 and
0.54 respectively).

2'Rhyming a word with itself.

21n Czech poetry, e.g. couplet-based rhyme schemes (AAB-
BCCDD...) are typically considered low style, typical for folk
poetry and children poetry, while high style uses more intricate
rhyme schemes.
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Correlation between Human-Semantics and LLM-Semantics Correlation between Human-Known-Words and Stat-Known-Words
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4.7 Reliability of Metrics on Human-written
vs. Generated Poems

While our metrics are primarily designed to be
used on generated poetry, all the results reported
so far have been measured on a mix of generated
and human-written poetry. In Table 3, we investi-
gate the reliability of several metrics separately on
human-written (CCV) and on generated poems, by
correlating the automated metrics with the human
annotations.??

The results clearly show that the metrics perform
rather poorly on human-written poems, and thus
should only be used on generated poetry.

5 Conclusion

In this paper, we proposed a range of automated
metrics that measure various aspects of poem qual-
ity, both statistics-based and LLM-based. The met-
rics are designed to evaluate automatically gener-
ated poetry, both for comparing multiple poetry
generation systems or variants of one system, as
well as to allow for automated selection/reranking
of generated poems based on their quality.

In our case study on Czech poetry, we iden-
tified the metrics LLM-SEMANTICS (prompting
gpt-4o0-mini to assess how meaningful the poem
is) and STAT-KNOWN-WORDS (computing the ra-
tio of out-of-vocabulary words based on a mor-
phological dictionary) as the most useful. Both of
these metrics are rather reliable, correlating well
both with their human variants as well as with the
human-perceived overall poem quality; the combi-
nation of these two metrics (by multiplication) per-
forms even slightly better than each of the metrics
alone. However, both metrics also have clear limi-
tations. STAT-KNOWN-WORDS is fast and cheap to
compute, although its success in our case study may
be due to the fact that many of the evaluated poetry
generating models simply generated too many non-
sensical words (in order to fulfill the formal poetry
rules), and its usefulness might thus diminish with
better generator models. As for LLM-SEMANTICS,
it is only useful for ranking multiple poems gener-
ated by one system, and for ranking multiple sys-
tems sufficiently different from the judging LLM,
as we have reconfirmed the pre-existing observa-
tion that LLMs tend to judge their own outputs
more favorably.

BNote that the CCV subset only constitutes 20% of the
evaluation dataset, and thus the performance on generated

poems has much stronger influence on the evaluation of the
metrics on the whole dataset.

We were also able to reliably implement verso-
logically motivated metrics evaluating metre and
rhyming, but we did not find them useful for evalu-
ating the overall quality of the generated poems, as
the human annotators favored content over form.

Despite being confined to the setting of our case
study, our findings seem to reaffirm conclusions
drawn in several related studies.
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