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Abstract

Machine translation post-editing (MTPE) is
central to evaluating and ensuring translation
quality, particularly for low-resource languages
(LRLs), where systems are more error-prone
than for high-resource languages. Traditional
token-based models segment text according
to statistical patterns of their (primarily high-
resource) training data, which can distort mean-
ing, fragment words in morphologically rich
languages, and complicate MTPE and evalu-
ation. Current evaluation metrics also tend
to emphasize surface-level similarity to refer-
ence texts, overlooking how humans actually
approach translation tasks and creating issues
when references are unavailable or a more ab-
stract interpretation is needed. In this position
paper, we argue that emerging architectures
(Large Concept Models [LCMs] and Byte La-
tent Transformers [BLTs]) and insights from
cognitive science open new possibilities for
MTPE frameworks. LCMs represent mean-
ing at the conceptual level, enabling evaluation
of different translation approaches and the ro-
bustness of such models in MT. At the same
time, BLTs operate below the token level, po-
tentially easing post-editing across diverse lan-
guage scripts. Drawing on cognitive theories of
bilingualism and meaning representation, we
outline hypotheses and research methods for
evaluating post-editing data, translation qual-
ity, and interface design toward more robust,
human-centered MT evaluation.

1 Introduction

Machine translation post-editing (MTPE) has be-
come a critical tool for ensuring the quality of
machine translation. Post-editing involves human
translators correcting machine outputs, which not
only speeds up the overall translation process com-
pared to manual translation alone but also provides
feedback that can improve future MT quality.

*Work done while interning at Centific.

However, the efficiency gains from an MTPE
workflow can vary widely depending on several fac-
tors. First, the initial quality of the MT affects the
effort required by post-editors. While MT systems
have continued to evolve, especially with the ad-
vent of Transformer models, their success is often
constrained by the amount of training data available
in the source and target languages. This means that
low-resource languages (LRLs), or languages that
have limited digital language data or tools available
(e.g., Swahili, Sinhala, Basque), are more likely to
have severe translation errors, which require more
effort on the part of post-editors (Haddow et al.,
2022). Additionally, languages vary in syntactic
structure and morphological richness, which is the
amount of grammatical information expressed in
each word. Language pairs with vastly different
linguistic and morphological features are more cog-
nitively demanding for post-editors. Because LRLs
are less likely to have tokenizers that capture their
linguistic structures, this challenge is often exacer-
bated for LRLs.

Further, MT performance is often assessed using
automated metrics that compare outputs with refer-
ence translations, such as Bilingual Evaluation Un-
derstudy (BLEU). As a result, reported quality de-
pends heavily on the reliability of these metrics and
the availability of strong reference translations. The
validity of these assessments can also vary signifi-
cantly across language pairs. For instance, LRLs
tend to have fewer reference translations available,
and measures such as the number of edits might
not accurately reflect the quality of the MT. While
MTPE has become a valuable step toward enabling
broader access to reliable translations, there is a
vast opportunity to create systems that allow speak-
ers of all languages to enjoy the potential benefits
of MT and MTPE.

Recent advances in language modeling and re-
search in cognitive science offer insights into how
we might innovate MT workflows to address ex-
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isting gaps, especially for LRLs. Traditional MT
models and evaluation metrics operate at the to-
ken level, which can impose limitations depending
on the language pair and translation purpose. In
2024, Meta introduced two alternatives to token-
based language models (LMs): the Byte Latent
Transformer (BLT; Pagnoni et al., 2024) and the
Large Concept Model (LCM; Barrault et al., 2024).
While both move beyond fixed tokenization, they
do so in contrasting ways – one by breaking text
into finer-grained units, the other by abstracting
above the level of text altogether.

The BLT operates at a more granular level, dy-
namically segmenting the input byte stream into
variable-length units based on predictability and
compression efficiency, allowing the model to
adapt its representations rather than relying on a
fixed tokenizer. This design not only improves
computational efficiency but also reduces biases
introduced by tokenizers that privilege dominant-
language vocabularies. Pagnoni et al. demonstrated
that BLT outperforms the Llama 3 token-based
model on LRL translation both to English from
other languages and vice versa.

On the other hand, the LCM aims to over-
come the limitations of tokens by instead repre-
senting meaning at the level of abstract “concepts.”
These semantic representations are intended to
be language- and modality-agnostic, so they are
not tied to any particular language or information
format. This approach promises universal, cross-
lingual representations that capture the abstract
ideas underlying a text rather than predicting one
sequence of tokens from another, which may be
more difficult to do across specific language pairs.
The researchers who developed the LCM showed
that it surpasses a Llama 3 model in a text sum-
marization task for several LRLs (Barrault et al.,
2024).

When applying these new models, we can also
consider how humans approach translation and how
they represent concepts across languages. Find-
ings from cognitive science can help identify which
translation contexts benefit most from different ap-
proaches, and which interface features might re-
duce cognitive load for post-editors. Cognitive
principles can also guide the development of more
human-aligned evaluation metrics, making both
post-editing and system scoring more robust. To
make MT more natural and human-like, much can
be learned by analyzing where these systems align
with and where they do not align with human cog-

nition.

2 Future Directions for MTPE

2.1 Balancing conceptual and lexical accuracy

LCMs differ from traditional LMs by predicting
the next concept rather than the next token in a
sequence. This approach has the potential to im-
prove translations by prioritizing the text’s abstract
meaning over matching the most probable word
sequence. Human translators and interpreters are
often described as operating along a spectrum from
word-for-word (literal) and sense-for-sense (free)
translation (Blanchot, 1990). Word-for-word trans-
lation aims to preserve the vocabulary and gram-
matical structure of the source text as much as pos-
sible in the target language. Meanwhile, sense-for-
sense translation focuses on conveying the meaning
and tone of the source text naturally in the target
language. Although the balance between preserv-
ing form and conveying message is subjective and
context-dependent, LCMs’ concept-based repre-
sentations may reduce PE effort by aligning more
closely with free translation strategies. They may
also support new evaluation metrics that assess se-
mantic fidelity rather than surface-level string simi-
larity.

Traditional MT systems are more likely to strug-
gle with LRLs because they often lack sufficient
high-quality training data to produce robust transla-
tions. As a result, LRL translation tends to require
more extensive PE. This raises an essential question
for MTPE: is it more cognitively demanding to edit
a literal, word-for-word translation that misses in-
tended meaning, or a looser, sense-for-sense trans-
lation that sacrifices lexical fidelity? LCMs allow
us to empirically test this question because they are
designed to capture higher-level concepts, whereas
traditional token-based LMs focus on word pat-
terns. In particular, experiments could test the
specific advantages they might confer for LRLs
or distant language pairs. Such experiments could
compare the time, effort, and preferences of editors
when correcting concept-based versus token-based
translations, across both high- and low-resource
language pairs. One possible outcome of this re-
search is that the preferred model depends on the
text or the editor. In this case, interfaces could
be adapted to support toggling between concept-
aligned and token-aligned views, as illustrated in
Figures 1 and 2, helping editors decide when fi-
delity to the source or fluency in the target language
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Figure 1: A mockup of an MTPE interface feature allowing editors to choose between conceptual and literal
translation modes.

Figure 2: An example translation interface layout, including side-by-side comparison of translation approaches
(Section 2.1) and a module displaying candidate translations for concepts (Section 2.2), evaluated by their fit with
the current context.

is more important.

2.2 Language, cognition, and cross-linguistic
representations

Although the LCM was intended to be more
“human-like” by using abstract, language-agnostic
representations, research shows that semantic
spaces (i.e., the way meaning is structured and
related in memory or model embeddings) depend
partly on the language being used (Chen et al.,
2024; Zada et al., 2025). For example, Greek has
different categories to represent what would be
labeled “blue” in English. Greek-English bilin-
guals’ representations of color concepts shift de-
pending on language context: the more dominant
their Greek use, the more distinctly they sepa-
rate categories such as “ghalazio” (light blue) and
“ble” (dark blue); with stronger English dominance,

these categories merge more closely (Athanasopou-
los, 2009). Similarly, Mandarin-English bilinguals
will automatically retrieve different answers to the
prompt “Name a statue of someone standing with
a raised arm while looking into the distance” when
asked in Mandarin, where they say the Statue of
Mao, versus English, where they say the Statue
of Liberty. The way concepts are represented in
human memory can shift significantly depending
on the language context.

Therefore, a more human-like cross-linguistic
model would retain the LCM’s abstraction capabili-
ties. Still, rather than aiming to be wholly language-
independent, it can adapt to the language of the
text it is processing or producing. Additionally, ev-
idence that language shapes concepts raises ques-
tions about whether LCMs can ever truly achieve
language-agnosticism. Wu et al. (2025) demon-
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strated that LLMs have a shared multilingual se-
mantic representation space, but it is “anchored”
to the dominant languages of the model’s training
data. In other words, if an LLM is trained pri-
marily on English, its embeddings will be biased
towards the conceptual structure of English, even
when performing tasks in other languages. Thus,
even if LCMs aim to encode universal conceptual
embeddings, training on an uneven distribution
of languages may bias the semantic space toward
the conceptual structures of dominant languages.
Before employing LCM-like models as tools for
LRL MT and MTPE, a key line of research will
be to thoroughly test whether their predominant
languages scaffold them, as LLMs and humans are.

If LCMs can capture conceptual spaces across
languages, they may enable more flexibility in the
translations given to post-editors. For instance,
when translating “blue” from English to Greek,
the system could recognize that multiple potential
Greek translations overlap with that concept and
offer a ranked set of candidate translations to the
post-editor. One advantage of broad, abstract rep-
resentations is that they can map flexibly onto mul-
tiple concrete linguistic expressions. This feature
could be leveraged in MTPE interfaces by present-
ing editors with multiple translation options for
ambiguous concepts, allowing them to select the
most contextually appropriate form (see Figure 2).
Interfaces could log editors’ choices, generating
valuable data to improve MT in low-resource con-
texts.

2.3 Optimal uses for LCM and BLT
approaches in MT

The LCM and BLT represent contrasting ap-
proaches to semantic representation. The former
is based on principles of abstraction, whereby con-
cepts are encoded into generalized representations
that are invariant to specifics of the context. The lat-
ter encodes text at the byte level, dynamically seg-
menting character sequences. This makes its repre-
sentations more fine-grained and context-sensitive
than those of token-based models or LCMs. For
example, a sentence like “On June 1st, we spent
several hours sitting in the dewy grass of Central
Park, enjoying the sunshine” might, in an LCM-like
model, be abstracted into the overarching concept
of an afternoon in the park, while still retaining
information about participants and actions. By con-
trast, a BLT-like model would process the sentence
by dynamically segmenting its byte stream, en-

coding information at the level of each character
sequence.

Our memory system relies on both types of
mechanisms to effectively store and organize in-
formation. For instance, it might not be necessary
to store all the contextual details about the experi-
ence at the park, so categorizing it under the more
abstract concept of ’afternoon in the park’ is more
efficient and allows one to integrate prior knowl-
edge about this type of event to generalize and
make relevant inferences. From this general label
and our understanding of parks, we can fill in gaps
and infer that the experience was outdoors, likely
with nice weather, and included typical park fea-
tures, such as grassy areas or benches. However,
in some circumstances, a conceptual representa-
tion must be tied to the specific context in which
it was experienced. Key information about the ex-
perience might be dependent on the particular date
(e.g., a birthday) or location (e.g., Central Park)
where it occurred. People rely more on abstract
or context-specific representations depending on
task demands (Barsalou, 1999; Yee and Thompson-
Schill, 2016). Consequently, a more human-like
system might integrate both approaches, flexibly
shifting between or combining abstract concept-
based embeddings and fine-grained byte-level rep-
resentations depending on the translation context.
Hybrid LCM/BLT outputs could allow post-editors
to toggle between the two. This choice may relate
to whether the word-for-word or sense-for-sense
approach described earlier is better suited for the
domain at hand. In addition, the message’s intent
may dictate whether a more abstract or a more
concrete representation is more effective for trans-
lation.

The effectiveness of either model type in MT
may also depend on the language pair. Thompson
et al. (2020) analyzed semantic alignment across
41 languages, defined by the degree to which equiv-
alent words across two languages occupy similar
positions in the semantic embedding space relative
to other words. They found that the degree of se-
mantic alignment between a pair of languages was
predicted by their historical, geographic, and cul-
tural relatedness. In other words, languages with
similar geographic and cultural backgrounds orga-
nize the world into similar concepts through the
words they have to label them. Because the LCM
assumes that all languages share a universal con-
ceptual embedding space, its translation success
across a given pair of languages may be predicted
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Figure 3: An example hybrid model control panel that recommends optimal abstraction settings based on the
language pair selected and offers preset options for use cases requiring more abstract or more precise translations.

by the degree of semantic alignment and by their
historical, geographic, and cultural similarity. Fu-
ture research can test this hypothesis by evaluating
LCM-based MT on language pairs that vary across
these factors. If such a relationship holds, it would
suggest that LCM-based translation is especially
advantageous for specific language pairings and
could guide decisions about when to deploy LCMs
versus traditional MT models.

Conversely, BLTs are tuned to representations at
the byte level (i.e., the raw encoded symbols and
characters of a language) rather than abstract con-
ceptual mappings. This focal point of the model
architecture presents a parallel research question
to the previous one: do BLT-based translation sys-
tems perform better with orthographically similar
language pairs? Orthography refers to the written
component of a language, including its characters,
spelling, capitalization and punctuation norms, all
of which become the basis for embeddings in a
BLT. Although BLTs were promoted as promising
for LRL translation, their byte-level representations
may actually favor language pairs with shared or-
thographic features, since similar scripts and char-
acter sets reduce the complexity of cross-lingual
alignment. For example, languages that share an al-
phabet, like English and Italian, might yield better
results than English and Chinese, which use differ-
ent sets of symbols that carry different amounts of
information per unit. Experiments could systemati-
cally compare BLT performance across language
pairs with varying degrees of orthographic simi-
larity (e.g., shared alphabet vs. distinct scripts) to

assess whether byte-level sensitivity offers mea-
surable advantages in editing speed or accuracy.
The findings could inform when and how BLTs are
applied in the MTPE process. Figure 3 shows an
example of how editors could adjust the settings of
a hypothetical hybrid model based on recommen-
dations about language pair alignment.

Taken together, understanding the types of lan-
guage pairs where different models excel could
also aid LRL translation by identifying optimal
paths for indirect translation when direct transla-
tion is difficult, also called pivoting. LRLs could be
paired with a higher-resource “pivot” language that
is either conceptually or orthographically closely
aligned. When translating to or from the LRL, an
initial translation could be made into its “pivot”
language using a generic MT model before using
a more specialized LCM or BLT model for the
final translation. For example, Catalan could be
translated into semantically similar Spanish before
reaching English. Pivot-based strategies have long
been used to overcome the challenges of LRL trans-
lation and evaluation (Paul et al., 2013; Mukherjee
et al., 2025; Lakew et al., 2017), though they rarely
leverage different model architectures across trans-
lation steps. Even if not integrated directly into the
main MT pipeline, the intermediate outputs could
be presented alongside the draft translation in the
MTPE interface, giving editors additional reference
points that may reduce search effort and improve
efficiency (see Figure 4).
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Figure 4: When translating to or from an LRL, the MTPE interface could provide a reliable pivot reference in a
related language to reduce effort for editors evaluating the MT output.

2.4 Leveraging human PE evaluation data to
improve MT in non-traditional models

Human annotation data, such as post-edit correc-
tions and error labels, has been shown to effec-
tively improve MT in LLMs through a variety of
techniques (e.g., Ki and Carpuat, 2024; Koneru
et al., 2024; Raunak et al., 2023), with recent work
demonstrating particular promise for LRLs (De-
oghare et al., 2024). This type of data is more
valuable than simple reference translations because
it shows human strategies for correcting actual
errors made by MT systems. As emerging ar-
chitectures such as LCMs and BLTs continue to
develop, MTPE data may offer similar benefits
by aligning their outputs with human translation
practices. Through human error corrections and
fine-tuning, an LCM translation system could re-
fine its conceptual embeddings and compensate for
shortcomings such as missing lexical coverage or
mismatched cultural associations, thereby aligning
more closely with human expectations than a purely
distributional model. Likewise, MTPE data could
strengthen BLTs by guiding them towards more
effective mappings between orthographic forms
and meaning, particularly when byte-level repre-
sentations alone fail to capture semantic nuance.
While neither LCMs nor BLTs can fully replicate
the cognitive processes involved in human trans-
lation, MTPE feedback provides a practical mech-
anism for approximating them. Incorporating in-
sights from such data into system design not only
improves translation accuracy but also allows inter-
faces to highlight common error types and adapt to
individual editor preferences.

3 Discussion

Recent moves away from token-based LLMs raise
new theoretical questions and present opportunities
to redesign MTPE workflows and interfaces, espe-
cially with respect to the unique challenges posed
by LRLs. In this paper, we focus on the Large
Concept Model and the Byte Latent Transformer
and examine several topics in light of relevant cog-
nitive scientific theories. We also analyze their im-
plications for future research and design in MTPE,
summarized below:

1. LCMs may produce translations that priori-
tize the meaning of the source text over word-
for-word accuracy, thereby reducing PE effort
by aligning more closely with human trans-
lation strategies than traditional MT models.
This potential improvement could be particu-
larly apparent for LRLs, whose MTs are more
likely to suffer in quality due to lack of train-
ing data.

2. While the LCM can generate text in LRLs bet-
ter than LLMs, its current embedding model
was only trained on English, which may bias
the learned concept space and distort cross-
lingual mappings, limiting effectiveness of
non-English pairs. This should be tested to
guide future assumptions about the appropri-
ate use of LCMs in MT and MTPE.

3. LCM-like architectures could be used to offer
post-editors multiple translation options for
ambiguous texts.

4. An ideal hybrid LCM-BLT system would dy-
namically adjust the granularity of its seman-
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tic representations based on task context, pro-
ducing more human-like MTs and reducing
PE effort.

5. LCM translation quality may depend on the
degree of semantic overlap between the lan-
guages, while BLT quality may be more sensi-
tive to orthographic similarity. These patterns
could help determine when each model should
be used inthe translation workflow.

(a) If either model shows sensitivity to these
linguistic relationships, an LRL MT
could potentially be improved with an in-
termediary translation through a higher-
resource language that is well-matched
in semantic structure or orthography.

6. Human MTPE data can help tune both LCMs
and BLTs to improve translation capabilities.

LCMs and BLTs each address the limitations of
token-based LMs in promising ways, one through
representations above the level of individual tokens
and the other through representations below the
level of individual tokens. While each has the po-
tential to advance LRL translation and MTPE, it
is critical to consider the assumptions underlying
any model and their implications. Research on the
human mind can help generate hypotheses about
the conditions under which models will perform
well and how best to facilitate human-in-the-loop
work. By integrating interdisciplinary insights, we
can continue to maximize the benefits of MTPE,
ensuring more equitable access to reliable transla-
tion technology across languages, including those
with fewer resources.
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