
Proceedings of the 1st Workshop on Benchmarks, Harmonization, Annotation, and Standardization for Human-Centric AI in Indian Languages (BHASHA 2025),
pages 1–10

December 23, 2025 ©2025 Association for Computational Linguistics

Multi-Feature Graph Convolution Network for Hindi OCR Verification
Shikhar Dubey†§, Sourava Kumar Behera†§, Krish Mittal†, Manikandan Ravikiran†⋄*,

Nitin Kumar‡, Saurabh Shigwan‡, Rohit Saluja†§
†Indian Institute of Technology, Mandi, India

§BharatGen
⋄Thoughtworks AI Labs, Bangalore, India ‡Shiv Nadar University, Delhi, India

{s24130, s24131, b22214}@students.iitmandi.ac.in
manikandan.r@thoughtworks.com

{nitin.kumar, saurabh.shigwan}@snu.edu.in
rohit@iitmandi.ac.in

Abstract

This paper presents a novel Graph Convolu-
tional Network (GCN) based framework for
verifying OCR predictions on real Hindi docu-
ment images, specifically addressing the chal-
lenges of complex conjuncts and character seg-
mentation. Our approach first segments Hindi
characters in real book images at different lev-
els of granularity, while also synthetically gen-
erating word images from OCR predictions.
Both real and synthetic images are processed
through ResNet-50 to extract feature repre-
sentations, which are then segmented using
multiple patching strategies (uniform, akshara,
random, and letter patches). The bounding
boxes created using segmentation masks are
scaled proportionally to the feature space while
extracting features for GCN. We construct a
line graph where each node represents a real-
synthetic character pair (in feature space). Each
node of the line graph captures semantic and
geometric features including i) cross-entropy
between original and synthetic features, ii) Hu
moments difference for shape properties, and
iii) and pixel count difference for size varia-
tion. The GCN with three convolutional layers
(and ELU activation) processes these graph-
structured features to verify the correctness of
OCR predictions. Experimental evaluation on
1000 images from diverse Hindi books demon-
strates the effectiveness of our graph-based ver-
ification approach in detecting OCR errors, par-
ticularly for challenging conjunct characters
where traditional methods struggle.

1 Introduction

The process of transforming document images into
text is called Optical Character Recognition (OCR).
Verification of OCR text for complex scripts like
Hindi remains a challenging research problem due
to the difficulty in capturing semantic and structural
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Figure 1: All patches on the real word image & corre-
sponding synthetic image (created using OCR predic-
tion on the real image) in Resnet-50’s feature space.
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comparisons between OCR inputs and predictions,
particularly when dealing with conjunct characters
and intricate character formations. Verifying text
for real book images has many applications, includ-
ing document authentication, archival digitization,
and information retrieval from scanned historical
documents (Rice et al., 1996).

Traditional OCR methods work well with sim-
ple scripts and clean document images, but they
struggle with complex Indic scripts like Hindi,
which feature conjuncts, matras (vowel diacrit-
ics), and overlapping character components (Smith,
2007; Wang et al., 2012). The limitation becomes
even more problematic when working with di-
verse font styles, varying text layouts, and de-
graded historical documents, as noted by previous
researchers (Springmann and Lüdeling, 2017). Fur-
thermore, the lack of comprehensive benchmarks
for Hindi OCR verification creates additional chal-
lenges in developing robust verification systems.

Pre-trained Convolutional Neural Networks
(CNNs) like ResNet50 are efficient at extracting
hierarchical features from document images (He
et al., 2016). Moreover, graph-based approaches
have shown promise in modeling structural rela-
tionships between text components (Yang et al.,
2017). Verification of OCR text using supervised
approaches has garnered attention recently. Sev-
eral researchers have developed transformer-based
frameworks for OCR (Li et al., 2021; Aberdam
et al., 2021). When it comes to capturing the struc-
tural relationships that exist between character com-
ponents, graph neural networks have demonstrated
remarkable results in various settings (Zeiler and
Fergus, 2014).

OCR for Hindi script offers unique challenges
that require specialized approaches. The presence
of conjunct characters, where multiple consonants
combine to form complex glyphs, necessitates ac-
curate segmentation and verification mechanisms.
Previous work has explored character segmentation
for Indic scripts (Jaderberg et al., 2016), empha-
sizing the need for enhanced computational ap-
proaches through their findings.

We propose an OCR verification framework that
processes grayscale Hindi book images through
PaddleOCR (Cui et al., 2025) for initial predictions
and generates grayscale synthetic images. Both
real and synthetic images are processed through
ResNet50 for feature extraction. Multiple cutting
strategies are applied in feature space to construct
a line graph where nodes represent real-synthetic

character pairs with three features: cross-entropy,
Hu moments (Hu, 1962) difference, and pixel count
difference. A three-layer GCN with ELU activation
verifies OCR prediction correctness.

The key contributions of our work are:

1. A grayscale synthesis technique that trans-
forms OCR predictions into word images, en-
abling GCN-based semantic and geometric
feature extraction for Hindi OCR verification.

2. Multi-feature node representations combining
semantic (cross-entropy) and geometric fea-
tures (Hu moments, pixel count) for robust
character-level verification.

3. Evaluation of multiple cutting strategies (uni-
form, random, character-level, Akshar-level,
as shown in Figure 1) using ResNet50 on 1000
diverse Hindi book images.

2 Related Work

Low-Resolution OCR: Early OCR research pri-
marily targets high-quality scans and clean docu-
ment images (Smith, 2007). In contrast, Jacobs et
al. (Jacobs et al., 2005) examine OCR under low-
resolution camera settings and show substantial
degradation in recognition performance. Similarly,
Gilbey et al. (Gilbey and Schönlieb, 2021) report
that accuracy drops almost proportionally below
100 dpi, underscoring the fragility of OCR systems
to resolution loss. However, these studies focus
on recognition, not on verifying the correctness
of OCR predictions. Schenkel et al. (Schenkel
et al., 1997) compare human and machine recog-
nition under controlled degradations and find that
humans retain superior performance at low reso-
lutions. While their analysis motivates human-in-
the-loop insights, it does not extend to systematic
verification frameworks, nor does it consider Indic
scripts. Our work differs by directly evaluating
verification strategies for degraded Hindi text.

Unsupervised OCR and Representation
Learning: Unsupervised and self-supervised meth-
ods have emerged as promising alternatives in low-
resource settings. Aberdam et al. (Aberdam et al.,
2021) propose a self-supervised OCR framework
that detects internal regularities via synthetic per-
turbations. Peng et al. (Peng et al., 2022) employ
contrastive learning to distinguish visually simi-
lar text regions without labels. Yang et al. (Yang
et al., 2017) utilize graph-based reasoning for lay-
out understanding, demonstrating that structural
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Figure 2: Overview of the proposed GCN-based OCR verification framework. Real and synthetic images (from
OCR predictions) are processed through ResNet-50 and segmented via width projection cuts (Akshar level) into a
line graph where nodes (R: real, S: synthetic) represent character pairs with spatial edges. A 3-layer GCN (line
graph based) verifies if the text information in OCR predictions match the information in real book image or not.

cues can be exploited without annotations. Despite
this progress, existing methods focus on representa-
tion learning or layout modeling. Crucially, none of
these approaches provide unsupervised verification
of OCR predictions, and none are designed for low-
resolution Indic scripts. To our knowledge, no prior
work directly tackles the reliability assessment of
OCR outputs in such settings.

OCR Post-Processing and Verification: OCR
post-processing techniques aim to identify and cor-
rect recognition errors. Nguyen et al. (Nguyen
et al., 2020) use sequence-to-sequence models
trained on common OCR error patterns, and
Rigaud et al. (Rigaud et al., 2019) introduce stan-
dardized benchmarks for assessing OCR quality.
Ghazvininejad et al. (Ghazvininejad et al., 2021)
develop minimally supervised correction methods
for endangered languages using linguistic con-
straints. More recently, TrOCR (Li et al., 2021)
demonstrates strong generalization in low-resource
environments through transformer-based modeling.
Vision encoders such as ResNet (He et al., 2016)
have consistently shown strong performance in doc-
ument understanding and character-level verifica-
tion tasks due to their hierarchical feature extrac-
tion capabilities. Likewise, vision-language models
such as CLIP (Radford et al., 2021) provide robust
cross-modal representations that are effective for
text verification. However, these architectures are
typically trained with supervised signals or paired
text, and are not optimized for fully unsupervised

verification of noisy OCR predictions.
While prior work independently explores low-

resolution OCR, Indic script modeling, and unsu-
pervised visual representation learning, none pro-
vide a unified framework for unsupervised verifi-
cation of OCR predictions on low-resolution Hindi
(Devanagari) text. This gap is particularly signif-
icant for real-world digitization pipelines, where
ground truth is unavailable and documents often
suffer from extreme quality degradation. In con-
trast, our work introduces an unsupervised verifica-
tion method tailored for low-resolution Hindi OCR.
Our approach operates without labeled data, lever-
ages robust visual representations for character-
level assessment, and incorporates human feedback
only when necessary. This enables scalable and re-
liable verification of OCR predictions in practical,
low-resolution document processing scenarios.

3 Methodology

Our proposed framework for Hindi OCR veri-
fication combines deep learning-based feature ex-
traction and graph convolutional networks to ver-
ify OCR predictions at the character level. The
methodology consists of four main stages: (1) data
preparation and model training, (2) OCR predic-
tion and synthetic image generation, (3) feature
extraction and graph construction, and (4) GCN-
based verification. Figure 2 illustrates the complete
pipeline of our approach.
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3.1 Dataset Preparation
Our work involves two distinct datasets, each serv-
ing a specific purpose in the pipeline. For train-
ing our PaddleOCR model, we created 10 mil-
lion synthetic grayscale images using 900 different
Hindi fonts to ensure diversity in character styles,
weights, and appearances, with realistic degrada-
tions including noise, blur, and contrast variations
to simulate real-world document conditions.

We collected 1000 real Hindi book images from
1000 different books, ensuring diversity in pub-
lishing sources, printing quality, font styles, and
document conditions, representing authentic chal-
lenges encountered in real-world digitization sce-
narios with varying levels of conjunct character
complexity for evaluating OCR verification perfor-
mance. The dataset is split into 80% for training
(800 images), 10% for validation (100 images), and
10% for testing (100 images). A sample of those
1000 test images are presented in Figure 3. To
enhance robustness, we applied various augmenta-
tion techniques during training including Gaussian
blur, image degradation, motion blur, brightness
and contrast adjustments, and geometric distortions.
Details of all augmentation techniques are provided
in Appendix ??.

Figure 3: Samples from proposed dataset consisting of
1000 images from different books.

3.2 Image Preprocessing
Given a real Hindi book image Ireal, we first
apply Otsu’s thresholding method to convert the
grayscale image to a binarized format Ibinary.
Otsu’s method automatically determines the op-
timal threshold value by maximizing the between-
class variance, effectively separating foreground
text from the background. This binarization step en-
hances the contrast and clarity of character bound-
aries, making subsequent feature extraction more
robust to variations in lighting and print quality.

3.3 OCR Prediction

The binarized image Ibinary is then fed into our
custom-trained PaddleOCR model (PP-OCRv5),
which outputs the predicted text sequence Tpred =
{c1, c2, ..., cn}, where ci represents individual char-
acters or conjunct formations.

PaddleOCR employs a two-stage pipeline: text
detection using PP-HGNetV2 backbone combined
with the Differentiable Binarization (DB) algorithm
to locate text regions, followed by text recognition
using the SVTR (Scene Visual Text Recognition)
architecture (Du et al., 2022). SVTR eliminates
traditional RNN/LSTM components by using a
pure Transformer-based visual model. The archi-
tecture divides text images into overlapping 2D
patches, processes them through hierarchical mix-
ing blocks that capture both local character features
and global contextual dependencies, and progres-
sively reduces spatial resolution across stages. The
final visual features are decoded using Connection-
ist Temporal Classification (CTC) (Graves et al.,
2006) for robust sequence prediction across diverse
font styles and document conditions.

3.4 Synthetic Image Generation

To enable visual comparison between the OCR pre-
diction and the real image, we generate a synthetic
word image Isynth from the predicted text Tpred us-
ing standard text rendering (Yim et al., 2021). The
synthetic image is generated in grayscale format,
preserving the structural and spatial arrangement
of predicted characters. The synthetic image is gen-
erated with the same dimensions and spatial layout
as the real image to facilitate direct feature-level
comparison.

3.5 Feature Extraction with ResNet50

We select ResNet50 as our feature extractor due to
its (i) proven effectiveness in document image anal-
ysis (He et al., 2016), (ii) optimal balance between
2048-dimensional feature capacity and computa-
tional efficiency, (iii) hierarchical architecture cap-
turing both low-level stroke patterns and high-level
semantic information crucial for Hindi character
verification, and (iv) robust ImageNet pre-trained
weights that transfer effectively to Hindi script de-
spite domain differences.

Both the binarized real image Ibinary and the
synthetic image Isynth are passed through the pre-
trained ResNet50 model to extract deep feature
representations. ResNet50, with its residual con-
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nections and hierarchical architecture, captures
both low-level visual patterns (edges, strokes) and
high-level semantic information (character shapes,
conjunct formations). We extract features from
the final convolutional layer (conv5_x) before the
global average pooling, obtaining feature maps
Freal ∈ RH′×W ′×D and Fsynth ∈ RH′×W ′×D,
where H ′ and W ′ are the spatial dimensions of
the feature map and D = 2048 is the feature di-
mension. This spatial feature representation pre-
serves positional information crucial for our patch-
ing strategies while providing rich semantic encod-
ings for character-level comparison.

3.6 Patching Strategies in Feature Space

To enable character-level comparison, we segment
the feature maps into individual character regions
using bounding boxes. We employ four different
patching strategies, each offering a different granu-
larity of segmentation:

Uniform Patch: The feature map is divided into
equal-sized segments along the width dimension,
creating N uniform regions. This approach as-
sumes roughly equal spacing between characters.

Akshara Patch: Segmentation is performed at
the akshara (syllable) level, which is linguistically
meaningful for Hindi text. Bounding boxes are
determined based on akshara boundaries identified
through connected component analysis and linguis-
tic rules.

Character Patch: Individual character-level seg-
mentation where each character (including half-
characters and conjuncts) is isolated with its own
bounding box through connected component anal-
ysis.

Random Patch: Random segmentation of the
feature map to capture diverse character combina-
tions and contextual information.

For each patching strategy, the bounding boxes
B = {b1, b2, ..., bm} are defined in the original
image space and then scaled proportionally to the
dimensions of the ResNet50 feature space. For a
bounding box bi = (xi, yi, wi, hi) in the original
image space of size (H,W ), the corresponding
feature space bounding box is:

b′i =
(
xi ·H ′

H
,
yi ·W ′

W
,
wi ·H ′

H
,
hi ·W ′

W

)
(1)

Each bounding box b′i extracts a feature region
from both Freal and Fsynth, creating feature pairs
for each character position.

3.7 Graph Construction

We construct a line graph G = (V,E) where each
node vi ∈ V represents a real-synthetic character
pair at position i. Edges eij ∈ E connect adjacent
character nodes, capturing spatial relationships and
contextual dependencies between neighboring char-
acters.

3.7.1 Node Features
Each node vi is characterized by three features that
capture both semantic and geometric properties:

Cross-Entropy (CE): Measures the semantic
similarity between real and synthetic character fea-
tures by computing the cross-entropy between nor-
malized feature distributions from ResNet50:

CEi = −
D∑

j=1

F i
real(j) log(F

i
synth(j)) (2)

where F i
real and F i

synth are normalized feature
vectors for character i.

Hu Moments Difference (HM): Captures shape
properties using the seven rotation, scale, and
translation invariant Hu moments. We compute
the sum of absolute differences between the Hu
moments of real and synthetic character regions:
HMi =

∑7
k=1 |ϕreal

k (i) − ϕsynth
k (i)|, where ϕk

represents the k-th Hu moment.

Pixel Count Difference (PC): Measures size
variation by computing the absolute difference in
foreground pixel counts between real and synthetic
character regions.

The final node feature vector is: fi =
[CEi, HMi, PCi] ∈ R3

3.8 GCN-based Verification

The constructed graph with node features is pro-
cessed through a Graph Convolutional Network to
predict the correctness of OCR predictions. Our
GCN consists of three graph convolutional lay-
ers with ELU (Exponential Linear Unit) activation
functions.

The graph convolution operation for layer l is
defined as:
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H(l+1) = σ
(
D̃− 1

2 ÃD̃− 1
2H(l)W (l)

)
(3)

where Ã = A+ I is the adjacency matrix with
added self-connections, D̃ is the degree matrix,
H(l) is the feature matrix at layer l, W (l) is the
learnable weight matrix, and σ is the ELU activa-
tion function.

The three convolutional layers transform the in-
put features as follows:

H(1) = ELU(GCN(H(0), A)) (4)

H(2) = ELU(GCN(H(1), A)) (5)

H(3) = ELU(GCN(H(2), A)) (6)

where H(0) = F is the initial node feature ma-
trix.

The final layer outputs binary predictions for
each node (character pair), indicating whether the
OCR prediction is correct (1) or incorrect (0). The
model is trained using binary cross-entropy loss:

LGCN = − 1

M

M∑

i=1

[yi log(ŷi)+(1−yi) log(1−ŷi)]

(7)
where M is the number of nodes, yi is the ground

truth label, and ŷi is the predicted probability for
node i.

4 Experiments

To evaluate the effectiveness of our proposed
GCN-based OCR verification framework, we con-
ducted a series of experiments focusing on the im-
pact of different feature-space patching strategies.

4.1 Experimental Setup

Dataset All experiments were evaluated on our
dataset of 1000 real Hindi book images, sourced
from 1000 different books to ensure diversity in
fonts, layouts, and print quality. The dataset was
split into 80% for training (800 images), 10% for
validation (100 images), and 10% for testing (100
images). The ground truth for these images was
manually annotated at the character level to provide
accurate labels for verification.

Evaluation Metrics We assess the performance
of our models using three standard classification
metrics: Accuracy, which measures the propor-
tion of correctly verified characters (both correct
and incorrect OCR predictions); Precision, which
quantifies the proportion of correctly identified in-
correct characters out of all characters flagged as
incorrect, indicating the model’s false positive rate;
Recall, which measures the proportion of correctly
identified incorrect characters out of all actual in-
correct characters, showing the model’s ability to
detect OCR errors; and F1-Score, the harmonic
mean of precision and recall, providing a balanced
measure particularly important for detecting the
minority class of incorrect characters.

4.2 Model Training Details
PaddleOCR Model We trained the PaddleOCR
architecture on our 10 million synthetic grayscale
image dataset. The model was trained with the
Adam optimizer using a learning rate of 3× 10−4

with cosine annealing schedule for 100 epochs. De-
tailed model architecture and training specifications
are provided in Appendix ??.

GCN Model The Graph Convolutional Network
was trained on 800 training images with 100 im-
ages for validation. All models were trained for
49 epochs using the Adam optimizer with a learn-
ing rate of 1× 10−4, batch size of 32, and weight
decay of 1 × 10−5 for regularization. The GCN
architecture consists of three graph convolutional
layers with 128, 64, and 32 hidden units respec-
tively, using ELU activation functions and dropout
of 0.3 applied after each layer. Early stopping was
applied based on validation loss with patience of
10 epochs.

4.3 Models and Baselines
We compare the performance of our framework
across four different configurations based on the
patching strategy used in the feature space. The pri-
mary semantically-informed approaches include:

• Character-level Patch: Uses bounding boxes
of individual characters for the finest granu-
larity, isolating each character including half-
characters and conjuncts with precise bound-
aries through connected component analysis.

• Akshara-level Patch: Segments features
based on Akshara (syllable) boundaries iden-
tified through connected component analysis
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and linguistic rules, which is linguistically
meaningful for Hindi text structure.

To establish performance baselines, we also eval-
uate two non-semantic strategies:

• Uniform Patch: The feature space is divided
into equally sized segments along the width di-
mension, assuming roughly uniform character
spacing.

• Random Patch: Serves as a lower-bound
reference by segmenting at random inter-
vals, capturing diverse character combinations
without semantic guidance.

5 Results and Analysis

5.1 Comparison with Existing Models

Model Architecture Precision Recall F1-Score
Our Model 0.6727 0.6926 0.6825
APPNPNet 0.6826 0.6825 0.6727
TAGNet 0.6726 0.6603 0.6485
GATConv 0.6571 0.6309 0.6067

Table 1: Performance Comparison of GNN Architec-
tures on the Test Set. Our proposed 3-Layer GCN is
highlighted.

The quantitative results comparing different
GNN architectures are presented in Table 1. While
our proposed 3-Layer GCN model achieves the
highest precision (0.7357), indicating superior re-
liability in identifying true OCR errors with mini-
mal false positives, it demonstrates a lower overall
F1-Score (0.5413) compared to other architectures.
The APPNPNet architecture achieves the best F1-
Score (0.6727) and balanced performance across
precision (0.6926) and recall (0.6825), suggesting
that approximated personalized propagation of neu-
ral predictions effectively captures the relational
patterns in Hindi text verification tasks. TAGNet
follows closely with an F1-Score of 0.6485, demon-
strating that topology-adaptive graph convolutions
are well-suited for modeling character-level depen-
dencies. The GATConv model, despite incorpo-
rating attention mechanisms, achieves moderate
performance with an F1-Score of 0.6067.

The high precision of our model indicates its
strength in minimizing false alarms, which is partic-
ularly valuable in production OCR systems where
false positives can lead to unnecessary manual re-
view overhead. However, the trade-off in recall
(0.6237) suggests that our model may miss some

actual OCR errors. This performance characteristic
makes our model particularly suitable for applica-
tions where precision is prioritized over exhaustive
error detection, such as high-confidence automated
correction pipelines.

5.2 Analysis of Patching Strategies

Patching Strategy Precision Recall F1-Score
Akshar-level 0.6727 0.6926 0.6825
Uniform Patch 0.5327 0.7051 0.6069
Random Patch 0.6240 0.6602 0.6416
Character-level 0.5363 0.7260 0.6169

Table 2: Performance comparison of different cutting
strategies on the test set of grayscale images. The best
results for each metric are highlighted in bold.

The results in Table 2 demonstrate a clear per-
formance hierarchy among the different cutting
strategies. The Akshar-level Patch proves to be
the best-balanced model, achieving the highest F1-
Score (0.6825) and Precision (0.6727) across all
experiments. This indicates that the syllabic struc-
ture of Hindi (Akshara) is a semantically rich unit
that captures sufficient context to identify errors ef-
fectively while maintaining high reliability, making
it the superior choice for OCR verification tasks.

The Character-level Patch achieves the highest
Recall (0.7260), suggesting that performing verifi-
cation at the finest granularity of individual charac-
ters enables the GCN to detect a larger proportion
of actual errors. This approach is particularly ef-
fective at identifying discrepancies between real
and synthetic feature representations, especially for
complex Hindi conjuncts. However, its lower preci-
sion (0.5363) indicates a higher false positive rate
compared to the Akshar-level approach.

In contrast, the non-semantic strategies perform
significantly worse. The Uniform Patch achieves
an F1-Score of 0.6069 with precision of 0.5327,
while the Random Patch achieves an F1-Score
of 0.6416 with precision of 0.6240. Their inferior
performance validates our core hypothesis: align-
ing the feature segmentation with the linguistic and
structural units of Hindi text is crucial for effective
OCR verification. The random patching strategy,
despite capturing diverse character combinations,
lacks the semantic coherence necessary for robust
error detection.

The superior performance of linguistically-
informed patching strategies (Akshar-level and
Character-level) over non-semantic approaches
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(Uniform and Random) demonstrates that incorpo-
rating domain knowledge about Hindi script struc-
ture significantly enhances the GCN’s ability to
model character-level relationships and identify
OCR errors. The Akshar-level patch offers the
optimal balance between granularity and semantic
context, making it the most effective strategy for
practical OCR verification applications.

6 Conclusion

This paper presents a novel GCN-based frame-
work for verifying OCR predictions on real Hindi
book images by leveraging graph-structured rep-
resentations of character-level features. Our ap-
proach combines grayscale synthetic image gener-
ation with deep feature extraction through ResNet-
50, employing multiple patching strategies to con-
struct semantically meaningful graph representa-
tions. The framework captures both semantic fea-
tures through cross-entropy and geometric proper-
ties through Hu moments and pixel count differ-
ences, enabling robust character-level verification.

Experimental evaluation on 1000 diverse Hindi
book images demonstrates that linguistically-
informed patching strategies significantly outper-
form non-semantic approaches. The Akshara-level
patching achieves the best overall performance
with an F1-score of 0.6825, while character-level
patching attains the highest recall of 0.7260, par-
ticularly effective for detecting errors in complex
conjunct characters. These results validate our hy-
pothesis that aligning feature segmentation with
the linguistic structure of Hindi text is crucial for
effective OCR verification.

Our work addresses a critical gap in OCR veri-
fication for complex Indic scripts, demonstrating
the effectiveness of graph-based approaches for
character-level error detection. Future work will
explore extensions to other Indic scripts, investi-
gation of attention mechanisms within the GCN
architecture, and integration of language models
to capture contextual dependencies beyond local
character relationships.

Limitations

While our GCN-based verification framework
demonstrates strong performance on real Hindi
book images, it also presents several limitations.
First, the approach relies on the fidelity of synthetic
grayscale images generated from OCR predictions.
Since these renderings cannot fully capture real-

world font noise, ink spread, or historical degrada-
tion artifacts, discrepancies between synthetic and
real character appearances can introduce verifica-
tion errors. Furthermore, the framework depends
on accurate segmentation at the character or ak-
shara level. Segmentation failures-especially for
dense conjunct clusters, overlapping glyphs, or de-
graded prints-propagate to feature extraction, graph
construction, and node-level predictions, thereby
reducing verification reliability.

Second, our method models only local adja-
cency relationships via a line-graph formulation
and does not incorporate longer-range linguistic de-
pendencies or contextual cues that may help detect
higher-level OCR errors. The evaluation also re-
quires character-level annotations for 1,000 images,
which imposes notable human effort and limits scal-
ability. Finally, although the method performs well
for printed Hindi text, its generalization to hand-
written content, camera-captured documents, or
other Indic scripts has not been evaluated. These
constraints motivate future work on integrating
attention-based graph mechanisms, richer linguis-
tic priors, and cross-script extensions to improve
robustness and broader applicability.

Ethics Statement

This research uses Hindi book images sourced
exclusively from publicly available and public-
domain materials, ensuring full compliance with
copyright and data-use regulations. No person-
ally identifiable information or sensitive content
is included in the dataset. The proposed frame-
work is intended to support document digitization
and preservation efforts while respecting the cul-
tural and linguistic heritage of Hindi literature. We
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A OCR Model Details

A.1 PaddleOCR Architecture Configuration
Table 3 presents the architecture specifications of
our PaddleOCR model (PP-OCRv5). The model
employs a two-stage pipeline: text detection using
PP-HGNetV2 backbone with Differentiable Bina-
rization, followed by text recognition using SVTR
architecture with CTC decoder.

Component Specification
Model Version PP-OCRv5
Detection Backbone PP-HGNetV2
Detection Method Differentiable Bina-

rization (DB)
Recognition Architec-
ture

SVTR

Decoder CTC
Input Size 32 × 128 pixels
Feature Dimension 2048

Table 3: PaddleOCR (PP-OCRv5) architecture specifi-
cations.

A.2 Data Augmentation Techniques
Table 4 presents the comprehensive set of aug-
mentation techniques applied during the train-
ing of our PaddleOCR model. These augmen-
tations are designed to simulate various real-
world document degradation patterns and imag-
ing conditions. Specifically, apply_blur ap-
plies Gaussian blur to simulate out-of-focus im-
ages, while degrade_image combines noise and

Augmentation Parameter(s) Parameter Range
apply_blur ksize [11, 15] (Odd values)
degrade_image noise_level, quality [15, 25], [15, 20]
cloudy_effect intensity [0.3, 0.6]
motion_blur ksize, direction [8, 10], [horizontal, vertical, diagonal]
brightness_contrast brightness, contrast [-10, 30], [-10, 30]
salt_pepper_noise prob [0.03, 0.06]
cartoonify Fixed parameters N/A

wrap_image strength, cx, cy [0.000005, 0.000025],
±1/10 from center

Table 4: Augmentation techniques applied during train-
ing of PaddleOCR model.

JPEG compression artifacts. cloudy_effect
adds a white overlay to simulate fog or cloud
conditions, and motion_blur simulates move-
ment in horizontal, vertical, or diagonal direc-
tions. brightness_contrast adjusts lighting con-
ditions, salt_pepper_noise adds random black
and white pixels, cartoonify performs edge en-
hancement, and wrap_image applies spherical dis-
tortion to simulate geometric variations. Each aug-
mentation is applied with probability-based random
selection, and parameters are sampled uniformly
within the specified ranges to ensure diverse train-
ing samples that improve model generalization on
real Hindi book images.
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