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Abstract

Depression detection from social media text
is critical for early mental health intervention,
yet existing NLP systems underperform in low-
resource, code-mixed settings. Bangla-English
code-mixing, common across South Asian on-
line communities, poses unique challenges due
to irregular grammar, transliteration, and scarce
labeled data. To address this gap, we intro-
duce DepressiveText, a 7,019-sample dataset
of Bangla-English social media posts anno-
tated for depressive signals, with strong inter-
annotator agreement (x = 0.84). We further
propose a hybrid architecture that combines
BanglishBERT embeddings with an LSTM
classifier, enabling the model to capture both
contextual and sequential cues. Comparative
experiments with traditional ML, deep learning,
and multilingual transformer baselines demon-
strate that our approach achieves the highest
performance, with an accuracy of 0.8889. We
also employ LIME to enhance interpretabil-
ity by identifying key lexical triggers. Our
findings underscore the effectiveness of hybrid
transformer—sequence models for low-resource
code-mixed NLP and highlight their potential
in real-world mental health applications.

1 Introduction

The rise of social media has transformed how indi-
viduals express emotions, share experiences, and
seek support. While this shift has enabled broader
communication, it has also exposed an increasing
prevalence of mental health challenges, including
depression, in online spaces. Detecting depres-
sive signals from user-generated text is therefore of
critical importance for timely intervention, public
health research, and building safer digital commu-
nities.

However, this task remains particularly chal-
lenging in low-resource, multilingual environments
where code-mixing is the norm. In South Asia,
Bangla-English code-mixing—informally referred

to as Banglish—is widely used on platforms such
as Facebook, YouTube, and Twitter. Code-mixed
text often involves irregular grammar, translitera-
tion, spelling variations, and intra-sentential switch-
ing, making it difficult for conventional NLP sys-
tems to process (Bali et al., 2014; Barman et al.,
2014). Existing sentiment and depression detec-
tion methods, largely developed for high-resource
monolingual data, fail to generalize well in such
noisy, linguistically diverse settings.

Prior research has explored sentiment analysis
and emotion classification in Bangla-English code-
mixed text (Mandal et al., 2020; Sultana et al.,
2021), but studies focusing specifically on depres-
sion detection are scarce. A key barrier is the lack
of high-quality annotated datasets. Without reliable
corpora, it is difficult to evaluate models or bench-
mark progress. Furthermore, while multilingual
transformer models such as mBERT (Devlin et al.,
2019), XLM-RoBERTa (Conneau et al., 2020), and
MuRIL (Khanuja et al., 2021) have shown strong
cross-lingual transfer, their effectiveness in low-
resource code-mixed depression detection tasks re-
mains underexplored. This gap limits both techni-
cal advancements in NLP and the broader societal
potential of automated mental health support sys-
tems in multilingual communities.

To address these challenges, we present De-
pressiveText, a manually curated dataset of 7,019
Bangla-English code-mixed social media posts an-
notated into depressive and non-depressive cate-
gories, with strong inter-annotator agreement (k =
0.84). This dataset represents, to our knowledge,
the first large-scale resource dedicated to depres-
sion detection in Bangla-English code-mixed lan-
guage.

Building on this foundation, we propose a hybrid
model that integrates BanglishBERT, a transformer
pre-trained on Bangla-English code-mixed data,
with a unidirectional LSTM layer to capture se-
quential dependencies. While transformers provide
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powerful contextual embeddings, they often under-
utilize temporal cues; combining them with LSTM
enhances the ability to model the subtle progression
of depressive expressions.

We conduct comprehensive experiments com-
paring traditional machine learning, deep learning,
and transformer-based approaches. Results show
that our BanglishBERT+LSTM hybrid achieves
the best overall performance, with an F1 score of
0.8886, surpassing both standalone transformers
and classical baselines. To improve interpretabil-
ity, we apply Local Interpretable Model-agnostic
Explanations (LIME) (Ribeiro et al., 2016), which
highlights key words and phrases influencing pre-
dictions, ensuring transparency in sensitive appli-
cations such as mental health monitoring.

In summary, our contributions are threefold:

* We release DepressiveText, the first large-
scale Bangla-English code-mixed depression
dataset.

* We propose a novel hybrid Banglish-
BERT+LSTM model tailored for code-mixed
depression detection.

* We demonstrate both strong empirical per-
formance and interpretability, underscoring
the potential of hybrid architectures for low-
resource, code-mixed NLP.

2 Related Work

Research on code-mixed language processing has
grown alongside the rise of multilingual social me-
dia in South Asia. Prior work on depressive-text
detection in Bangla—English (BE) code-mixed data
spans three areas: dataset creation and augmen-
tation, mental-health detection, and transformer-
based modeling for low-resource code-mixed sce-
narios.

Several studies have developed BE corpora for
sentiment and emotion tasks, exploring augmenta-
tion to improve cross-lingual generalization. For in-
stance, Tareq et al. (2023) showed that targeted aug-
mentation with FastText embeddings and XGBoost
achieves weighted F1 ~0.87. Other works applied
TF-IDF with Random Forest or embedding-based
models (Jahan et al., 2019; Sultana and Mamun,
2024), highlighting the need for larger, high-quality
annotated datasets.

Classical ML (TF-IDF + Random Forest, SVM,
Naive Bayes) and neural sequence models (BiL-
STM + Word2Vec/FastText) have been applied to

BE sentiment and emotion analysis, typically yield-
ing 0.70-0.80 accuracy (Raihan et al., 2023). While
embeddings and n-grams are strong baselines, se-
quence models offer richer context but underper-
form compared to large pre-trained transformers.

Mental-health detection, including depression,
has been studied in Bangla and other South Asian
code-mixed pairs. Approaches using Gated RNNSs,
CNN-LSTM hybrids, and tree-based classifiers
report moderate performance (0.70-0.80) (Uddin
et al., 2019; Mumu et al., 2021; Kerasiotis et al.,
2024), with challenges from transliteration, ortho-
graphic variation, and informal text.

Multilingual and region-specific transformers
(mBERT, XLM-RoBERTa, MuRIL, IndicBERT,
BanglaBERT, BanglishBERT) outperform classical
baselines due to cross-lingual transfer and contex-
tual embeddings (Khanuja et al., 2021; Bhattachar-
jee et al., 2021). Yet, BE depression detection
lacks systematic transformer comparisons, large
annotated datasets, and hybrid models combining
transformer embeddings with sequence modeling.

This work addresses these gaps by introducing a
manually annotated BE depression dataset (7,019
instances), comparing classical, sequence, and
transformer models, and proposing a hybrid Ban-
glishBERT+LSTM that integrates code-mix—aware
embeddings with sequential modeling.

3 Dataset and Task Description

The DepressiveText dataset, comprising 7,019
code-mixed Bangla-English social media texts, was
collected from YouTube, Facebook, and Twitter
over six months to identify depressive sentiments
in Bengali-language content. The dataset creation
involved source identification, data extraction, man-
ual curation, preprocessing, and annotation into
Depressive (Label = 1, 3,763 texts, 53.6%) and
Non-Depressive (Label = 0, 3,256 texts, 46.4%)
categories. Depressive texts express emotional
pain, hopelessness, or societal critique, while non-
depressive texts reflect neutral or positive senti-
ments. The dataset, with an average text length
of 86.3 characters (SD = 55.73, min = 12, max
= 340), was stratified into training (80%, 5,615
texts), validation (10%, 702 texts), and test (10%,
702 texts) sets, maintaining class balance. Table 1
presents sample texts, and Table 2 details the data
split. With a high inter-annotator agreement (kappa
= 0.88), this dataset supports binary classification
for developing machine learning models to detect
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depressive expressions, addressing a gap in mental
health research for underrepresented Bengali texts.

Table 1: Sample from the Code-Mixed Depressive Text
Dataset.

Text Label

Haire holud media! Ar koto fake | depressive
news diye manush ke confuse ko-

rbi?

Bangladesher  minority ra | non depres-
kokhono tortured hoy na. sive

Grame snake bite korle akhono | depressive
manush ojha ar kache jay poison

remove korte!

Ami suicide korte chai kintu ami | depressive
unable.

Alhamdulillah. Valoi achi vac- | non depres-
cine niye. sive

Table 2: Stratified data split maintaining class balance.

Class Train (80%) | Val (10%) | Test (10%)
Depressive 2,993 394 376
Non-Depressive 2,622 308 326
Total 5,615 702 702

4 System Overview

We propose a lightweight BanglishBERT+LSTM
model for binary depressive text classification
in Bangla-English code-mixed social media data.
Frozen BanglishBERT embeddings capture rich
linguistic features, processed by a unidirectional
LSTM to model temporal connections. After
RMS normalization, self-attention, and dropout,
a sigmoid-activated linear layer predicts depressive
or non-depressive text, enhancing performance in
noisy contexts 1.

CNN: Captures local semantic features in code-
mixed social media texts using Word2Vec embed-
dings. A 1D convolutional layer, max-pooling, and
sigmoid output enable binary depressive text clas-
sification, performing well in short, noisy texts.

LSTM: Learns long-term dependencies in code-
mixed text using GloVe embeddings. With memory
gates and a sigmoid output, it classifies depressive
content, suitable for sequential analysis in social
media data.

BiLSTM: Processes code-mixed text bidirec-
tionally with FastText embeddings, enhancing con-
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Figure 1: Proposed Methodology for Depression Detec-
tion.

text. A BiLSTM layer and sigmoid output enable
effective binary depressive text classification, ex-
celling in emotion-rich content.

BanglishBERT: Pre-trained on Bangla-English
data, BanglishBERT captures informal text nu-
ances. Fine-tuned with dropout 0.3, it achieves
high accuracy in binary depressive text classifica-
tion in noisy settings.

BanglaBERT: Monolingual BERT for Bangla,
fine-tuned with dropout 0.3, provides robust depres-
sion detection in code-mixed texts, leveraging its
12-layer architecture for strong binary classification
performance.

XLM-RoBERTa: Multilingual model pre-
trained on 100+ languages, fine-tuned with dropout
0.3, excels in cross-lingual code-mixed data, en-
abling accurate binary classification of depressive
sentiments.

MuRIL: Optimized for Indian languages,
MuRIL supports mixed-script text. Fine-tuned
with dropout 0.3, it effectively detects depressive
phrases in code-mixed social media for binary clas-
sification.

mBERT: Pre-trained on 104 languages, mBERT
generalizes across Bangla-English texts. Fine-
tuned with dropout 0.3, it reliably classifies de-
pressive content in code-mixed social media data.

IndicBERT: Lightweight ALBERT-based
model for Indian languages, fine-tuned with
dropout 0.3, efficiently classifies depressive text in
Bangla-English data, ideal for resource-constrained
environments.

BanglishBERT+LSTM: Combines frozen Ban-
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glishBERT embeddings with LSTM for temporal
modeling. Fine-tuned with dropout 0.3, it excels in
binary depressive text classification in noisy data.

Table 3: Hyperparameter Tuning.

Hyperparameter V:l(l:ue
Data Split
{60,70,80} 80-10-10
Dropout Rate
{0.1,0.2} 0.2
Batch Size
{4-32} 8
Weight Decay
{0.01, 0.001} 0.01
Epochs
{5-20} 15
Patience
{4, 8} 8
Learning Rate
{(1-5)e-5} 3e-5

5 Results and Analysis

Table 4 presents a detailed comparison of several
transformer-based backbones: BanglaBERT, Ban-
glishBERT, and MuRIL. These are combined with
three types of neural sequence models: LSTM,
BiLSTM, and CNN. The focus is on detecting de-
pressive text in Bangla-English code-mixed data.

Among all combinations, the BanglishBERT +
LSTM model achieved the highest overall accuracy
(0.8889) and the highest macro-averaged F1 score
(0.8876). This indicates strong performance in
identifying both depressive and non-depressive text.
Its high precision (0.8915) and recall (0.8859) fur-
ther show that it is a reliable and well-generalized
model. It effectively handles the nuances of infor-
mal, bilingual expressions.

The BanglaBERT + BiLSTM and BanglaBERT
+ CNN models also showed competitive results.
They had accuracy scores of 0.8718 and 0.8675, re-
spectively. However, their performance is slightly
behind the BanglishBERT-based configurations,
particularly regarding precision and F1 score. No-
tably, MuRIL + CNN also achieved 0.8718 accu-
racy, which shows that CNN-based decoding layers

can deliver strong outcomes when used with multi-
lingual models.

Table 4: Performance of Models.

ML Models
Classifier Pr(%) | Re(%) | F1(%) | Ac(%)
Logistic Regression 0.82 0.81 0.82 0.81
Naive Bayes 0.81 0.81 0.81 0.80
SVM 0.79 0.78 0.79 0.77
Random Forest 0.69 0.65 0.74 0.67
DL Models
Classifier Pr(%) | Re(%) | F1(%) | Ac(%)
BiLSTM 82.00 | 82.00 | 82.00 | 82.00
CNN 79.00 | 80.00 | 79.00 | 80.00
LSTM 75.00 | 72.00 | 73.00 | 76.00
Transformers
Classifier Pr(%) | Re(%) | F1(%) | Ac(%)
BanglishBERT 84.86 | 83.94 | 84.21 | 84.52
BanglaBERT 83.49 | 82.30 | 82.60 | 83.00
XLM-RoBERTa 82.17 | 8232 | 8223 | 8234
MuRIL 84.42 | 84.70 | 84.46 | 84.52
Hybrid Models
Classifier Pr(%) | Re(%) | F1(%) | Ac(%)
BanglishBERT+LSTM | 89.15 | 88.59 | 88.76 | 88.89
BanglishBERT+BiLSTM | 86.72 | 86.36 | 86.48 | 86.61
BanglishBERT+CNN 87.64 | 86.77 | 86.99 | 87.18
BanglaBERT+LSTM 86.38 | 86.49 | 86.42 | 86.47
BanglaBERT+BiLSTM 87.27 | 8695 | 87.07 | 87.18
BanglaBERT+CNN 86.88 | 87.04 | 86.75 | 86.75
MuRIL+LSTM 83.38 | 83.49 | 83.42 | 83438
MuRIL+BiLSTM 85.38 | 85.50 | 85.42 | 85.47
MuRIL+CNN 87.10 | 87.15 | 87.12 | 87.18

5.1 Error Analysis

A comprehensive quantitative and qualitative error
analysis is conducted to provide detailed insights
into the proposed model’s performance.

5.1.1 Quantitative Analysis

The last row of Table 5 shows a misclassification ex-
ample. Here, the model mistakenly labels a depres-
sive text as non_depressive. The sentence expresses
strong criticism and frustration toward systemic is-
sues, such as business syndicates and government
accountability.

5.1.2 Qualitative Analysis

Table 5 presents some predicted outputs of the pro-
posed model. In the first and second texts, the
model successfully predicted the depressive intent.
However, in the third text, it misclassified a depres-
sive sentence as non_depressive. This indicates
that while the model captures most depressive cues,
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Figure 2: Confusion matrix of the proposed model.

it sometimes struggles with context-driven criti-
cisms, particularly when expressions are subtle or
indirect.

Table 5: Selected Examples for Qualitative Error Analy-
sis.

Text Actual Predicted
Grame snake bite korle | depressive| depressive
akhono manush ojha ar kache

jay poison remove Korte!

Eta sotti, jodi amra khabar kh- | depressive| depressive
eye bachte na pari, tahole de-

velopment diye ki hobe?

Bebsayi der syndicate er jonno | depressive| non de-
amader government dayi. pressive

5.2 Model Interpretability Using LIME

To understand and explain the model’s predictions,
we used LIME (Local Interpretable Model-agnostic
Explanations). LIME helps identify which spe-
cific words in a text most influenced the model’s
decision. This improves transparency and offers
clarity, which is especially important in sensitive
tasks like depression detection. It generates easy-to-
understand explanations for individual predictions
by locally approximating the model’s behavior.
Example 1:
Input: “Bangladesher private company te job er
nirdisto kono work hour nai, shuru ache kintu
shesh nai somoyer.”
Prediction: Depressive
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Text with highlighted words

Figure 3: LIME Explanation for Example 1: Depressive
Prediction.

Example 2:
Input: “Ami khubi depressed amader department

1%

ar team niye. Ato baje khele kivabe ora
Prediction: Depressive

Non Depressive

Figure 4: LIME Explanation for Example 2: Depressive
Prediction.

6 Conclusion

In this study, we addressed depressive text de-
tection in Bangla-English code-mixed data us-
ing machine learning, deep learning, and trans-
former models. While traditional methods achieved
81-82% accuracy, transformers improved results
to 82-85%. Our hybrid approach, notably
BanglaBERT+LSTM, achieved the best perfor-
mance with 88.89% accuracy. These results high-
light the effectiveness of combining contextual
embeddings with recurrent layers, providing valu-
able benchmarks for future research in code-mixed
sentiment analysis and culturally sensitive mental
health monitoring.

6.1 Limitations

This study faces several limitations: (i) the dataset
size (7,019 samples) is relatively small and may
not capture the full diversity of Bangla-English
code-mixed texts (ii) the limited data increases the
risk of overfitting, reducing robustness on unseen
data and (iii) subtle, context-dependent depressive
expressions are often missed, limiting cultural and
linguistic coverage.

6.2 Future Work

Future research can address these gaps by: (i) ex-
panding the dataset with more diverse samples
from multiple platforms (ii) extending from binary



to multi-class classification for finer-grained de-
pression severity detection and (iii) incorporating
multimodal signals such as audio and video for
richer, context-aware depression detection.
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