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Abstract
The upsurge of social media and open source
platforms has created new avenues for the rapid,
global spread of negativity and obscenities tar-
geting individuals and organizations. The pro-
cess to identify hate speech is critical for the
lexical and regional variation as well as the mor-
phological complexity of the texts, especially
in low-resource languages, e.g. Bangla. This
paper presents our participation in the Hate
Speech Detection task at the second workshop
on Bangla Language Processing. The objec-
tive of this task is not only to detect whether
the content is hateful, but also to identify the
type of hate, the target group, and its severity.
We proposed a Transformer-based weighted
probabilistic fusion model to detect the pres-
ence of hate speech in Bangla texts. We inde-
pendently fine-tuned three pre-trained Trans-
former models, BanglaBERT, XLM-RoBERTa,
and MuRIL, to capture diverse linguistic rep-
resentations. The probability distributions ob-
tained from each model were combined using
a weighted fusion strategy, allowing the system
to leverage the strengths of all models simul-
taneously. This fused representation was then
used to predict the final labels for the given in-
stances. The experimental results showed that
our proposed method obtained competitive per-
formance, ranking 10th in subtask 1A and 15th
in subtask 1B among the participants.

1 Introduction

The rapid growth of social networks and online
platforms has facilitated communication and infor-
mation sharing on an unprecedented scale. How-
ever, this has also led to the proliferation of harmful
content, including hate speech, which can incite vi-
olence, discrimination, and social unrest (Roy et al.,
2022; Mahajan et al., 2024). Online abuse and the
spread of negativity are common practices and an
important social problem that is highly correlated
with the emergence of social media platforms (An-
typas and Camacho-Collados, 2023). Detecting

hate speech in Bangla is especially challenging
due to the informal language, spelling variations,
and the use of slang in comment sections. While
most existing hate speech detection systems have
been developed for English or other high-resource
languages (Toraman et al., 2022; Nozza, 2021), re-
search in Bangla hate speech detection, particularly
in YouTube comments, remains limited.

To address this gap, we participated in both Sub-
task 1A and Subtask 1B of the shared task (Hasan
et al., 2025b). Subtask 1A and Subtask 1B are
multiclass text classification problems in which
each comment is categorized into one of the hate
speech classes or labeled as None. We propose
a Transformer-based fusion model where we fine-
tuned XLM-RoBERTa, BanglaBERT (Bhattachar-
jee et al., 2022), and MuRIL (Khanuja et al.), un-
der various hyperparameter settings. To handle
the strong class imbalance inherent in the data,
we integrate a weighted loss function during train-
ing and evaluate performance using the micro f1
metric. Our approach achieves competitive per-
formance across both subtasks, demonstrating its
effectiveness in identifying harmful Bangla con-
tent. These findings highlight the potential of
Transformer-based fusion models for low-resource
languages and contribute to safer online interac-
tions for Bangla-speaking users.

2 Related Work

Hate speech detection is a growing area in research,
particularly with the uprising of social media (Tora-
man et al., 2022; Salles et al., 2025). While existing
work has been done in well-resourced languages
like English (Lee et al., 2022), there remains a
substantial gap in research for low-resource lan-
guages, especially those with complex linguistic
structures and script adaptation challenges (Nozza,
2021), such as Bangla.

Early foundational work in hate speech detection
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Figure 1: Our proposed model for hate speech detection.

on social media platforms like Twitter has been
seen in (Talat and Hovy, 2016). Their research
primarily focused on analyzing the impact of ex-
tralinguistic features, such as gender. They aimed
to enhance the detection of hate speech (Singh and
Thakur, 2024; Lee et al., 2022).

In the context of Bangla text, deep learning meth-
ods such as recurrent neural networks and long-
short-term memory are used to handle hate speech
detection in multilabel texts (Das et al., 2022).
A key contribution was made by (Bhattacharjee
et al., 2022), who developed an annotated dataset of
10,000 Bangla tweets, including both actual Bangla
and Romanized Bangla. They implemented models
like MuRIL and got excellent performance. More
recently, a significant advancement in multiclass
classification was made by (Bhattacharjee et al.,
2022). They fine-tuned BanglaBERT on their train-
ing data. In contrast, we propose a fusion model
leveraging three Transformer-based models, includ-
ing BanglaBERT, XLM-RoBERTa, and MuRIL, to
exploit the diverse contextual dimension of Bengali
hate speech.

3 Methodology

In this section, we describe our proposed approach
for the hate speech detection task. The overview of
our framework is depicted in Figure 1.

Given an input text, we first map and assign

weights to the labels to address class imbalance,
then we employ three transformer models, in-
cluding BanglaBERT (Bhattacharjee et al., 2022),
XLM-RoBERTa (Antypas and Camacho-Collados,
2023), and MuRIL, to detect hate speech. Finally,
for the effective fusion of the scores, we take the
weighted arithmetic mean of the prediction scores
of these models.

3.1 Transformer Models

Transformer models are adept at capturing long-
term dependencies by leveraging multi-head atten-
tion and positioned embedding mechanisms. This
approach facilitates a robust understanding of the
relationships between words, which is essential for
obtaining a richer, contextualized representation
of the argument’s context (Aziz et al., 2023). In
this study on hate speech detection, we select three
state-of-the-art multilingual and language-specific
Transformer models as our foundation (Kim et al.,
2022), including BanglaBERT, XLM-RoBERTa,
and MuRIL. These models were chosen to effec-
tively handle the lexical diversity present in our
dataset, serving as the base architectures upon
which our fine-tuning, Transformer-based approach
is applied.

3.2 Fusion of Transformer Models

In the field of natural language processing (NLP),
combining the strengths of multiple models is a
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standard technique to boost performance beyond
the capability of any single architecture and miti-
gate individual model limitations. Our proposed
framework adopts a fusion strategy to synthesize
the capabilities of BanglaBERT, XLM-RoBERTa,
and MuRIL (Romim et al., 2022).

We achieve this synergy by estimating a sin-
gle, unified probability score for each classification
class. This score is derived from fusing the pre-
diction scores generated independently by each of
the three fine-tuned Transformer models. Specifi-
cally, we employ the weighted probabilistic mean
of these three probability scores for the fusion pro-
cess. By applying weights, we can prioritize the
output of the model that shows the highest reliabil-
ity or relevance for a given prediction. The final
label for the input text is then determined by select-
ing the class associated with the resulting highest
fused probability score.

4 Experiments and Results

4.1 Dataset and Preprocessing
We used the official datasets (Hasan et al., 2025a)
provided by the Bangla Multi-task Hate Speech
Identification Shared Tasks organizers (Hasan et al.,
2025b). As shown in Table 1, the training, devel-
opment, and test sets contain Bangla text instances
annotated with six categories for subtask 1A. On
the other hand, Table 2 shows the data distribution
of subtask 1B that contains 5 categories of labels,
such as None, Individual, Society, Community, and
Organization.

Labels Counts

None 19954
Profane 2331
Abusive 8212
Sexism 122
Political Hate 4227
Religious Hate 676

Table 1: Label counts of training dataset (subtask 1A).

The dataset used in this study exhibited a sig-
nificant class imbalance, where some classes were
underrepresented compared to others. To mitigate
this issue during training, we employed a weighted
cross-entropy loss (Vázquez-Osorio et al., 2024).

Lweighted = −
C∑

i=1

wi yi log ŷi

Labels Counts

None 21190
Individual 5646
Society 2205
Community 2635
Organization 3846

Table 2: Label counts of training dataset (subtask 1B).

In this formulation, C denotes the total number of
classes in the dataset. The term yi represents the
ground-truth label for class i expressed in a one-hot
encoded format, while ŷi corresponds to the pre-
dicted probability assigned by the model to class i.
The coefficient wi is a class-specific weight that de-
termines the relative importance of each class in the
loss calculation, assigning larger penalties to mis-
classifications from minority classes and smaller
penalties to the majority classes. The class weights
wi were derived from the distribution of the train-
ing data using the following expression:

wi =
N

C ni
(1)

Here, N is the total number of training sam-
ples, ni denotes the number of samples belong-
ing to class i, and C again is the total number of
classes. This formulation ensures that classes with
fewer instances are assigned proportionally higher
weights, thereby balancing the contribution of each
class to the overall loss and reducing the bias to-
wards majority classes. (Al Maruf et al., 2024).
We tokenized texts separately for each model using
their respective models’ tokenizers, BanglaBERT,
XLM-RoBERTa, and MuRIL, splitting into sub-
word units, padding or truncating to 256 tokens,
and converting them to PyTorch tensors for train-
ing, validation, and testing.

4.2 Experimental Settings

We now present the details of the experimental
setup, including the specific hyperparameter con-
figurations and fine-tuning strategies utilized to
develop our proposed system. We performed the
fine-tuning process using the following key config-
urations, which were defined within the Training
Arguments class. The models were trained for three
epochs. We utilized a training batch size of 16, and
set the learning rate to the standard pre-trained op-
timization value of 2e-5. Additionally, a weight
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decay of 0.01 was applied to mitigate overfitting.
Training logs were recorded every 50 steps. To
optimize resources, we disabled immediate eval-
uation during training and set the model saving
frequency to zero. In our weighted probabilistic
fusion, we consider weights of 0.5, 0.3, and 0.2
for BanglaBERT, XLM-RoBERTa, and MuRIL, re-
spectively, based on their individual performance.

4.3 Results and Analysis

To evaluate the performance of the participant’s
system at the BLP25 hate speech detection shared
task (Hasan et al., 2025b), the micro f1 score is con-
sidered as the main evaluation matrics for subtask
1A and subtask 1B.

Team Position Score

shifat_islam 1st 0.7362
SyntaxMind 2nd 0.7345
nahidhasan 7th 0.7305
CoU-CU-DSG 10th 0.7273
pritampal98 19th 0.7057
programophile 21st 0.7013
intfloat 33rd 0.6634

Table 3: Comparative results with other selected partici-
pants (Subtask 1A).

Team Position Score

mahim_ju 1st 0.7356
shifat_islam 2nd 0.7335
nahidhasan 8th 0.7279
CoU-CU-DSG 15th 0.7114
pritampal98 19th 0.6974
lamiaa 24th 0.2848

Table 4: Comparative results with other selected partici-
pants (Subtask 1B).

The performance of our proposed system in the
BLP25 hate speech detection shared task is ana-
lyzed across Subtask 1A and Subtask 1B in this
section. Table 3 and Table 4 present the compar-
ative results for Subtask 1A and Subtask 1B, re-
spectively, contrasting our system with other top
entries. At first, we presented the performance of
our proposed system. We also presented the per-
formance of top-ranked participating systems and
the baseline used in subtask 1A and subtask 1B.
Here, we see that our proposed method obtained

Method Dev set Test set

BanglaBERT 0.7356 0.7156
XLM-R 0.6937 0.6735
MuRIL 0.6846 0.6628
BanglaBERT+XLM-R 0.7308 0.7242
BanglaBERT+MuRIL 0.7348 0.7211
XLM-R+MuRIL 0.7225 0.7078

Proposed Fusion Model 0.7456 0.7273

Table 5: Ablation study of our proposed model (Subtask
1A). XLM-R represents the XLM-RoBERTa model.

a good score in terms of the primary evaluation
metric micro f1 score.

In our proposed system, we perform the effective
fusion of three Transformer models. However, to
validate the performance of our fusion strategy, we
conduct evaluate the performance of each model
used in our proposed system. The results of the
ablation study of our proposed model are articu-
lated in Table 5. From the results, it is observed
that BanglaBERT performed better compared to
other models when considering individual model
performances. However, combining the three mod-
els’ prediction scores by using a weighted average
improved the performance. It shows that the fusion
strategy improve the ∼2% performance compared
to the BanglaBERT model and improves the ∼6%
performance compared to the other two models
in terms of the evaluation measure micro f1 score.
This validates the importance of our fusion strategy.

5 Conclusion and Future Directions

In this paper, we present an approach to detect hate
speech from Bangla texts leveraging three BERT
variants, including BanglaBERT, XLM-RoBERTa,
and MuRIL, with an effective weighted fusion strat-
egy. Experimental results demonstrate the effi-
ciency of our fusion model, which helped us to
obtain a competitive position in both subtask 1A
and subtask 1B.

In the future, we intend to explore feature en-
gineering, training strategies, and other pretrained
models for further improvement. We also have a
plan to explore the external knowledge of other
similar domains, as well as the strength of large
language models (LLMs) in this task.
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Limitations

Although our proposed weighted probabilistic fu-
sion approach demonstrates promising improve-
ments for Bangla hate speech detection, some lim-
itations remain. First, the performance of the
fused models is still bounded by the representa-
tional capacity and pretraining data of the individ-
ual language models. For example, BanglaBERT is
trained primarily on curated Bangla corpora, while
XLM-RoBERTa and MuRIL include multilingual
data, which may introduce noise or under-represent
Bangla-specific linguistic phenomena such as code-
mixing, dialectal variations, or colloquial expres-
sions. Second, despite our fusion strategy improv-
ing the performance, more adaptive or robust fusion
mechanisms could potentially yield stronger results.
Finally, although our method reduces variance com-
pared to relying on a single model, it increases
computational cost during inference by requiring
predictions from multiple language models. This
may limit practical deployment in low-resource or
real-time settings.
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Cagri Toraman, Furkan Şahinuç, and Eyup Yilmaz.
2022. Large-scale hate speech detection with cross-
domain transfer. In Proceedings of the Thirteenth
Language Resources and Evaluation Conference,
pages 2215–2225, Marseille, France. European Lan-
guage Resources Association.

Jesús Vázquez-Osorio, Gerardo Sierra, Helena Gómez-
Adorno, and Gemma Bel-Enguix. 2024. PCICU-
NAM at WASSA 2024: Cross-lingual emotion detec-
tion task with hierarchical classification and weighted
loss functions. In Proceedings of the 14th Workshop
on Computational Approaches to Subjectivity, Sen-
timent, & Social Media Analysis, pages 490–494,
Bangkok, Thailand. Association for Computational
Linguistics.

497

https://aclanthology.org/2025.coling-main.446/
https://aclanthology.org/2025.coling-main.446/
https://aclanthology.org/2025.coling-main.446/
https://doi.org/10.18653/v1/2024.naacl-long.400
https://doi.org/10.18653/v1/2024.naacl-long.400
https://doi.org/10.18653/v1/2024.naacl-long.400
https://doi.org/10.18653/v1/2024.naacl-long.400
https://aclanthology.org/2022.lrec-1.238/
https://aclanthology.org/2022.lrec-1.238/
https://doi.org/10.18653/v1/2024.wassa-1.48
https://doi.org/10.18653/v1/2024.wassa-1.48
https://doi.org/10.18653/v1/2024.wassa-1.48
https://doi.org/10.18653/v1/2024.wassa-1.48

