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Abstract

Detecting hate speech in Bangla is challenging
due to its complex vocabulary, spelling varia-
tions, and region-specific word usage. How-
ever, effective detection is essential to ensure
safer social media spaces and to take appropri-
ate action against perpetrators. In this study,
we report our participation in Subtask A of
Task 1: Bangla Hate Speech Detection (Hasan
et al., 2025b). In addition to the provided 50K
Bangla comments (Hasan et al., 2025a), we
collected approximately 4K Bangla comments
and employed several data augmentation tech-
niques. We evaluated several transformer-
based models (e.g., BanglaBERT, BanglaT5,
BanglaHateBERT), achieving the best perfor-
mance with a micro-F1 score of 71% and se-
curing 18th place in the Evaluation Phase.

1 Introduction

As social media continues to grow in popular-
ity, particularly among children and adolescents
(Lenhart et al., 2010; Li et al., 2021), it is imper-
ative to address hateful content. Therefore, effec-
tive detection and restriction of hate comments on
the internet is necessary.

Identification of hate speech in the English lan-
guage has reached an accuracy of 98.0% (Saleh
et al., 2021), allowing platforms to identify most
of the offensive contents and take appropriate ac-
tion according to the social media platform’s terms
and policies (Schmidt and Wiegand, 2017). Com-
pletely banning hate speech also can be seen as a re-
striction of freedom of speech on the internet. If a
hate comment is not protected by the moral right to
freedom of expression, it falls under a moral duty
to refrain from hate speech, or against the law of
the state, restrictions or banning on the comment
can be applied (Howard, 2019).

With over 173.8 million Bengali speakers in
Bangladesh, of whom approximately 45.0 mil-
lion are active social media users (Sarkar, 2024;

Haque et al., 2023), the development of an effec-
tive hate speech detection system is crucial for en-
suring a safer online environment for this large
community. Advancing research in this domain
not only safeguards users but also contributes to
the broader objective of enhancing large language
models (LLMs) to identify hate speech across di-
verse languages, thereby enabling them to issue
warnings or implement preventive measures when
necessary.

Detecting hate speech in Bangla contains big-
ger challenges due to its morphological rich-
ness with diverse synonyms (Farzana, 2021; Ali
et al., 2008), regional variations, and context-
based meanings. Therefore, hate speech detec-
tion models for Bangla remain less effective with
a small amount of data (Tanvir Alam and Mofi-
jul Islam, 2018). Consequently, children remain
vulnerable to harmful content, while individu-
als spreading hate in Bangla often go undetected
and unpunished. However, recent models, such
as BanglaHateBERT, showed prominent perfor-
mance on the hate speech detection task (Jahan
etal., 2022).

In this study, Several Bangla-specific trans-
former models, including BanglaT5 (Bhattachar-
jeeetal., 2023), BanglaBERT (Bhattacharjee et al.,
2021), BanglaHateBERT (Jahan et al., 2022), are
experimented with different types of data augmen-
tation methods.

Our contribution can be summarized as follows:

* Experimented with five transformer-based
models to achieve a micro-F1 score of 71%

* Newly collected 3,874 data-points from
Bangla YouTube comments and added to the
training dataset

* Analyzed the errors in the dataset to find lim-
itations
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2 Related Works

Hate speech detection is a problem that researchers
have been working to improve over the past few
decades (Tontodimamma et al., 2021). However, it
remains a challenging task for many reasons. The
definition of hate speech varies significantly across
regions, time periods, and different political, eco-
nomic, and social contexts (Parekh, 2006).

Overfitting behavior is found to be very frequent
among hate speech detection systems because the
domain is vast, covering areas such as race, reli-
gion, gender, sexuality, etc in any language (Moy
et al., 2021). However, a multilingual online hate
speech detection system has been developed to
identify hate speech in English, Italian, and Ger-
man, demonstrating satisfactory performance in
these languages (Corazza et al., 2020).

In Bangla, various transformer-based models
have been utilized to identify offensive content
from Banglish Facebook comments in a multi-
label setup (Raihan et al., 2023). However, a sur-
vey on textual hate speech detection highlights
that despite the advances of deep learning, par-
ticularly transformer-based models, progress is
limited by weak datasets, inconsistent definitions,
and poor generalization (Alkomah and Ma, 2022).
Hence, these challenges are especially pronounced
for Bangla, where datasets remain scarce (Romim
et al., 2021).

In their work, (Hossain Junaid et al., 2021)
evaluates machine learning and deep learning ap-
proaches for Bangla hate speech detection, report-
ing that logistic regression achieved the highest
accuracy (96.2%) among machine learning meth-
ods, while a GRU-based model outperformed all
approaches. In contrast, applying SVM and Naive
Bayes to 1,339 Bangla samples with Naive Bayes
reached a maximum accuracy of 72% (Ahammed
et al., 2019). These results suggest that deep learn-
ing models are generally more effective than tradi-
tional machine learning methods for this task.

In a study on benchmarking transformer mod-
els for violence detection in Bangla YouTube com-
ments, and showed that data augmentation with
500 samples improved F1 scores, emphasizing the
value of additional context-specific data (Saha and
Nanda, 2023). Another work (Sharif et al., 2022)
introduced a multi-label Bangla dataset of aggres-
sive sentences, where BanglaBERT achieved the
highest weighted Fl-scores (92%) in detection.
These findings indicate that expanding the dataset

and using BanglaBERT can increase accuracy in
our task.

Similarly, the research (Romim et al., 2022)
benchmarked multiple models across eight Bangla
datasets by exploring various model—feature com-
binations and reporting variations in Fl-scores.
Their frequency-based word cloud analysis of tra-
ditional and non-traditional swear words informed
our data augmentation, where high-frequency
terms were incorporated into the training dataset.

A detailed description of the data collection
strategy has been described in the research (Haider
et al., 2025), which we have followed in our re-
search. Four sequential steps are followed in the
paper to generate the dataset Figure 1. Moreover,
back-translating (Bangla -> English -> Bangla)
dataset approach was performed to add diversity
into the dataset, where the GRU and Attention tech-
niques provided high accuracy up to 98% (Faruqe
et al., 2023). Most of the research shows that the
model BanglaBERT performs best for detecting
Bangla hate speeches, where the data has variation
(Tariquzzaman et al., 2023; Bhattacharjee et al.,
2022; Das et al., 2022). Data Augmentation using
translation and back-translation is discussed as an
effective method to gain better accuracy in some
research with the Bangla dataset (Tariquzzaman
etal., 2024; Aziz and Islam, 2025; Khandaker et al.,
2025).

Data
[Data ScrapingHData FilteringHData Cleaning Annotation &
Validation

Figure 1: Data Augmentation Steps

3 System Description

This section describes how the system classifies
Bangla hate content, dataset description, and dif-
ferent augmentation techniques used to achieve
the highest micro-F1 score. All the code' and
datasets? used for the task are publicly available.

3.1 Task Description

The goal of the shared task is to recognize Bangla
hate comments. The input is Bangla sentences, and
the output is to detect the type of hate. Both input

"https://github.com/Heisenberg71/blp25_
taskl/blob/main/example_scripts/subtask_1A_
DistilBERT_example.ipynb?short_path=3504d21

"https://github.com/Heisenberg71/blp25_
taskl/tree/main/data/subtask_1A
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and output is in TSV file format. There are a to-
tal of 6 types of hate classification: Abusive, Sex-
ism, Religious Hate, Political Hate, Profane, and
None.

3.2 Initial Dataset Description

The initial dataset is provided by the shared task
organizers that contains about 35K labeled Bangla
comments from YouTube for training (Hasan et al.,
2025a). An example of a training dataset is given
in Table 8. The labels are shown with frequency
and percentages in the training data set, where the
majority of hate types are None Table 1.

Label Frequecy Percentage
Abusive 8,212 23.12%
Sexism 122 0.34%
Religious Hate 676 1.90%
Political Hate 4,227 11.90%
Profane 2,331 6.56%
None 19,954 56.16%
Total 35,522 100%
Table 1: Training data frequency of the provided
Dataset

3.3 Data Collection

We have extracted additional 3,874 Bangla com-
ments from two videos® from a very popular polit-
ical YouTube channel* in Bangladesh. We have
used an online tool named® for collecting com-
ments.

The collected comments contained URLs,
emails, digits, punctuation marks, emojis, letters
from other languages(English, Hindi, Arabic, etc),
and special symbols that are unnecessary and
holds little to no information on hate classification.
Therefore, it was cleaned using BNLP’s CleanText
text cleaning package® and manual review. A
summary of the collected data set is stated in
Table 6 and Figure 2.

The collected data is used as testing data, and
BanglaBERT is used to label the type of hate. Fi-
nally, the annotated data points are added to the
testing dataset.

*https://www.youtube.com/watch?v=
GvDDgxbfSYk, https://www.youtube.com/watch?
v=Qb0YZc1lK_-8

*https://www.youtube.com/c/
pinakibhattacharya

*https://youtubecommentsdownloader . com/
*https://github.com/sagorbrur/obnlp

* Abusive
e Sexism

Religious
Hate

e Political
Hate

Profane
None

54.6%

Figure 2: Distribution of hate percentage across labels

3.4 Data Augmentation: Synonym-based

Synonym-based augmentation was applied to the
collected dataset to increase its variability while
preserving semantic consistency. Specifically, a
set of words frequently used in Bangla hate speech
was identified (Romim et al., 2022), and selected
words in the dataset were randomly replaced with
their synonyms. This ensured that the type of hate
expressed in the comments remained unchanged
while introducing linguistic diversity. An illustra-
tive example of this process is provided in Table 2.

Words  Synonyms
el eI ¢l
Fel TSI M
s =7l
By BEIRC)
ey &

G| BGEGH
QAR o
A F8
@ eifSors
gk LQEYE]
] NI
oM PAcH]

Table 2: Some example of words that replace randomly
on the dataset

3.5 Data Augmentation: Back-translation

We augmented the dataset through back-
translation, translating the original Bangla
data into English and then translating it back to
Bangla using the Google Translate API, which
introduced lexical and syntactic variations. A
total of 27,000 data points were processed using
this approach. While back-translation proved
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effective in increasing diversity within the dataset,
we observed that it frequently altered the type
of hate expressed in certain comments. Such
semantic shifts caused different between the
original and translated labels, making the dataset
unsuitable for training without extensive human
review and relabeling. Given the impracticality
of manually verifying a dataset of this scale, we
ultimately decided not to use the dataset for model
training. Illustrative examples of back-translated
comments are provided in Table 9, and a detailed
summary is presented in Table 7 and Figure 3.

® Abusive
® Sexism 35.9%
Religious

Hate

e Political
Hate

Profane

9.5%

None

Figure 3: Distribution of hate percentage across labels
in the back-translated dataset

3.6 Methodology

Approaches taken to improve the micro-F1 scores
are described below.

Tokenization We used the Basic Tokenizer from
BNLP’ , which is specifically designed for Bangla
text. This tokenizer provided more effective pre-
processing of Bangla comments, thereby enabling
the models to learn linguistic patterns more accu-
rately and improving their ability to detect hate
speech.

Stopwords Many Bangla words do not con-
tribute significantly to the meaning of a sentence,
and their removal does not alter the underlying se-
mantics. To address this, we employed a stopword
removal tool from the Bangla corpus to eliminate
stopwords and punctuations. This preprocessing
step ensures that the model receives only the mean-
ingful components of a sentence as input. A list of
commonly used Bangla stopwords is provided in
Table 12.

"https://github.com/sagorbrur/bnlp/tree/
main

Models The initial configuration was set to a
single epoch. Through iterative experimentation,
we found that training the model for three epochs
yielded better performance within a shorter train-
ing time. Increasing the number of epochs be-
yond three led to overfitting, resulting in poor gen-
eralization on the test set. For model selection,
we initially experimented with DistilBERT, but
subsequently trained HateBERT, BanglaBERT,
BanglaHateBERT, and BanglaT5 on the prepro-
cessed dataset. =~ Among these, BanglaBERT
achieved the best performance on the provided test
set. The hyperparameter settings for the experi-
ments are summarized in Table 3.

Hyperparameters Details
Dropout rate 0.1
Number of epochs 3
Training, validation, test split ratio ~ 80:5:20
Learning rate 2e7°
Optimizer AdamW

Table 3: Hyperparameters of models (DistillBERT,
HateBERT, BanglaBERT, BanglaT5, and BanglaHate-
BERT)

3.7 Results and Discussion

We experimented with different models to achieve
the best micro-F1 score. Figure 4 presents the
performance of these models, where BanglaBERT
with the augmented dataset achieved the high-
est micro-F1 score of 0.71 on the released test
set during the evaluation phase. Although mod-
els such as BanglaHateBERT and BanglaT5 were
also used, BanglaBERT consistently outperformed
them. The hyperparameters used for fine-tuning
the models are provided in Table 3.

We observed that models specifically trained
for the Bangla language, such as BanglaHate-
BERT and BanglaBERT, outperformed general
hate speech detection models like HateBERT. Fur-
thermore, data augmentation proved to be a crucial
factor in our study, enhancing the performance of
BanglaBERT and achieving the highest micro-F1
score of 71%.

However, due to the limited number of label
samples of Sexism and Religious Hate in the
training set, none of the models were able to iden-
tify comments belonging to this category effec-
tively. A more detailed analysis of this limitation
is provided in the error analysis section.

479


https://github.com/sagorbrur/bnlp/tree/main
https://github.com/sagorbrur/bnlp/tree/main

DistillBERT 0.11

BanglaT5

HateBERT

BanglaHateBERT

Micro-F1 Score
o )8 |

BanglaBERT

BanglaBERT
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augmentation

0.0 0.2 0.4 0.6

Models

Figure 4: Micro-F1 scores of different approaches

4 Error Analysis

The representation of Sexism and Religious Hate
in the dataset are extremely limited. Only 122 in-
stances labeled as Sexism are present in the 35,523
training data points, accounting for merely 0.34%
of the total training set. Consequently, every
model we used fails to identify any occurrences of
sexism in the test set, primarily due to the insuffi-
cient availability of training examples required to
effectively learn and detect this category Table 4.

Data #data # Sexism P.
Train 35,523 122 0.34%
Test 10,200 29 0.28%

Table 4: Dataset description for Sexism. P.: Percentage

Similarly, only 1.90% training data points is on
religious hate making it difficult to detect Table 5.

Data #data #R.H. P.
Train 35,523 676 1.90%
Test 10,200 179 1.75%

Table 5: Dataset description for Religious Hate. R.H.:
Religious Hate, P.: Percentage

Some comments fall within the scope of multi-
ple hate labels. However, assigning only one la-
bel to such comments creates accuracy issues. A
single comment may correspond to two or more
labels, but our model can output only one of the
detected labels. If the test data assigns a different
label than the one predicted, the model’s score de-
creases, even though it has correctly identified the
comment as hateful in Table 10 containing multi-

ple hate type in a comment. Variation of hate detec-
tion between labels in the test set and BanglaBERT-
generated labels.

There are also some data points on the test
set that are not labeled correctly. However,
BanglaBERT was able to label them correctly Ta-
ble 11.

5 Conclusion and Future Scopes

This paper states the experiments we have per-
formed to complete the shared task. Using the
Bangla Tokenizer and the stopword removal tech-
nique is proven to be a very good pre-processing
technique. We have collected comments from
YouTube and labeled them carefully, then add
them to the training set, and that improved the over-
all micro-F1 score. Lastly, we have utilized var-
ious well-known models that have demonstrated
effectiveness in generating good results in Bangla.
Among these, BanglaBERT performed best for our
test and training datasets. Future studies will in-
vestigate the capabilities of LLMs and explainable
hate speech detection for Bangla.

6 Limitations

The synonym-based dataset often make illogical
sentences. The translators that are available are
not good enough to preserve the whole meaning of
a sentence. Moreover, comments are now depen-
dent on recent political or socio-economic events.
Therefore, a comment can be normal, but accord-
ing to context, a normal sentence meaning can
change to a hateful comment.

The model tested here is for specialized for the
Bangla language. But, there are many multilingual
models exists that can be very good to detect hate-
ful comments over the internet, which have not
been experimented with in this research. Similarly,
the Bangla Basic tokenizer has been tried only in
research. But, there are other Bangla tokenizers ex-
ists that can be improve the F1 score of the dataset.
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A Appendix

Label Frequecy
Abusive 1,154
Sexism 0
Religious Hate 30
Political Hate 327
Profane 241
None 2,122
Total 3,874

Table 6: Training data frequency of the collected
Dataset
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Label Frequecy
Abusive 9,366
Sexism 122
Religious Hate 706
Political Hate 4,554
Profane 2,572
None 9,680
Total 27,000

Table 7: Training data frequency after back-translation

e Wel e
M= BRI

el ey
ORISR W12

Text Label
Tfefe @ Hres Abusive
Bl SRIER)

(IR ((

QY WRAE Sexism

A AR YO TS
33 3oy IR

Religious Hate

Q4T W IR
(oIC WIE @2 &K
FAferoror A i

Political Hate

SR EeE

Profane

NG BT GnsHl
e SN 36O

(ARTAN 26 el

None

Table 8: Sample dataset for each of the categories
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Bangla Translated | Translated

English Bangla
O T | [ can  also | @I @ GeN |
afe Wce | give  such | e s
anfa assurance onfa
A& Jrelfd | Sala Bengali | ATl el
@<l oMl | fools are | (IS A4S
oife @M | more cheeky | 56w
AeT  WIER
o3 R
coltng
I @Mt | Why  not | ¥<A6 R€TR
@ S | before  the | TS (& T
R news  hap-

pened
87 dJNKIt | Ole Babale | ST I
AN 23 | Amal pants | STe| D
fSter (51t | are wet. You | (& [l
QN A 77 | eat dudu first | ST 77 A=
CYT 0
©f @ | Your bunch | StomE g™
gw  W*F | of  Chudi | T*F (RER
@& BIFl | Ma*i’s son | @& wIfHH
RIECAE] is  money | ©FI IR Tl
I AT | smuggled Glici R
©F JqICAMMS | on the street | ADI <
B0 without o

Father

Table 9: Example of back-translation in the dataset



Text

Labels
on Test
set

Label by
Bangla
BERT

SO Wlelel
ww ffews

Political
Hate

Abusive

(VORI

Political
Hate

Abusive

Profane

Abusive

Abusive

Profane

Profane

Political
Hate

Table 10: Datapoints containing multiple hate type in a
comment. Variation of hate detection between labels in

test set and BanglaBERT generated labels

Text Incorrect | Correctly
Labels Labeled
on Test | by
set Bangla

BERT
nreg e RO | Abusive | None

YRE oAl

g HAF

GeIFRI SR AleTl

FIb] T (AR

g g A1ts | Abusive | Political

e Ao Hate

N AICH @RI

TS CACY

(&0 GIRIRT | None Political

for oM W Hate

SR G gAife

TS FCF A5 ST

432 32T R @bl

Q0] B IR

Table 11: Correctly labeled by BanglaBERT but incor-

rect labels in test set

Bangla Stopwords Meanings
GR and

8 and

&) that

s what/that
g but

Ul I

) he/she
Ol good
QA many/much
Qi and/again
U[4] before

Qe now

A many/much
QA= from

AR and

Table 12: Some example of popular Bangla Stopwords
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