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Abstract

Language models have demonstrated remark-
able performance on complex multi-step rea-
soning tasks. However, their evaluation has
been predominantly confined to high-resource
languages such as English. In this paper, we
introduce a manually translated Bangla multi-
step reasoning dataset derived from the En-
glish REVEAL dataset, featuring both binary
and non-binary question types. We conduct
a controlled evaluation of English-centric and

Bangla-centric multilingual small language
models on the original dataset and our trans-
lated version to compare their ability to ex-
ploit relevant reasoning steps to produce cor-
rect answers. Our results show that, in compa-
rable settings, reasoning context is beneficial
for more challenging non-binary questions, but
models struggle to employ relevant Bangla rea-
soning steps effectively. We conclude by ex-
ploring how reasoning steps contribute to mod-
els’ predictions, highlighting different trends
across models and languages. '

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable versatility across a wide spec-
trum of natural language processing tasks (Radford
etal., 2019). A pivotal breakthrough in enhancing
their complex reasoning capabilities has been the
introduction of Chain-of-Thought (CoT’) prompt-
ing (Wei et al., 2022), which encourages models
to generate intermediate reasoning steps before ar-
riving at final answers, yielding substantial perfor-
mance improvements (White et al., 2024; Wang
et al., 2022). Despite these advances, the evalua-
tion of LLM reasoning capabilities remains heav-
ily skewed toward high-resource languages, creat-
ing significant gaps in our understanding of how
these models perform across linguistically diverse

'Dataset: https://huggingface.co/datasets/
khondoker /reveal-bangla, licensed CC-BY-ND 4.0
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Question Question

BT B3R (19 35 13 ©oF Would the author of Little Women have
SO TG AT T remembered the ratification of the
@uaferea? 13th Amendment?

Evidence Evidence

(1) TP goang ST amet
SIROTMERY, 2B 3 APradq, Arenefe

(1) Thirteenth Amendment to the
United States Constitution, Proposal
and...

Steps Steps

(1) 13 ©F FCNLIT 1865 AT (1) The 13th Amendment was ratified

IS TR in 1865.

(2) e BIWER (T4 357 ¥ (2) Louisa May Alcott, the author of

TG 1832 AT Sz FE| Little Women, was born in 1832.

(3) 9Z®IR, 13 ©F FONGA AFEAEMEA  (3) Thus, she would have been 33 years

TN O I35 33 27 3| old when the 13th Amendment was

(4) 183 57 13 o7 sRetasa ratified.

AR BT T @I (4) It is likely that she would have
remembered the ratification of the
13th Amendment.

Answer Answer

B 2 AT The answer is yes.

Figure 1: A Row instance of REVEAL-Bangla contain-
ing translated Question, Evidence, Reasoning Steps and
Answer from REVEAL.

contexts. In this work, we focus specifically on the
Bangla language, which boasts 268 million speak-
ers and ranks as the sixth most spoken language
globally?, particularly for its computationally chal-
lenging morphological richness (Choudhury et al.,
2007; Das et al., 2010). As the native language of
Bangladesh and the second most prominent Indo-
Aryan language after Hindi (Eberhard et al., 2021),
Bangla represents a critical case study for cross-
lingual reasoning evaluation. The growing tech-
nological transformation in densely populated and
economically emerging regions where Bangla is
spoken (Rahman, 2024) underscores the urgent
need for developing faithful Al technologies that
can enhance social welfare and economic oppor-
tunities. While recent work in Bangla focused on
simple extractive or multiple-choice question an-
swering Ekram et al. (2022); Shafayat et al. (2024);

“https://en.wikipedia.org/wiki/List_of
languages_ by total number_of speakers
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Rony et al. (2024), to our knowledge, no datasets
with human-validated reasoning steps are available
for this language. This lack of resources hinders
our ability to assess and improve the reasoning ca-
pabilities of LLMs in the Bangla language.

In this work, we address this gap by intro-
ducing REVEAL-Bangla, a manually translated
Bangla version of a subset of the English REVEAL
dataset, containing annotated multi-step reason-
ing chains with gold answers. We exploit our re-
source and its original English counterpart to eval-
uate the abilities of two small language models—
both proficient in Bangla and English, but one pre-
dominantly English-centric, and the other mainly
Bangla-centric—in exploiting reasoning step to
produce the correct answers given a query, fol-
lowing recent work showing how non-English lan-
guages can harm reasoning abilities in LLMs (Qi
et al., 2025).

Moreover, recent cross-lingual studies have re-
vealed that generated reasoning chains often ex-
hibit inconsistencies and produce misleading in-
termediate steps, raising questions about their ex-
planatory reliability (Lanham et al., 2023; Paul
et al., 2024). To address these concerns, post-hoc
attribution techniques have emerged as valuable
tools for analyzing models’ internal processes by
assigning importance scores to context elements
such as summarization (Varun et al., 2024) and re-
trieved documents (Qi et al., 2024; Cohen-Wang
et al., 2024), thereby revealing their contribution
to final predictions. We exploit a similar method-
ology using the ConTExTCITE method (Cohen-
Wang et al.,, 2024) to examine how reasoning
steps contribute to model answers in English and
Bangla, highlighting different patterns of impor-
tance across the two languages.

2 Related Work

Large Language Models (LLMs) operate as prob-
abilistic sequence predictors, estimating the like-
lihood of the next token given previous context
(Vaswani et al., 2017; Radford et al., 2019). For
practical application, explicit training on instruc-
tions was found to further improve answer qual-
ity (Sanh et al., 2022; Wang et al., 2022). Recently,
eliciting reasoning from LLMs, e.g. via step-by-
step Chain of Thought reasoning (CoT, Wei et al.,
2022), was found to further improve the response
accuracy for complex queries.

Some popular reasoning datasets in English in-

32

clude STRATEGYQA (Geva et al., 2021), featur-
ing reasoning- and knowledge-intensive yes/no
queries; Fermi (Kalyan et al., 2021), compris-
ing estimation questions that require numerical an-
swers and a blend of knowledge and reasoning;
MuSIQuE (Trivedi et al., 2022), which includes
multi-hop reasoning questions with free-text entity
answers, generated from Wikipedia paragraphs;
and SporTs UNDERSTANDING (Srivastava et al.,
2022), consisting of yes/no questions that demand
reasoning about sports players, leagues, and ma-
neuvers. Jacovi et al. (2024) combined the afore-
mentioned datasets and human-annotated each
LLM-generated step in terms of attribution rel-
ative to provided Wikipedia paragraphs and logi-
cal coherence in light of previous reasoning steps.
The resulting dataset, dubbed REvVEAL, was used
to prompt capable LLMs in a chain-of-thought set-
ting and analyzed using Natural Language Infer-
ence (NLI) classifiers to evaluate model-generated
responses. In our work, we manually translate a
subset of REVEAL into Bangla and adopt their setup
to evaluate cross-lingual English-Bangla models.

Recently, Jin et al. (2024) explored small and
large parameterized models, revealing a linear re-
lationship between accuracy and the number of
reasoning steps. We conduct a similar analysis,
focusing particularly on small language models
(SLMs) with a manageable size (1B parameters).
SLMs were recently found capable of high-quality
answers in RAG setups (Huang et al., 2024; Liu
et al., 2024b), with relevant input information com-
pensating for their limited reasoning abilities. In
this work, we use annotated Cols produced by
larger LLMs to investigate whether SLMs can ef-
fectively leverage reasoning information in English
and Bangla.

3 Development of REVEAL-Bangla

3.1 Data Collection

We start by selecting a subset of the REVEAL
dataset.> Provided we want to test the ability of
SLMs to obtain the correct answer given valid rea-
soning chains, we focus specifically on examples
having all reasoning steps as either logical or fully
attributable to the provided Wikipedia paragraphs.
Furthermore, among the three models considered
by the REVEAL authors to generate answers, we de-
cided to choose the two models with the most an-
swers, i.e., Flan-UL2-20B (Tay et al., 2022) and

https:/ /huggingface.co/datasets/google /reveal
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GPT-3 (text-davinci-003, Brown et al., 2020).4
We obtain a total of 104 unique questions, with
188 evidence paragraphs and 355 reasoning steps.
While only 60% of all the steps are fully attributed
to context, all steps are logically relevant. The
dataset contains 70% yes—no binary questions,
making it especially fitting for verifying the rele-
vance of reasoning steps towards a simple atomic

ElIlSWf:I'.5

Translation The English—Bangla translation of
the selected subset (751 texts) was performed by
a native Bangla-speaking graduate student. Dur-
ing the translation process, some digits and cer-
tain terms were left unchanged, for instance 76ers
(a basketball team in the NBA), g/dL (Grams
per decilitre), /kavend/ (pronunciation of Henry
Cavendish), Equipe d’Haiti de football (French
spelling of the Haitian National Football Team),
inter alia. As an additional analysis, we assess
the quality of automatic translations from Google
Translate on the same subset, finding high-quality
outputs for health and historical data, but subpar
performance on the SPORTS UNDERSTANDING sub-
set (examples in Appendix D). Generally, auto-
matic translations were of higher quality when per-
formed one sentence at a time. We employ only the
manually translated subset in our evaluation.

4 Evaluation

Model Selection For our evaluation on RE-
vEAL and our Bangla variant, we use Llama-
3.2-1B-Instruct (or EngLlama) (Grattafiori et al.,
2024) and Banglal.L.ama-3.2-1b-bangla-alpaca-
orca-instruct-v0.0.1 (or BenLlama) (Zehady et al.,
2024). EngLlama is a popular English-centric
multilingual SLM, while BenLlama is a Bangla-
centric model fine-tuned from EngLlama using
BanGLA-ALPACA-ORca, a collection of instruction
tuning examples including the popular ALpaca and
OpeNORcA datasets (Taori et al., 2023; Lian et al.,
2023) automatically translated into Bangla. Impor-
tantly, despite their different language focus, both
models maintain answering capabilities in both
English and Bangla, motivating our cross-lingual
analysis.

Prompting Setup We experiment our methods
on two main settings: (1) gen_ ans, where the

“We do not include Flan-PaLM-540B (Longpre et al.,
2023) due to our limited evaluation resources.

SWe present the counts and tokens distribution of steps and
evidence in Figures 5 and 6 in the Appendix.
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model produces an answer without any reason-
ing step and (2) w__cot__gen_ ans, where we pro-
vide the model with the annotated reasoning steps
from REvVEAL and ReveaL-Bangla.® Both mod-
els were tested on the English and Bangla RE-
VEAL subsets containing the same examples, us-
ing a prompt including the query and relevant
evidence paragraphs, plus the reasoning steps in
the w__cot__gen_ ans setting.7 We test our mod-
els on Nvidia A100 GPU, using greedy decod-
ing for reproducible results, and limiting out-
put length to 256 tokens. Reasoning steps in
the w_cot_gen_ans setting are appended to
the assistant portion of the chat, using con-
tinue_ final message = True to let the model
complete the generation by producing a final an-
swer. We leave the remaining generation parame-
ters unchanged.

Verifiers To verify the accuracy of the model-
generated final answer against the actual fi-
nal answer, we choose mDeBERTa-v3-base-xnli-
multilingual-nli-2mil7 (Laurer et al., 2022) model
as it is the only NLI model that supports both En-
glish and Bangla. We consider entailment labels
as correct answers and contradict as otherwise. As
this NLI model additionally verdicts neutral, au-
thors manually verify the response to classify it
as valid or not. Furthermore, as language detec-
tion tools such as langdetect (Shuyo, 2010) do not
support Bangla, we manually assign contradict to
answers generated in scripts that do not match En-
glish or Bangla in the respective settings. We pro-
vide our hypothesis and premise NLI template in
the Appendix C.1. We also present additional lim-
itations of the multi-lingual NLI model in the Ap-
pendix C.2, to foster research on cross-lingual NLI
comprising Bangla.

Results Figure 2 shows the accuracy of tested
models in both languages. Unsurprisingly, we find
both models performed better on their respective
main languages. Moreover, despite their small
size, both models were generally found to effec-
tively use the provided reasoning steps to further
improve their accuracy. However, we observe
that EnglLlama obtains worse performances when
given w__cot__gen_ ans steps in Bangla (35.6% —

®A third setting prompting the model to generate its own
reasoning steps, gen__cot__ans, was not included due to the
poor performance of SLMs on CoT reasoning.

"Examples of prompt templates for each setting are avail-
able in Appendix B.
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Figure 2: Accuracy of EngLlama and BenLlama for
the gen__ans and w__cot__gen__ ans settings on English
and Bangla REVEAL subsets.
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Figure 3: EngLlama and BenLlama accuracy on REe-
VEAL Binary (top) and Non-Binary (bottom) questions.

33.7%), and find that CoT gains for the BenLlama
model in Bangla are much milder than for the En-
gLlama model in English (+3.9% vs. +19.2%).
These results confirm that, in the less-resourced
Bangla setting, additional relevant reasoning in-
Sformation may not be sufficient to mitigate the lim-
ited language capabilities of the tested SLMs, espe-
cially when a Bangla-specific tuning was not per-
formed, as was the case for EnglLlama.

We further examine model performances across
on binary and non-binary questions in the se-
lected ReEveaL subset in Figure 3. We find
that the EngLlama model excels in non-binary
questions across both languages, outperform-
ing the BenlLlama model in both gen_ ans and
w__cot__gen_ ans settings, even in Bangla by a nar-
row margin. The stronger performance of BenlL-
lama in the aggregate case is largely motivated by
binary questions, in which the model obtains ac-
curacy > 80%. We also find that while CoT steps
have an uneven effect on binary questions, they are
consistently beneficial for non-binary ones, across
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Figure 4: Importance ratio for EngLlama and BenLlama
on w__cot__gen_ ans reasoning steps between —4 (low-
est) and +4 (highest).

both models and languages. This confirms previ-
ous findings on the limited effectiveness of CoTl
in simpler settings by Liu et al. (2024a), and sug-
gests the benefits of Col generalize even to less-
resourced languages.

Attributing Answers to Reasoning Steps To
conclude our analysis, we conduct a preliminary
investigation into how CoT steps influence model
answers. We employ ContextCite (Cohen-Wang
et al., 2024) to attribute the final answer generated
by the model to the provided reasoning steps in
the w_ cot_ gen_ ans setting using surrogate lin-
ear models, an approach similar to LIME (Ribeiro
et al., 2016). Figure 4 presents an overview of our
results for the two models across both languages.
We observe that in most cases, later steps tend
to have a larger influence on the model response.
This suggests that the models place higher empha-
sis on answer-specific information located in later
steps more than on understanding the context pro-
vided in earlier steps. This highlights the inher-
ent limitations of these models in context com-
prehension, which is essential for answering com-
plex questions. Future research could investigate
whether this trend holds with larger model sizes.
Additionally, we find that both models accord high
importance to the Bangla language. We speculate
that Bangla’s morphological richness causes to as-
sign larger values across attention layers. We leave
the exploration of model interpretability in low-
resource languages as an interesting direction for
future work.

5 Conclusion

We presented REvEaL-Bangla, a manually trans-
lated portion of the popular English multi-step rea-
soning dataset REVEAL. Our cross-lingual analysis



of SLMs revealed limited performance gains from
CoT reasoning in the less-resourced Bangla setting
compared to English, with gains primarily involv-
ing more complex non-binary questions. Further
investigation into attributing reasoning steps high-
lighted differences in importance across models
and languages. These findings underscore the need
for developing language-specific approaches to en-
hance reasoning capabilities in low-resource lan-
guages, rather than directly transferring techniques
optimized for English.

Limitations

Dataset Scale and Coverage Our study is con-
strained by the relatively small scale of the trans-
lated dataset, comprising only 104 unique ques-
tions from the original REVEAL dataset. This
limited sample size may not fully capture the di-
versity of reasoning patterns and linguistic phe-
nomena present in Bangla. Additionally, the 70%
skew toward binary questions may not accurately
reflect real-world reasoning scenarios, potentially
overestimating model performance on more com-
plex, open-ended reasoning tasks.

Model Selection Constraints We restricted our
evaluation to small language models with 1B pa-
rameters due to computational constraints. While
this choice enables insights into resource-efficient
deployment scenarios, it limits our understanding
of how larger, more capable models might lever-
age Bangla reasoning steps. The exclusion of
the gen_ cot_ ans setting, where models generate
their own reasoning chains, further restricts our
analysis to scenarios with gold reasoning steps,
which may not reflect realistic deployment condi-
tions.

Translation and Annotation Quality Although
we employed manual translation by a native Bangla
speaker, the translation was performed by a single
annotator without inter-annotator agreement mea-
sures. This approach may introduce individual bi-
ases or inconsistencies in translation choices, par-
ticularly for domain-specific terminology in sports
and medical contexts. The preservation of cer-
tain English terms and pronunciations, while nec-
essary, may also affect how models process the hy-
brid text.

Evaluation Methodology Limitations Our re-
liance on the mDeBERTa-v3-base-xnli model for
answer verification introduces its own limitations,
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as acknowledged in our appendix. The model’s
tendency to produce neutral verdicts required man-
ual intervention, potentially introducing subjective
judgments. Furthermore, the absence of Bangla-
specific language detection tools necessitated man-
ual script verification, which may not scale to
larger evaluations.

Cross-lingual Generalization Our findings are
specific to the English-Bangla language pair and
may not generalize to other low-resource lan-
guages with different linguistic properties, writing
systems, or relationships to English. The choice of
BenLlama, which was fine-tuned on automatically
translated instruction data, may also introduce arti-
facts from machine translation that affect our con-
clusions about Bangla reasoning capabilities.

Attribution Analysis Scope Our investigation
into reasoning step attribution using ContextCite
represents only a preliminary analysis. The sur-
rogate linear model approach may not capture
complex non-linear interactions between reason-
ing steps, and we did not explore alternative attri-
bution methods that might reveal different patterns
of step importance across languages.
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Appendix
A Dataset
A.1 Sample

Question [E] Can a Bengal cat survive eating only pancakes?

Question [B] @1 [ & vy TS (0 @06 AFCS ATCA?

1. Carnivore, Obligate carnivores: Obligate carnivores are diverse. The amphibian axolotl consumes
mainly worms and larvae in its environment, but if necessary will consume algae. All felids, including
the domestic cat, require a diet of primarily animal flesh and organs. Specifically, cats have high
protein requirements and their metabolisms appear unable to synthesize essential nutrients such as
retinol, arginine, taurine, and arachidonic acid; thus, in nature, they must consume flesh to supply
these nutrients.

Evidence [E]

2. Pancake: A pancake (or hotcake, griddlecake, or flapjack) is a flat cake, often thin and round,
prepared from a starch-based batter that may contain eggs, milk and butter and cooked on a hot surface
such as a griddle or frying pan, often frying with oil or butter. Archaeological evidence suggests that
pancakes were probably the earliest and most widespread cereal food eaten in prehistoric societies.

1. WA, A TSN e TN by | TOba ARG ©fF AT e FN @R #Ae
<Y, O TS (1S AP T 1 RAIeTS [OlT 7R T8 (Fiae &y eif¥ieeid ofed qev @9
Evidence [B]  wrrefer «<of 4wy aicarert | e, Reremne B c2ifbee e At «e e 4o cafbrm,
| Bfe <2 RIRFTEI SHREd WCel SEE AR AR TS O I WA 2,
4z, gFfers, @2 +ff TR FAF G S TR [T A7 FACO A |
2. WAEF: 96 S (A W/, A @5 A FAwT) 9 0 T, A3 e aR
CIETFIF 2T, A @5 SH-fSfes JBR (AT ol T4 27 TS 6, Y4 G 4T Ao AT 3R
GFB N 7 A T W @AV G O A FiIR A, @l (97 A WA frea oren 7w 1 argelfes
ARG (AT G IR @ AT T afitafoRitie e e FIAE @bl e FHiKT fago
T feeT |

Steps [E] 1. Cats are obligate carnivores, meaning they need to eat meat to survive.

2. Pancakes are not a source of meat.

3. Thus, a Bengal cat cannot survive eating only pancakes.

Steps [B] 1. Ro@ qrgeiyEs M, A9 9L O (0 AR T AT (A0S A |
2. I VLT T 77 |

3, oAk, GFM (@ [T SL@ HAES (A ABCS AT |

Answer [E] The answer is no.

Answer [B] Teq T A

Table 1: Samples from our dataset comprising of question, evidence, steps, and answer where [E] and [B] following
them represents corresponding English and Bangla versions respectively.
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A.2 Step Count and Token Distribution
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Figure 5: Distribution of Step Count and Token Distribution of Steps. Furthermore, interestingly, number of words
required to describe a step in Bangla is less than of English.

A.3 Evidence Count and Token Distribution
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Figure 6: Distribution of Evidence Count and Token Distribution of Steps. On average, there were three evidences
associated alongside the questions.
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B Example of Chat Prompt Templates
B.1 Setting: gen_ ans

En <[begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a helpful assistant. Your goal is to respond to user queries using the provided evidence
paragraphs. The final line must contain the word ’Answer:” followed by the answer to the user
query. The response should contain ONLY the final response. If the question requires a yes/no
answer, answer using only “yes” or "no”. Do NOT provide any additional explanation or com-
ments.<|eot_id|><|start_header_id|>user<|end_header_id|>

# Evidence
1. Toilet paper, Description, Materials: Toilet paper is usually manufactured from pulpwood trees, but

is also sometimes made from sugar cane byproducts or bamboo.

2. Logging: Logging is the process of cutting, processing, and moving trees to a location for transport.
It may include skidding, on-site processing, and loading of trees or logs onto trucks or skeleton cars.

# Question:

Would it be hard to get toilet paper if there were no loggers?<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Answer:

Bn <|begin_of_text|><|start_header_id|>system<|end_header_id|>

I GFE THFIRN I | WATR S T @S SN SeoRn IR ICA IIRATE AT TSR
(TG | YU FZCA SRAB TER:' (6 AFCI 92 ST IRAPIA 2T Teq Ad | effsfmaifbes
By FOre Tod AR | 2fba 3 2T/ T are 23, SR v it A i e FE Ted
o1 i afsfae G At T8 eWE FAEH T i<|eot_id|><|start_header_id|>user<|end_header_id|>

# e
1. BB (AR, I, THFR0L: BACTD (A2 MRS AFTT *[R (AF (ofH Tl 2F, F I8 FLAS
qIeAF Tofsrs A A (e tofd I T

2. = wifele 2ot SAfRRETe Ty Mg 6], efGmead @< Feed S afem ) ars e, oz
AT @2 G A GTHCE0 AT g [l 9 (7 T TV AFCS A |

# o9
FIYE N AR S BT (AN AT F19 A?<feot_id]>

<|start_header_id|>assistant<|end_header_id|>

Taq:

Table 2: An example of a chat prompt template from gen__ans setting. En is of the corresponding English language
and Bn is of the Bangla language.
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B.2 Setting: w_ cot_ gen_ ans

En <[begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a helpful assistant. Your goal is to respond to user queries using the provided evidence
paragraphs. The final line must contain the word ’Answer:” followed by the answer to the user
query. The response should contain ONLY the final response. If the question requires a yes/no
answer, answer using only “yes” or “no”. Do NOT provide any additional explanation or com-
ments.<|eot_id|><|start_header_id|>user<|end_header_id|>

# Evidence

1. Toilet paper, Description, Materials: Toilet paper is usually manufactured from pulpwood trees, but
is also sometimes made from sugar cane byproducts or bamboo.

2. Logging: Logging is the process of cutting, processing, and moving trees to a location for transport.
It may include skidding, on-site processing, and loading of trees or logs onto trucks or skeleton cars.

# Question:
Would it be hard to get toilet paper if there were no loggers?<|eot_id|>

<|start_header_id|>assistant<|end_header_id|>

1. Toilet paper is made from trees.
2. Loggers are responsible for cutting down trees.

3. Thus, without loggers, it would be difficult to get toilet paper.

Answer:

Bn <|begin_of_text|><|start_header_id|>system<|end_header_id|>
o qFE TATE RPN | AN T = 2ve NI SRy IR A RPN AT
Ted medl | pue Ted (e Wi, «idl €l e eaw, afefs yfew wiots «Ffs Tea wmEw
MY OIF OIFgS FAE | FUS A8 G2 'Ted:' *1M AP 3R SR JIZIFAIA 2T
Ten I | effsfanbre vy R e 4v @32 pule Ted A efba 3 oi/a Seww
TS 2T, O S " A" G I G T | (I GFORE T A TS AW S
< iI<|eot_id|><|start_header_id|>user<|end_header_id|>
# e
1. GRS cotof, A, Bomael: BACED (oA AILFATS ATFTT (% (AT (OfF I W, O FIAS I8
QAT Torere QI A (AT o A T |

2. #fe; #fFe 2o Sifeae T oAz F6I, afemead a2 BEed Fa adfen ) ate FEe, w=-135
AT @32 T A GUHED ANfETS Mg A A9 G T TGS AFCS AT |

# AN
FIYE N AR G G (A9 AT F1o A2<leot_id]>

<|start_header_id|>assistant<|end_header_id|>

1. BTG (oo tof =W IR (AT
2. P o PO Ty Wi |

3. GFSIE, T R, BIACETH (A4 ez Fioe 201 |
Tea:

Table 3: An example of a chat prompt template from w__cot__gen_ ans setting. En is of the corresponding English
language and Bn is of the Bangla language.
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C NLI

C.1 Structure Example
C.1.1 English

Hypothesis: Who does the actress
that played mary poppins in the 1964
film play in princess diaries? The an-
swer is Queen Clarisse Renaldi.

Premise: Who does the actress that
played mary poppins in the 1964 film
play in princess diaries? The answer
is Julie Andrews.

Table 4: Example of the Hypothesis and Premise struc-
ture for English language. Here, Hypothesis incorpo-
rates ground answer and Premise incorporates model
predicted answer.

C.1.2 Bangla

Hypothesis: 1857 e wzwd
FAPT W AN T T
e FeE At J? Joar
Teq T omidfav @qe IRl |

Premise: {66+ & I2wd
E (6 B B o B - T
iR FieR cFat F? Tod
T WEo ALEAN TRFH @A
T A saw e swdReeNe
IO CFAB ZEN A |

Table 5: Example of the Hypothesis and Premise struc-
ture for Bangla language.

C.2 Example Cases of Limitations on Bangla

C.2.1 Entails Proper Noun Spelling Mistakes

. @EHH AferTel TMETE g &2
Hypothesis

Tl 2@ e g |
. FEHH AfOrTel IMCTE g &2
Premise
Ted T e e
Ground Label Contradiction
Predicted Label Entailment

Table 6: Example of NLI model incorrectly predicting
Entailment where the Premise differs with Hypothesis
through a spelling mistake on proper noun &l ZFF<,

42

C.2.2 Labels contradict on model’s elaborate
correct answers on binary question

Hvpothesi TR Srfe & e Sea R
ypothesis (AP GTRA? T 2@ gl
s swfee [ coifia See wmen
Premi QAT GECEE?  Ted 3 e
remise e (inflm Ted el (@A
AR |
Ground Label Entailment
Predicted Label Contradict

Table 7: Example of NLI model incorrectly judging
Contradict where the Premise contained elaboration on
the single word Kl ("yes”) answer.

C.2.3 Labels entailment where the main final
answer is missing

T wrel A N, @ @i
TIoAN o T TR, @ AfGE?
o1 TG e foTiey et |

M e A [, @ @l
GHAM tofF F9 2R, 9F qAGH?
Ted e e @be e, e
(oA Tty foroamedr g =ii2)
T G TAN IgESF AEINRIZA
AFSIRE TF WA WeF T,
SEAFRN, S | @A e,
EAfefafs @32 GIBoA

Contradict

Hypothesis

Premise

Ground Label

Predicted Label Entailment

Table §8: Example of NLI model falsely predicts En-
tailment where the actual proper noun answer ’
BN (Nissan Altima) is not present in the Premise.



D Google Translation Errors

D.1 Example on American Football Context

Source: DK Metcalf is an
American football player.
Hitting the wheel route is part of
American football. So the answer is
yes.

Manual Translation: & & Eo3I®
OFEH R FoIA  (AERG |
23 ACH I ARSI FHIER
o | SRR TR =G i |

Google Translation: & & G3%
OFG RS FoIA  (AEG |
W e | OTRe B 7 |

Table 9: Example of Google Translation’s sub-par
performance compared to Manual Translation when
given the Source English text with the mistake under-
lined in pink (H).

D.2 Example on Basketball Context

Source: Ben Simmons is a basketball
player. Calling for the screen is part
of basketball. So the answer is yes.

Manual Translation: =
s I ATHFOIE (TG |
0T o)) o1 4] ACHBACET AL |
oAk T&F 20 i |

Google Translation: @7 F1
I JCFOIA (AERT | AW T
ATHHACETAR oeH | O Ted 29 |

Table 10: Example of Google Translation’s sub-par
performance on Basketball context with the mistake un-
derlined in pink (H).



