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Abstract

Millions in Bangladesh speak Sylheti and Chit-
tagonian (Chatgaiyya) dialects, yet most public
health guidance exists only in Standard Bangla,
which creates barriers and safety risks. Ad-hoc
translation further harms comprehension, while
challenges such as scarce data, non-standard
spelling, medical terms, numerals, and idioms
make accurate translation difficult. We present
BanglaCHQ-Prantik, the first benchmark for
this setting, extending BanglaCHQ-Summ with
human gold references from 17 native transla-
tors. We evaluate Qwen 2.5 3B, Gemma 3 1B,
GPT-40 mini, and Gemini 2.5 Flash under zero-
shot, one-shot, five-shot, and chain-of-thought
prompts, using BLEU, ROUGE-1/2/L, and ME-
TEOR. Closed-source models (GPT-40, Gem-
ini 2.5) lead overall, with Gemini 2.5 Flash be-
ing strongest. Few-shot prompting helps espe-
cially for Sylheti, though errors persist with ter-
minology, numerals, and idioms. The dataset is
designed to support both NLP research and pub-
lic health communication by enabling reliable
translation across regional Bangla dialects. To
our knowledge, this is the first medical-domain
dataset for Sylheti/Chittagonian.

1 Introduction

Access to clear and reliable health information
is critical for safe and effective care. However,
in Bangladesh, most official and digital health
materials are available only in Standard Bangla
(Directorate General of Health Services (DGHS),
2021, 2022; Ministry of Health and Family Wel-
fare (MOHFW), 2024). This poses significant bar-
riers for millions who primarily speak regional
dialects such as Sylheti and Chittagonian, spo-
ken by approximately 11 million and 13 million
people respectively (syl, 2025; chi, 2025). In
the absence of linguistically accessible resources,
patients often rely on informal translation or as-
sistance from family members. These practices
heighten the risk of miscommunication and medi-

cal errors (Al Shamsi et al., 2020). Enabling med-
ical communication in regional dialects is there-
fore essential to ensure equitable access to health
information across the population. Developing ac-
curate dialectal medical translation is very chal-
lenging. Parallel resources for Sylheti and Chat-
gaiyya are scarce, spelling and syntax vary widely,
idioms diverge from Standard Bangla and medi-
cal queries involve complex terminology, numer-
als, and dosage expressions. Such factors often
lead to translation errors even in strong Machine
Translation or Large Language Models (LLMs).
While LLMs show promise with few-shot prompt-
ing, their ability in low-resource, medical-domain
dialectal translation remains underexplored. Previ-
ous Bangla NLP studies have focused on related
areas such as consumer-health question summariza-
tion (BanglaCHQ-Summ) (Khan et al., 2023) and
general dialect-to-standard translation (ONUBAD,
ChatgaiyyaAlap) (Sultana et al., 2025; Chowdhury
et al., 2025) but none address the medical domain
or provide benchmarks for dialectal evaluation. We
bridge this gap by extending BanglaCHQ-Summ
with human-verified Sylheti and Chatgaiyya trans-
lations, ensuring semantic fidelity and clinical accu-
racy. Using this dataset, we benchmark instruction-
tuned LLMs Qwen 2.5 3B, Gemma 3 1B, GPT-
40 mini, and Gemini 2.5 Flash under zero-shot,
one-shot, five-shot, and chain-of-thought prompt-
ing, evaluated with BLEU, ROUGE, and ME-
TEOR. To clarify the objectives of this work, we
position BanglaCHQ-Prantik as both a research
and practical resource. It is designed to support
three primary user communities. First, it provides
NLP researchers with a benchmark for studying
low-resource dialectal translation and evaluating
prompting strategies in Bangla-family languages.
Second, it enables machine translation developers
to fine-tune and assess large language models or
domain-specific translation systems on authentic
medical queries. Third, it offers public health com-
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munication practitioners a linguistically grounded
tool for producing dialect-sensitive health infor-
mation and outreach materials. By serving these
complementary audiences, BanglaCHQ-Prantik
bridges the gap between computational research
and real-world health communication, reinforcing
the dataset’s relevance and societal impact.
Our contributions are:

1. We release BanglaCHQ-Prantik, a human-
validated Sylheti and Chatgaiyya medical
translation benchmark with accompanying
prompts and scoring scripts.

2. We present the first systematic comparison of
open and closed-source LL.Ms for dialectal
medical translation in Bangla, analyzing the
effects of prompting strategies.

3. We provide empirical insights into dialectal
difficulty, demonstrating that Sylheti is com-
paratively easier for current large language
models (LLMs) than Chittagonian. However,
for both dialects, LLM-based translation re-
mains far from accurate or reliable.

2 Dataset Creation

Our aim is to create a new dataset by translating
consumer health questions (CHQs) from a Standard
Bangla corpus into two major regional dialects:
Sylheti and Chittagonian. This process resulted in
a parallel corpus where each original data sample
is paired with a human-translated version in each
dialect. The primary objective is to ensure that
the translations are not only linguistically accurate
but also preserved all critical clinical information,
such as symptoms, durations, and medication de-
tails. All human translations have been meticu-
lously reviewed for quality, focusing on accurate
terminology and natural phrasing.

2.1 CHQ Dataset Introduction

Our data source is the BanglaCHQ-Summ corpus
(Khan et al., 2023), which contains original spoken-
query passages and their abstractive summaries.
This dataset has been chosen because the corpus
is situated within the specialized domain of con-
sumer health queries (CHQs). It contains a blend
of domain-specific terminology and informal, col-
loquial expressions, which include conversational
elements. By working with this data, we evaluate
the models’ capacity to not only handle linguistic

divergence but also to maintain the fidelity of crit-
ical medical information during translation. This
presents a more robust and practical challenge than
translating standard, well-structured prose.

2.2 Data Filtering and Cleaning

Before starting annotation, we first processed the
sourced CHQs to remove irrelevant or inconsis-
tent text while keeping all clinical content intact.
Text Cleaning and Normalization. We corrected
obvious formatting issues that break downstream
processing such as: stray characters (i.e. isolated
‘#° tokens), repeated whitespace, inconsistent punc-
tuation and standardized numerals and measure-
ment units to a consistent textual form (e.g., ‘5 mg°,
‘Smg‘ — ‘5 mg‘). We avoided any semantic rewrit-
ing. Medical terms, dosages, symptom descrip-
tions, and temporal cues are preserved verbatim
except for normalization of punctuation/spacing.
Medical Term Validation. To validate the prepro-
cessing, two native speakers manually inspected
a random sample of 600 entries before and af-
ter cleaning. They verified that medical entities,
dosages, and question intent were preserved. No
loss of clinical information was observed. In these
spot checks, we also observed that cleaning con-
sistently fixed tokenization and formatting errors
while preserving clinical content and the original
question intent/answerability.

2.3 Data Annotation

Nine native speakers produced the reference trans-
lations: six for Sylheti and three for Chittagonian.
All were native speakers from diverse backgrounds
(high school, university graduates, and working
adults). Before beginning, annotators received writ-
ten guidelines with example translations based on
four principles: (i) preserve medical meaning, (ii)
use idiomatic dialect phrasing, (iii) apply consistent
orthography, and (iv) retain terminology, numerals,
and units.

The corpus was partitioned by dialect and strati-
fied by length and topic. The 2,350 Sylheti items
were split roughly evenly among six annotators,
while 500 Chittagonian items were divided among
three. Two medical experts independently reviewed
the dataset to validate the accuracy of clinical termi-
nology. Translation took 11 days. Annotators gave
informed consent, submitted anonymized transla-
tions, and were paid Tk. 2 per item. Annotators
self-reviewed their work and the study team ran
random spot checks, returning flagged items for
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Figure 1: Data processing pipeline for constructing the Bangla CHQ Prantik dataset. The raw Bangla CHQ data
undergoes data filtering (script validation, deduplication, length filtering, domain checks), followed by data cleaning
(Unicode normalization, punctuation handling, format consistency), and finally data annotation and translation by

regional annotators before producing the finalized dataset.

minor corrections.

2.4 Data Validation

We employed eleven independent validators to en-
sure the quality and accuracy of our translations.
Given that our parent dataset BangCHQ already
contained validated medical terminology, our em-
phasis was on recruiting validators with diverse
linguistic backgrounds who could assess the natu-
ralness and appropriateness of regional language
use, rather than primarily focusing on medical ex-
pertise.

Sylheti. The 2,350 items were divided into two
equal halves. Validators A and B jointly reviewed
the first 1,175 items, while Validators C and D
reviewed the second half. A fifth validator (E)
served as adjudicator for any disagreements. Inter-
validator agreement was assessed using BLEU,
BERTScore, METEOR, and ROUGE-L (F1) met-
rics. For Validators A & B, the scores were 73.28%,
95.24%, 82.77%, and 86.43%, respectively; for C
& D, the scores were 71.12%, 93.49%, 80.26%,
and 82.57%.

Chittagonian. Validators E and F independently
reviewed all 500 items. A third validator adjudi-
cated disagreements, with the majority vote deter-
mining the final version. Agreement was again
measured using BLEU, BERTScore, METEOR,
and ROUGE-L (F1), yielding scores of 70.97%,
94.30%, 79.94%, and 81.18%, respectively.

Expert Medical Validation. To ensure clinical
accuracy, we conducted an additional expert val-
idation phase with two licensed physicians who
independently reviewed a random sample of 75
items from the combined dataset. The medical
experts assessed the preservation of clinical intent
and the appropriateness of translated medical termi-
nology in regional contexts. Inter-annotator agree-
ment between the two physicians, measured us-
ing BLEU, BERTScore, METEOR, and ROUGE-L

(F1), yielded scores of 89.45%, 97.12%, 91.33%,
and 93.76%, respectively, indicating very high con-
sistency in their clinical assessments.

Validators reviewed spelling, numerals, clinical
terminology, and fidelity to the original question’s
intent. While automatic similarity metrics offered
rough signals of agreement, all final decisions were
human-led. The full validation process took seven
days. Appendix tables include flagged items, rep-
resentative disagreements, and their resolutions.

3 Dataset Statistics

Statistics Bangla CHQ Ours
Sylheti  Chittagonian

Mean Char. Length 325.71 323.24 310.84
Max Char. Length 868 881 531

Min Char. Length 225 189 181
Mean Word Count 67.50 60.73 57.84
Max Word Count 169 166 93

Min Word Count 39 31 36
#Unique Words 12447 18399 2628
#Unique Sentence 12136 14145 796

Table 1: Dataset statistics of the Bangla CHQ and Syl-
heti CHQ columns.

The dataset statistics for the proposed BANGLA
CHQ PRANTIK resource are summarized in Ta-
blel. It includes the full set of 2,350 CHQ items
translated into Sylheti and a 500-item subset trans-
lated into Chittagonian.

The Chittagonian portion is substantially smaller
due to practical and linguistic challenges we en-
countered during data collection. The primary bot-
tleneck was the scarcity of annotators proficient in
reading and writing Chittagonian. Unlike Sylheti,
which has a more established written tradition and a
larger pool of literate speakers, Chittagonian lacks
a widely accepted standard orthography and has
limited written materials. This has resulted in fewer
speakers with the literacy skills needed for special-
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ized translation work, particularly in healthcare.
Additionally, the dialect varies considerably across
the Chittagong division, requiring annotators to
make careful decisions about which forms would
be most broadly understood. These factors added
substantial time to each translation, as spelling,
terminology, and phrasing choices required more
deliberation and validation than was typical for
Sylheti.

Given these challenges, we prioritized transla-
tion accuracy and dialectal authenticity over quan-
tity, recognizing that a smaller, rigorously validated
dataset would be more valuable than a larger corpus
of questionable quality. Despite the smaller sample
size, the Chittagonian subset still manages to cap-
ture essential dialectal variation and serves as an
important step toward broader linguistic inclusiv-
ity in Bangla health resources. Future work could
expand the Chittagonian dataset through several
practical steps. Developing clearer orthographic
guidelines in collaboration with linguistic experts
would give annotators a more consistent frame-
work to work from. A phased expansion approach
could also prove effective, where new translations
go through community review to validate quality
while simultaneously training additional annota-
tors. Machine translation may eventually help with
initial drafts, though given the dialect’s complex-
ity, human oversight will remain essential for the
foreseeable future.

4 Experiment Setup

Zero-Shot Prompting. To evaluate the capabilities
of LLMs, we first employ the zero-shot prompt-
ing approach. Each model is provided with a
system prompt P and a dialect text Tpjaject, and
is tasked with generating the corresponding for-
mal text Tgorma; Without access to any example
pairs (Brown et al., 2020).

Few-Shot Prompting. In the few-shot prompt-
ing setting, in addition to the system prompt P
and input dialect text Tpialect, the model is also
given a set of k labeled example pairs E =
(TH, TL),...,(TE,TE), where each (T%,T%)
pair represents a dialect sentence and its corre-
sponding formal version (Brown et al., 2020).

Chain-of-Thought (CoT) Prompting. For Chain-
of-Thought (CoT) prompting, we guide the model
to engage in intermediate reasoning before generat-
ing a response (Wei et al., 2022). This is achieved

by appending the phrase “Let’s think step by step”
to the system prompt P, encouraging the model
to produce multi-step inferences leading up to the
final output (Kojima et al., 2022). In our translation
setting, we further instructed the model to analyze
the text step by step before translating, prompting
it to reason about meaning, structure, and terminol-
ogy prior to producing the final translation. Details
of the prompt configurations are provided in the
Appendix D.

5 Result and Analysis

Model Performance. Closed-source systems
(GPT-40, Gemini 2.5) outperform open-source
baselines (Qwen 2.5 3B, Gemma 3 1B), reflecting
advantages in scale, alignment, and multilingual
corpora. Gemini 2.5 is strongest especially on Syl-
heti with 5-shot prompting (BLEU 23.67, ROUGE-
1 49.02, METEOR 43.82) likely due to broader
linguistic coverage and more effective Bangla tok-
enization. GPT-4o is competitive but slightly lower;
Gemma 3 1B surpasses Qwen 2.5 3B, while both
open models show limited exposure to dialectal
Bangla.

Prompting Impact. Few-shot prompting yields
the most reliable gains, notably for Gemini 2.5,
by supplying lexical/morphological anchors for
medical phrasing. Chain-of-thought (CoT) shows
smaller, less stable gains, sometimes falling below
both 1-shot and 5-shot, likely because explicit rea-
soning overgeneralizes Sylheti and Chittagonian’s
repetitive syllables and reduces lexical fidelity.

Dialect-wise Analysis. Sylheti consistently out-
performs Chittagonian across models. Even with
CoT, Chittagonian lags (BLEU 21.53 vs. Sylheti
ROUGE-1 33.37), showing greater differences in
pronunciation and structure compared to Standard
Bangla, sparser pretraining exposure, and less stan-
dardized orthography. Sylheti benefits from wider
representation in online and digital resources, con-
tributing to more stable spelling conventions.

Error Analysis. The main errors are (i) termi-
nology mismatches or omissions, (ii) numeral/unit
mistakes, (iii) literalized idioms, and (iv) ortho-
graphic drift. Closed-source models better preserve
medical terms, whereas open models tend to trans-
late too literally, often missing contextual nuances
and producing less adequate outputs. Few-shot ex-
amples reduce numeric and lexical issues but leave
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Model Name Sylheti Chittagonian
B R1 R2 R L Met B R1 R2 R L Met
Zero Shot Prompt
Open Source
Qwen 2.5 3B 9.4 3297 1476 31.18 2247 335 16.83 4.2 1571  10.15
Gemma3 1B 12.64 33.84 1241 32.13 2584 693 24.04 6.99 233 1844
Closed Source
GPT-40 229 4636 2298 4561 4155 9.08 27.74 876 2746 2286
Gemini 2.5 2097 4633 2256 454 41.09 14.66 37.12 1561 37.06 32.86
1 Shot Prompt
Open Source
Qwen253B  8.68 29.10 13.01 27.50 1999 3.12 1543 375 1453 9.27
Gemma 3 1B 1352 38.17 1587 35.18 3329 505 1989 567 1832 1643
Closed Source
GPT-40 2223 4595 2232 45.19 4092 9.02 28.04 894 2781 23.02
Gemini 2.5 22.19 4749 2382 46.64 4234 11.56 33.61 12.85 33.41 2899
5 Shot Prompt
Open Source
Qwen2.53B 857 31.38 13.61 2928 21.11 336 1635 4.06 1521 991
Gemma3 1B 1724 40.29 1748 38.78 3344 722 2397 721 2351 19.1
Closed Source
GPT-40 2234 4628 2242 4538 4078 899 29.07 9.11 28.67 2344
Gemini 2.5 23.67 49.02 252 4997 4382 1478 36.76 1495 38.85 34.96
CoT Prompt
Open Source
Qwen253B  7.16 2941 11.66 2699 1893 3.36 16.3 406 1521 9091
Gemma 3 1B 23.57 4724 2488 46.53 43.6 7.34 23.8 628 2274 189
Closed Source
GPT-40 21.8 4581 21.6 4472 3971 24.67 51.74 2684 5057 473
Gemini 2.5 21.53 46.84 2286 46.02 4154 929 3337 121 323  28.07

Table 2: Model benchmarking results on the test split of the BANGLA CHQ PRANTIK dataset across four prompting
strategies. B, R1, R2, R_L, and Met represent BLEU, ROUGE-1, ROUGE-2, ROUGE-L, and METEOR scores,
respectively. Blue text indicates the highest-performing model for each metric within each prompting strategy

configuration (Zero Shot, 1 Shot, 5 Shot, and CoT).

idiomatic and orthographic inconsistencies largely
unresolved (see Appendix C).

6 Conclusion

We present BANGLA CHQ PRANTIK , extending
BanglaCHQ-Summ with human-validated transla-
tions for two major Bangla dialects—Sylheti and
Chittagonian. Across zero-shot, few-shot, and CoT
settings, five LLMs were evaluated with BLEU,
ROUGE, and METEOR; closed-source models (no-
tably Gemini 2.5) consistently outperformed open-
source baselines, and Sylheti proved easier than
Chittagonian. Persistent errors involved medical
terminology, numerals/units, and idioms, under-
scoring the need for richer dialectal resources.

Future work will extend BANGLA CHQ PRAN-
TIK beyond text to synthetic audio and speech-
to-text: developing dialectal TTS for ASR, in-
vestigating code-switching and mixed-script cases
(Bangla—English, Romanized Bangla), construct-
ing multi-reference test sets, and scaling human
evaluation of adequacy, fluency, and dialect authen-
ticity (Khan et al., 2023). For healthcare applica-

tions, priorities include robustness to spoken input
and user-centered evaluation to ensure accuracy,
safety, and usability.

Limitations

Our work has several limitations. First, evalua-
tion relies on single-reference translations, which
penalize legitimate dialectal variation in spelling
or phrasing. Second, closed-source systems are
black-boxes, limiting insight into their training data
or dialectal exposure. Third, automatic metrics
(BLEU, ROUGE, METEOR) cannot fully capture
the clinical adequacy of translations; a human ade-
quacy/fluency study would strengthen conclusions.
Finally, we focus exclusively on text translation; ex-
tending to spoken dialects and multimodal contexts
is an important future step.

Ethics Statement

BanglaCHQ-Prantik is developed entirely from
anonymized consumer health queries sourced from
the publicly available BanglaCHQ-Summ corpus.
The dataset contains no personally identifiable in-
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formation, and no such information was collected,
stored, or distributed at any stage of the project.
All dialectal translations were produced by native
speakers who provided informed consent and re-
ceived fair compensation for their work; no sensi-
tive personal or demographic details about anno-
tators are included. The dataset focuses solely on
linguistic variation within medical-domain text and
does not contain material intended to harm, stig-
matize, or misrepresent any individual or commu-
nity. Although the corpus involves health-related
content, it is not designed or intended for clinical
decision-making or the provision of medical advice.
Based on these considerations, we do not anticipate
any ethical concerns associated with the release or
use of BanglaCHQ-Prantik.
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versions, there are notable differences in vocabu-
lary, morphology, and phrasing. For instance, the
word for "ear" appears in the three variants, and
verbs such as "hurt" and "came out" are expressed
using distinct regional forms.

These differences highlight the linguistic dis-
tance between Standard Bangla and regional di-
alects, which often lack standardized orthographies
and are not mutually intelligible. Such variation
poses challenges for both human understanding and
machine translation in healthcare settings. This
example underscores the importance of dialect-
specific resources—such as BANGLA CHQ PRAN-
TIK ensure equitable access to medical information
for all language communities in Bangladesh.

B Experiment Details

Gemma Settings: Experiments on Gemma were
conducted on Kaggle Notebooks with Python
3.11.13. Hardware resources consisted of two
NVIDIA Tesla T4 GPUs (16 GB VRAM each),
4 vCPUs, and 31 GB system RAM. The model was
executed with float32 precision and GPU mem-
ory utilization set to 0.7, using tensor parallelism
across two GPUs. The maximum model length was
configured to 2048 tokens, with up to 24 parallel
sequences.

Qwen Settings: Experiments on Qwen2.5 3B
were conducted on Kaggle Notebooks with Python
3.11.13. Hardware resources included an NVIDIA
Tesla T4 GPU (16 GB VRAM) alongside 4 vCPUs
and 31 GB of system RAM. The model was run
with float16 precision and GPU memory utiliza-
tion set to 0.65. The maximum model length was
configured to 2048 tokens, with up to 24 parallel
sequences.

Gemini: For Gemini, the gemini-2.5-flash model
was accessed through the official API. All infer-
ence requests were handled remotely, following the
platform’s default settings.

GPT: Experiments with GPT used the GPT-4o-
mini model via the official OpenAl API. Inference
was performed with default API settings.

B.1 Evaluation Metrics

We evaluated system outputs against human refer-
ences using three standard MT families: BLEU,
ROUGE (1/2/L), and METEOR. For each transla-
tion pair we compute the metrics below, then report
corpus-level statistics (mean, median, min/max,

std) for the main dataset. Results are shown sep-
arately for Sylheti and Chittagonian under O-shot,
5-shot, and CoT settings.

BLEU (higher is better): We report corpus-level
BLEU using sacreBLEU (Post, 2018), which pro-
vides a standardized evaluation pipeline and gener-
ates a unique signature to ensure exact reproducibil-
ity. For Bengali-script text, we use sacreBLEU’s
built-in tokenization (with no custom preprocess-
ing) to ensure consistency. Final scores are aver-
aged at the corpus level and presented as percent-
ages in column B.

ROUGE-1/2/L (higher is better): We compute
ROUGE-1 and ROUGE-2 (unigram/bigram over-
lap) and ROUGE-L (longest common subsequence)
using the official rouge_score implementation
(Lin, 2004). We report the F; variant without
stemming, again as percentages (columns R1, R2,
R L).

METEOR (higher is better): METEOR (Baner-
jee and Lavie, 2005) is computed with NLTK’s
implementation over whitespace tokens (no stem-
ming or paraphrase tables), yielding a preci-
sion/recall-balanced score. We report percentages
in the Met column. METEOR rewards partial
matches and recall, making it more sensitive to
meaning preservation and synonymy—particularly
valuable for dialectal Bangla, where lexical varia-
tion and spelling differences are common.

Interpretation: BLEU emphasizes n-gram preci-
sion with a brevity penalty; ROUGE captures lexi-
cal overlap and sequence alignment; METEOR bal-
ances precision and recall with alignment heuristics.
These metrics complement each other by reflect-
ing both word-level accuracy and sequence-level
similarity in dialectal translations.

C Extended Error Analysis and Findings
Cl1

Closed-source models (GPT-40, Gemini 2.5) con-
sistently outperform open-source ones across all
settings. Gemini 2.5 shows particular robustness in
Sylheti, leveraging in-context learning to achieve
state-of-the-art results. GPT-40 remains strong
across both dialects, though generally a step be-
hind. Among open-source models, Gemma 3 1B
consistently outperforms Qwen 2.5 3B, reflecting
stronger instruction tuning. However, both open

Model Performance
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English

Standard Bangla

Chittagonian Sylheti

My Eafhurts a lot. For the
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Figure 2: Demonstration of dialectal variation in medical-domain text. A Standard Bangla sentence (left) is shown
alongside its Chittagonian (middle) and Sylheti (right) translations. Highlighted segments illustrate differences in

word choice, morphology, and phrasing across dialects.

/

Sylheti Dialect: WWTXL

Gemlnl Translation: mﬁﬂﬁﬁfﬂ

\

English: Assalamu Alaikum dear doctor, My daughter is two and a half years old and weighs 11 kilograms. She has a very
poor appetite — she hardly wants to eat anything. Her stomach also looks a bit larger than normal, and it seems like she might
have a severe worm infestation. | already gave her the deworming medicine Albin syrup, but it still feels like she has worms in

her stomach. My daughter’s body looks very weak.

Standard Bangla: SISTSATY W12 2T G ©12 , WINIK (VK I AMG12 2K, SNF (TS 8T 11 (FSy,
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Figure 3: Error analysis across dialectal outputs produced by different models.

models struggle with dialectal adaptation, produc-
ing literal or fragmented outputs.

C.2 Prompting Impact

Few-shot prompting provides the largest improve-
ments, particularly for Gemini 2.5, which benefits
from contextual anchors that guide morphological
and lexical choices. CoT prompting, while theoret-
ically promising, offers only modest improvements
and sometimes underperforms compared to 5-shot.
This suggests that reasoning-based approaches are
less effective for low-resource dialectal translation
than concrete in-context examples.

C.3 Dialect-wise Analysis

Sylheti translations consistently achieve higher
scores than Chittagonian. For example, even under

CoT prompting, Chittagonian lags (BLEU 21.53 vs.
Sylheti ROUGE-1 33.37). This disparity reflects
two main factors: (i) dialectal distance, as Chit-
tagonian diverges more from Standard Bangla in
phonology and morphosyntax; and (ii) data scarcity,
since Chittagonian is less likely to appear in large-
scale pretraining corpora. Orthographic variability
also increases inconsistency, especially in open-
source outputs.

C.4 Case Study: Medical Domain Translation
Challenges

To illustrate the error patterns observed across mod-
els, we present a representative example from the
medical domain. The source sentence describes
a pediatric case involving deworming medication
(“It seems there are worms in the stomach, I gave
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Alben syrup deworming medicine, but still it seems
there are worms in the stomach, the girl’s body is
very weak”™).

The reference Sylheti translation uses distinct
dialectal features: fefo (stomach) instead of Stan-
dard Bangla pete, lager (seems) for mone hochhe,
and furita (girl) for meyeta. Both Gemini and GPT
translations exhibit characteristic errors. The Gem-
ini output introduces phonological overcorrections
(feite instead of feto, kirimi for krimi), demonstrat-
ing inconsistent application of dialectal phonology
rules. The GPT translation maintains closer ortho-
graphic fidelity to Standard Bangla (pete, meyetar),
failing to properly dialectalize key lexical items.
Notably, both models preserve the medical term
“Alben syrup” correctly, supporting our finding that
closed-source models handle domain-specific ter-
minology more reliably. However, dialectal func-
tion words show variation: the reference uses er
badeo (after this), while GPT retains the Stan-
dard form tar poreo, and Gemini substitutes tar
badeo—a hybrid form. This example encapsulates
the tension between lexical preservation and dialec-
tal authenticity that characterizes medical transla-
tion in low-resource settings.

C.5 Error Analysis

We identify four dominant error categories:

1. Terminology mismatches: Medical terms
(e.g., “antibiotic”, “hypertension”) are often
replaced with generic synonyms or omitted al-
together. Closed-source models handle these
terms more reliably.

2. Numerals and units: Dosages, dates, and
measurements are inconsistently translated.
Example: "500mg" incorrectly rendered as
"5 gram" in Qwen outputs.

3. Idiomatic expressions: Dialect-specific id-
ioms are frequently literalized. For instance,
Sylheti expressions for pain severity were
mapped word-for-word rather than into natu-
ral phrasing.

4. Orthographic drift: Particularly in Chittag-
onian, spelling variation leads to inconsistent
forms across outputs. This problem is ampli-
fied in open-source models.

Few-shot prompting reduces terminology and nu-
meral errors by providing concrete examples. CoT
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D Used Prompts in the Paper
Prompt for Bangla to Sylheti Translation (ZeroShot)

ZeroShot Prompt for Bangla to Sylheti Translation

You are a precise translation tool. Your only task is to translate the given Bangla text to Sylheti dialect
using Bengali script.
INSTRUCTIONS:

* Translate the Bangla text below to Sylheti dialect

» Use only Bengali script (not Latin script or IPA)

e Return ONLY the translated text with no additional commentary, explanations, or notes

Do not include phrases like “Here is the translation:” or “The Sylheti translation is:”
* Do not add any metadata, formatting, or extra information

 If you cannot translate a specific word, keep it as is in the original form
Bangla text to translate: {bangla_text}
Sylheti translation:

Prompt for Bangla to Sylheti Translation (FewShot)

FewShot Prompt for Bangla to Sylheti Translation

You are a precise translation tool. Your only task is to translate the given Bangla text to Sylheti dialect
using Bengali script.
INSTRUCTIONS:

* Translate the Bangla text below to Sylheti dialect

* Use only Bengali script (not Latin script or IPA)

* Return ONLY the translated text with no additional commentary, explanations, or notes
* Do not include phrases like “Here is the translation:” or “The Sylheti translation is:”

* Do not add any metadata, formatting, or extra information

« If you cannot translate a specific word, keep it as is in the original form
Here are some examples of Bangla to Sylheti translations:
Bangla: “Do you meditate regularly?” | Sylheti: [Sylheti translation]
Bangla: “Where do you do coaching?” | Sylheti: [Sylheti translation]
Bangla: “Has the lentil been cooked?” | Sylheti: [Sylheti translation]
Bangla: “Hey there, what are you taking?”’ | Sylheti: [Sylheti translation]
Bangla: “Will go after prayer” | Sylheti: [Sylheti translation]
Bangla text to translate: {bangla_text}
Sylheti translation:
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Prompt for Bangla to Sylheti Translation (Chain-of-Thought)

Chain-of-Thought Prompt for Bangla to Sylheti Translation

You are a precise translation tool. Your task is to translate the given Bangla text to Sylheti dialect using
Bengali script.

INSTRUCTIONS:
* Analyze the text step-by-step before translating

» Use only Bengali script in your final translation

 After your reasoning, provide ONLY the final translation with no additional commentary
Here are examples showing the translation process:
Ex 1: Bangla: “Do you meditate regularly?” | Reasoning: Phonetic shifts, verb changes | Sylheti: [Transla-

tion]

Ex 2: Bangla: “Where do you do coaching?” | Reasoning: Locative form, verb change | Sylheti: [Transla-
tion]

Ex 3: Bangla: “Has the lentil been cooked?” | Reasoning: Vowel shift, verb transformation | Sylheti:
[Translation]

Ex 4: Bangla: “Hey there, what are you taking?” | Reasoning: Colloquial address, particle transformation |
Sylheti: [Translation]

Ex 5: Bangla: “Will go after prayer” | Reasoning: Arabic loanword, future verb ending | Sylheti: [Transla-
tion]

Now translate: {bangla_text} | Lets think step by step: Identify transformations, grammatical changes,
phonetic patterns

Provide your final translation below: Sylheti:

Prompt for Bangla to Chittagonian Translation (ZeroShot)

ZeroShot Prompt for Bangla to Chittagonian Translation

You are a precise translation tool. Your only task is to translate the given Bangla text to Chittagonian
(Chatgaiyan) dialect using Bengali script.

INSTRUCTIONS:
* Translate the Bangla text below to Chittagonian (Chatgaiyan) dialect

* Use only Bengali script (not Latin script or IPA)

Return ONLY the translated text with no additional commentary, explanations, or notes
* Do not include phrases like “Here is the translation:” or “The Chittagonian translation is:”
* Do not add any metadata, formatting, or extra information

« If you cannot translate a specific word, keep it as is in the original form
Bangla text to translate: {bangla_text}
Chittagonian translation:
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Prompt for Bangla to Chittagonian Translation (FewShot)

FewShot Prompt for Bangla to Chittagonian Translation

You are a precise translation tool. Your only task is to translate the given Bangla text to Chittagonian
(Chatgaiyan) dialect using Bengali script.

INSTRUCTIONS:
 Translate the Bangla text below to Chittagonian (Chatgaiyan) dialect

» Use only Bengali script (not Latin script or IPA)

e Return ONLY the translated text with no additional commentary, explanations, or notes

* Do not include phrases like “Here is the translation:” or “The Chittagonian translation is:”
* Do not add any metadata, formatting, or extra information

* If you cannot translate a specific word, keep it as is in the original form
Here are some examples of Bangla to Chittagonian translations:
Bangla: “Uncle, will you go to the village house?” | Chittagonian: [Translation]
Bangla: “Do you regularly eat vegetables?” | Chittagonian: [Translation]
Bangla: “Will go after noon prayer” | Chittagonian: [Translation]
Bangla: “Really like spinach” | Chittagonian: [Translation]
Bangla: “What do the maternal grandparents of Rangani do?” | Chittagonian: [Translation]
Bangla text to translate: {bangla_text}
Chittagonian translation:

Prompt for Bangla to Chittagonian Translation (Chain-of-Thought)

Chain-of-Thought Prompt for Bangla to Chittagonian Translation

You are a precise translation tool. Your task is to translate the given Bangla text to Chittagonian (Chatgaiyan)
dialect using Bengali script.
INSTRUCTIONS:

* Analyze the text step-by-step before translating

» Use only Bengali script in your final translation

 After your reasoning, provide ONLY the final translation with no additional commentary
Here are examples showing the translation process:
Ex 1: Bangla: “Uncle, will you go to the village?” | Reasoning: Vocative particle, possessive/locative |
Chittagonian: [Translation]
Ex 2: Bangla: “Do you regularly eat vegetables?” | Reasoning: Pronoun shift, habitual form | Chittagonian:
[Translation]
Ex 3: Bangla: “Will go after noon prayer” | Reasoning: Arabic loanword, future verb | Chittagonian:
[Translation]
Ex 4: Bangla: “Really like spinach” | Reasoning: Compound unchanged, preference transformation |
Chittagonian: [Translation]
Ex 5: Bangla: “What do maternal grandparents do?” | Reasoning: Phonetic compression, plural transfor-
mation | Chittagonian: [Translation]
Now translate: {bangla_text} | Let’s think step by step: Identify transformations, grammatical changes,
phonetic patterns
Provide your final translation below: Chittagonian:
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E Performance Comparison across Dialects and Prompting Strategies in Different
Models

BLEU Score Comparison Across Prompting Strategies and Dialects
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Figure 4: Performance comparison across different prompting strategies (Part 1). Comparison of BLEU, ROUGE-1,
and ROUGE-2 scores for Sylheti (left) and Chittagonian (right) dialects under Zero Shot, Few Shot, and CoT

prompting strategies.

235



ROUGE-L Score Comparison Across Prompting Strategies and Dialects
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METEOR Score Comparison Across Prompting Strategies and Dialects
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Figure 5: Performance comparison across different prompting strategies (Part 2). Comparison of ROUGE-L and
METEOR scores for Sylheti (left) and Chittagonian (right) dialects under Zero Shot, Few Shot, and CoT prompting

strategies.

236



