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Abstract

Understanding scientific concepts in native lan-
guages is crucial for educational accessibil-
ity and knowledge transfer. In this work, we
present a comprehensive evaluation of Large
Language Models (LLMs) on Bangla physics
questions, introducing P6Jiggasha, a novel
dataset of 1,500 multiple-choice questions com-
piled from HSC physics textbooks, supplemen-
tary guides, admission preparation books, and
past examination papers from various educa-
tional boards. We evaluate three state-of-the-
art models—GPT-4.1, Gemini-2.5 Pro, and
DeepSeek-R1-Distill-Llama-70B—on both na-
tive Bangla questions and their English trans-
lations. Our results reveal significant per-
formance variations, with GPT-4.1 achieving
86.67% accuracy on Bangla questions in a sin-
gle inference, while other models show sub-
stantial improvement through multiple infer-
ence attempts, with Gemini-2.5 Pro reaching
89.52% after four iterations. We introduce a
Cumulative Accuracy @k metric to evaluate it-
erative reasoning capabilities and provide com-
prehensive analysis across six physics topics
and six question types. Our error analysis re-
veals systematic cross-lingual inconsistencies
where models produce contradictory answers
for identical questions across languages. This
study provides valuable insights into the ca-
pabilities and limitations of current LLMs for
low-resource scientific question answering and
establishes benchmarks for future research in
Bangla natural language processing.

1 Introduction

The democratization of scientific knowledge
through native language understanding represents
a fundamental challenge in natural language pro-
cessing and educational technology. While Large
Language Models (LLMs) have demonstrated re-
markable capabilities across various domains, their
performance on scientific content in low-resource

languages remains understudied. This gap is partic-
ularly pronounced for languages like Bangla, spo-
ken by over 300 million people worldwide, where
scientific education primarily occurs in the native
language but computational resources remain lim-
ited.

Physics education in Bangladesh follows a struc-
tured Higher Secondary Certificate (HSC) curricu-
lum, covering concepts from mechanics to quantum
physics. Students typically encounter these con-
cepts first in Bangla before transitioning to English-
medium higher education, creating unique chal-
lenges for both learners and automated systems.
Recent advances in LLMs have shown promising
results for English scientific question answering
(Hendrycks et al., 2020; Lu et al., 2022), but their
applicability to non-English scientific content re-
mains largely unexplored (Ahuja et al., 2023; Lai
et al., 2023). While multilingual models like GPT-
4 (Achiam et al., 2023) and Gemini (Team et al.,
2023) present opportunities to bridge this gap, sys-
tematic evaluation on domain-specific content in
low-resource languages is lacking.

Our contributions are as follows:

* Dataset Creation and Curation: We com-
pile P6Jiggasha, the first large-scale Bangla
physics MCQ dataset containing 1,500 ques-
tions from authentic educational sources with
comprehensive English translations and cat-
egorizations across six physics domains and
six question types.

¢ Comprehensive Multi-Model Evaluation:
We systematically evaluate three state-of-the-
art LLMs on both Bangla and English ver-
sions using the Cumulative Accuracy@k met-
ric, analyzing the impact of language modality,
question complexity, and iterative inference
strategies.

Cross-lingual Performance Analysis: We
provide detailed error analysis revealing sys-
tematic challenges in mathematical reasoning,
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theoretical understanding, and cross-lingual
consistency across languages.

Our results reveal nuanced patterns in model per-
formance with significant variations across topics,
question types, and languages, providing practical
insights for educational technology development
and establishing benchmarks for future research in
scientific question answering for Bangla and other
low-resource languages.

2 Related Work
2.1 Large Language Model Reasoning

The emergence of sophisticated reasoning capabil-
ities in large language models has fundamentally
transformed how we approach complex problem-
solving tasks. Chain-of-thought prompting demon-
strated that generating intermediate reasoning steps
significantly improves the ability of large language
models to perform complex reasoning (Wei et al.,
2022), opening new avenues for scientific reason-
ing. Recent advances have moved beyond manual
prompt engineering, with researchers developing
methods for chain-of-thought reasoning without ex-
plicit prompting (Wang and Zhou, 2024). The Tree
of Thoughts framework (Yao et al., 2023) intro-
duced deliberate decision-making by considering
multiple reasoning paths simultaneously, while self-
consistency decoding (Wang et al., 2022) improved
reasoning reliability by sampling multiple reason-
ing paths. The development of specialized reason-
ing models like OpenAlI’s ol has further pushed
the boundaries, using reinforcement learning to
refine problem-solving strategies, with recent sur-
veys highlighting rapid progress in mathematical
reasoning capabilities (Zhang et al., 2024).

2.2 Scientific Reasoning Benchmarks

The evaluation of language models on scientific
content has become a critical research area, with
several landmark datasets establishing the foun-
dation for systematic assessment. Lu et al. intro-
duced multimodal reasoning approaches for sci-
ence question answering (Lu et al., 2022), while the
MMLU benchmark (Hendrycks et al., 2020) pro-
vided comprehensive evaluation across multiple do-
mains, including physics. Specialized benchmarks
have emerged for mathematical problem-solving
(Cobbe et al., 2021) and elementary science ques-
tions (Clark et al., 2018). The CMMLU benchmark
(Li et al., 2023) extended multilingual evaluation
to Chinese, while efforts to develop cross-lingual

scientific reasoning benchmarks have highlighted
persistent performance gaps in low-resource lan-
guages (Bang et al., 2023).

2.3 Bangla Reasoning and NLP Benchmarks

The development of reasoning capabilities for low-
resource languages like Bangla has gained mo-
mentum through several key initiatives. Early
work focused on foundational NLP tasks, with
BanglaBERT (Bhattacharjee et al., 2021) estab-
lishing baselines for general language understand-
ing. Recent work has specifically targeted rea-
soning capabilities, with Reveal-Bangla introduc-
ing a dataset for cross-lingual multi-step reason-
ing evaluation (Islam and Sarti, 2025). Addi-
tional contributions include SentNoB for sentiment
analysis (Islam et al., 2021), BanglaT5 for text
generation and translation (Bhattacharjee et al.,
2022), BanglaBook for large-scale sentiment analy-
sis (Kabir et al., 2023), and BanglaNLG for natural
language generation (Bhattacharjee et al., 2022).
The BanglaParaphrase dataset (Akil et al., 2022)
has contributed to semantic understanding tasks,
while IndicNLPSuite (Kakwani et al., 2020) pro-
vides broader South Asian language benchmarks.
However, domain-specific reasoning benchmarks
in scientific subjects like physics remain largely
unexplored, creating the gap our work addresses.

3 Pe6Jiggasha Dataset

3.1 Data Collection

We systematically collected 1,500 multiple-choice
physics questions from diverse Bangladeshi edu-
cational sources spanning various academic lev-
els and institutional contexts. Figure 1 illustrates
our complete data generation workflow consist-
ing of four main stages: collection and OCR
extraction, structure and preprocessing, filtering,
and verification with categorization. We system-
atically collected 1,500 multiple-choice physics
questions from diverse Bangladeshi educational
sources including HSC Physics Textbooks, Physics
Guides, Engineering Question Banks, and Test Pa-
pers. Each question follows a standard multiple-
choice format with four options (A, B, C, D) and
a single correct answer, covering easy-to-difficult
MCQs with comprehensive physics concepts. All
correct answers were rigorously re-checked directly
against the original sources and retained only when
the match was unambiguous.

Figure 2 shows the distribution of questions
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Figure 1: Data generation workflow for the P6Jiggasha dataset showing the pipeline from collection through OCR
extraction, filtering, and verification to final categorization across physics topics and question types.

Engineering Question Bank
(450 samples)

HSC Physics Textbooks

Total Samples (375 samples)

1,500

Physics Guides
(375 samples)

Test Papers
(300 samples)

Figure 2: Source distribution showing Engineering
Question Banks (30%), HSC Physics Textbooks (25%),
Physics Guides (25%), and Test Papers (20%) represent-
ing diverse educational materials.

collected from various educational sources across
Bangladesh’s academic ecosystem, reflecting the
diversity of materials used in physics education.

3.2 OCR and Data Extraction

The source materials were primarily available in
PDF format and printed documents. We employed
advanced language models including Grok 4 and
GPT-5 for Optical Character Recognition (OCR),
to extract questions from these diverse sources. The
OCR process involved automated text extraction
from PDF documents, image-to-text conversion for
scanned materials, mathematical expression recog-
nition and formatting, and rigorous quality verifi-
cation of extracted content to ensure accuracy and
completeness of physics terminology and mathe-
matical notations.

3.3 Data Structure and Pre-processing

The dataset is structured in CSV format with pre-
served English mathematical expressions. During
the pre-processing phase, we implemented com-
prehensive data filtering to remove duplications,
graph/image-based questions, redundant whites-
pace, and multi-hop questions. This filtering pro-
cess ensures consistency and maintains focus on
text-based physics concepts while preserving the

integrity of mathematical expressions essential for
physics problem-solving.

Data Distribution Samples

Total Dataset 1,500
Test Set (allocated from total) 500

Text Statistics

Mean Word Count 23.2
Maximum Word Count 46
Minimum Word Count 4

Table 1: Dataset composition with 1,500 total questions
(500 for testing) and text statistics showing mean word
count of 23.2, reflecting concise question formulations.

3.4 Data Verification and Categorization

Following the data filtering phase, we enhanced the
dataset through manual verification and systematic
categorization. All mathematical expressions and
physics terminology were manually verified for ac-
curacy by domain experts. Using Gemini 2.5 Pro,
we analyzed each question to assign appropriate
topic and question type labels, ensuring compre-
hensive coverage across different physics domains
and cognitive complexity levels.

Table 1 presents the dataset composition and sta-
tistical overview, with 500 questions allocated for
testing purposes and comprehensive text statistics
showing the linguistic characteristics of the dataset.

We categorized the dataset along two primary
dimensions based on systematic analysis:

Topics (six categories): Electromagnetism, Me-
chanics, Thermodynamics, Wave Optics, Quantum
Physics, and Modern Physics, reflecting compre-
hensive coverage of fundamental and advanced
physics concepts.

Question Types (six categories): Based on the
distribution analysis, we identified and categorized
questions into Mathematical, Theoretical, Defini-
tion, Reasoning, Application, and Miscellaneous
types, capturing different cognitive demands and
problem-solving approaches.
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Figure 3: Physics topic distribution with Mechanics
dominating (300 samples, 20%) followed by Elec-
tromagnetism (280, 18.7%), Thermodynamics (250,
16.7%), Wave Optics (240, 16%), Quantum Physics
(230, 15.3%), and Modern Physics (200, 13.3%).

Definition 213 (14.2%)

Reasoning 87 (5.8%)
Application 65 (4.3%)

Miscellaneous 33 (2.2%)
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Figure 4: Question type distribution showing Mathe-
matical questions as the largest category (687, 45.8%),
followed by Theoretical (415, 27.7%), Definition (213,
14.2%), Reasoning (87, 5.8%), Application (65, 4.3%),
and Miscellaneous (33, 2.2%).

Figure 3 presents the distribution across physics
topics, showing that Mechanics dominates the topic
distribution with 300 samples, followed by Elec-
tromagnetism (280 samples) and Thermodynamics
(250 samples). Figure 4 shows the question type
distribution, where Mathematical questions consti-
tute the largest portion with 687 samples, reflecting
the quantitative nature of physics education, while
Miscellaneous questions represent the smallest cat-
egory with 33 samples.

4 Experiment Setup
4.1 Bangla QA based Prompting

We employ zero-shot prompting to evaluate the
reasoning capabilities of large language models
(LLMs). For each question instance, the input to
the model consists of three components: a sys-

tem prompt P, the Bangla natural language ques-
tion (gaN, and a set of candidate answer options
Opan = {01,092, 03,04} Where every o; is given
in Bangla. The model is tasked with selecting the
optimal answer 0* € OpaN.

The system prompt P is designed to encourage
deliberative reasoning by instructing the model to
think step-by-step before committing to a final an-
swer. This aligns with recent trends in prompt en-
gineering where reasoning-based instructions can
improve model performance, particularly in multi-
step or ambiguous queries.

We evaluate three state-of-the-art LLM families
in this setup: GPT, Gemini, and DeepSeek. All
models are evaluated under identical prompting
conditions to ensure fair comparison. The detailed
prompt is given in the Appendix.

4.2 Translation-based Prompting

Most reasoning-capable large language models
(LLMs) exhibit a strong bias toward English-
language reasoning, primarily due to the predomi-
nance of English data in their pretraining corpora.
Motivated by this, we also evaluate the perfor-
mance of these models on an English-translated
version of our dataset.

To create this version, we translated both the
questions and the corresponding answer options
into English. The prompt used for translation is
provided in the Appendix. For this task, we employ
Gemini-2.5 Pro and manually verify the gener-
ated translations, making corrections where neces-
sary to ensure accuracy and consistency.

Following translation, we conduct zero-shot
prompting experiments analogous to our original
setup. Each input to the model consists of three
components: a system prompt P, an English nat-
ural language question (Qgng, and a set of answer
options Opng = {01, 02, 03,04}, Where each o;
is provided in Bangla. The model is tasked with
selecting the optimal answer 0* € Ogng.

4.3 Evaluation Metrics

We evaluate model performance using a retry-based
metric we term Cumulative Accuracy @k (Cumul
Acc@k), where k € {1,2,3,4}. Unlike the stan-
dard Pass@k metric, which assumes access to k
simultaneous guesses per sample, our approach
allows the model up to k sequential attempts to
answer each question correctly.

Formally, let S; be the original set of N ques-
tions. Ateachround ¢ € {1,2,...,k}, we define
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Figure 5: Cross-linguistic performance comparison
across four categories: Both Correct, Bangla Only Cor-
rect, English Only Correct, and Both Wrong. GPT-
4.1 achieves the highest consistency (445 both correct),
while DeepSeek-R1 shows the most failures (89 both
wrong).

Sy as the subset of questions not answered correctly
in any of the previous ¢ — 1 rounds. In each round,
the model is re-prompted with only the remain-
ing incorrect samples from the prior round. Let
a¢(q) denote the model’s prediction for question ¢
in round ¢, and let 0:; be the correct answer.

The Cumulative Accuracy @k is defined as:

N
1
Cumul Acc@fk = N Z; 1{ 3¢ < k such that

ala) = o, }

This metric captures the proportion of total ques-
tions that the model eventually answers correctly
within k retries. It reflects a realistic, interactive
usage scenario where a system is allowed to reat-
tempt difficult questions rather than relying solely
on a single response. We report Cumulative Accu-
racy@k for k = 1,2, 3, 4.

5 Results and Analysis

Our evaluation of state-of-the-art LLMs on
P6Jiggasha reveals substantial performance gaps
and distinct behavioral patterns across models, lan-
guages, and question types, with resubmission
strategies proving particularly effective for initially
lower-performing models.

Cross-Linguistic Consistency Analysis. Figure 5
reveals multilingual robustness patterns across
models. GPT-4.1 exhibits the strongest consis-
tency with 445 questions correct in both languages,
followed by Gemini-2.5 Pro (427) and DeepSeek-
R1 (376). Language-specific patterns show GPT-
4.1 with minimal Bangla-only successes (3) versus

higher English-only successes (4), while DeepSeek-
R1 and Gemini-2.5 Pro show balanced language-
specific performance (13-21 and 22-9, respec-
tively). The "Both Wrong" category highlights
fundamental gaps, with DeepSeek-R1 (89) show-
ing significantly more failures than GPT-4.1 (48)
and Gemini-2.5 Pro (43).

Table 2 presents the comprehensive results
across all evaluated models and languages.
LLMs Comparison. Table 2 reveals significant
performance variations across models in the initial
inference round (Cumul Acc@1). GPT-4.1 demon-
strates superior performance on Bangla questions
with 86.67% accuracy, substantially outperform-
ing Gemini-2.5 Pro (71.24%) and DeepSeek-R1
(48.00%). This 38.67 percentage point gap be-
tween the best and worst performing models high-
lights the varying capabilities of current LL.Ms in
handling Bangla physics content. Notably, the per-
formance hierarchy (GPT-4.1 > Gemini-2.5 Pro
> DeepSeek-R1) remains consistent across both
languages, though the magnitude of gaps varies,
with DeepSeek-R1 showing particularly weak ini-
tial performance in Bangla compared to English.
Impact of Iterative Re-evaluation Strategy. The
cumulative accuracy improvements across multi-
ple inference iterations (Cumul Acc @2—4) demon-
strate the effectiveness of the resubmission strategy.
Gemini-2.5 Pro shows the most dramatic improve-
ment, gaining 18.28 percentage points from Cu-
mul Acc@] (71.24%) to Cumul Acc @4 (89.52%),
ultimately matching GPT-4.1’s final performance.
DeepSeek-R1 exhibits the largest absolute gain of
29.71 percentage points in Bangla, though still
achieving the lowest final accuracy at 77.71%.
GPT-4.1 shows the smallest improvement (2.85
percentage points), indicating high initial accuracy
with limited room for enhancement through resub-
mission. The diminishing returns pattern across
iterations (largest gains at Cumul Acc@2, smaller
at subsequent attempts) suggests that most cor-
rectable errors are resolved within the first retry,
with marginal benefits from additional resubmis-
sions.
Cross-lingual Performance Analysis. English
translation yields mixed results across models.
GPT-4.1 shows minimal language dependency with
similar performance in both languages (86.67%
Bangla vs. 84.57% English in Cumul Acc @), ulti-
mately achieving slightly higher final accuracy in
English (89.90% vs. 89.52%). Conversely, Gemini-
2.5 Pro performs better with Bangla questions ini-
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Cumulative Accuracy (%)

Model Language
Cumul Acc@1l Cumul Acc@2 Cumul Acc@3 Cumul Acc@4

GPT-4.1 Bangla 86.67 88.57 89.00 89.52
GPT-4.1 English 84.57 88.38 89.14 89.90
Gemini-2.5 Pro  Bangla 71.24 78.86 84.95 89.52
Gemini-2.5 Pro  English 68.32 83.81 85.52 87.25
DeepSeek-R1 Bangla 48.00 72.00 72.19 77.71
DeepSeek-R1 English 62.67 65.52 78.67 79.50

Table 2: Overall model performance across languages and inference iterations, showing GPT-4.1’s high initial
accuracy with minimal improvement, Gemini-2.5 Pro’s dramatic gains through resubmission (+18.28%), and
DeepSeek-R1°s substantial but insufficient improvement (+29.71% in Bangla).

m GPT-4.1
Quantum
Physics
100
90
Modern Electro-
Physics 0 magnetism
70
60
50
. Thermo-
Mechanics dynamics
Wave
Optics
(a)

Gemini-2.5 Pro

100
2 90
Miscellaneous 80

DeepSeek-R1 |

Definition

Theoretical

Mathematical

S I
~

Application

(b)

Reasoning

Figure 6: Performance analysis for Bangla questions: (a) Topic-wise performance showing consistent strength
in Quantum Physics and Electromagnetism versus challenges in Modern Physics and Mechanics, (b) Question
type-wise performance revealing strong accuracy on Definition/Theoretical questions but progressive degradation

for Application/Reasoning tasks.

tially (71.24% vs. 68.32%) but shows stronger im-
provement trajectories in English during resubmis-
sions, reaching 87.25% final accuracy. DeepSeek-
R1 demonstrates a notable preference for English
at initial inference (62.67% vs. 48.00%, a 14.67
percentage point gap), though Bangla performance
catches up through multiple iterations (77.71% vs.
79.50% final), suggesting language-specific reason-
ing patterns and imbalanced training data distri-
bution that can be partially compensated through
iterative refinement.

Topic-wise Performance Analysis. Figure 6(a)
and Figure 7(a) show topic-wise performance on
Bangla and English questions using Cumul Acc @4.

All models perform better on Quantum Physics and
Electromagnetism, with GPT-4.1 and Gemini-2.5
Pro achieving 88-95% accuracy across most do-
mains. Modern Physics and Mechanics remain
more challenging, especially for DeepSeek-R1,
which trails by 10-20 percentage points. DeepSeek-
R1 also struggles notably with Wave Optics on
Bangla questions, showing the lowest accuracy
among topics. Overall, radar charts indicate sta-
ble performance hierarchies, with GPT-4.1 lead-
ing consistently across all six domains. Cross-
linguistically, models perform slightly better and
more consistently on Bangla, while English results
exhibit more compressed performance ranges.
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Figure 7: Performance analysis for English questions: (a) Topic-wise performance showing similar domain trends as
Bangla with slightly compressed ranges, (b) Question type-wise performance confirming that cognitive complexity

outweighs linguistic factors.

Question Type-wise Performance Analysis. Fig-
ure 6(b) and Figure 7(b) present type-wise perfor-
mance on Bangla and English questions. All mod-
els excel on Definition questions, with GPT-4.1
and Gemini-2.5 Pro near 90% and DeepSeek-R1
around 85%. For Mathematical questions, GPT-4.1
leads at 95%, Gemini-2.5 Pro follows at 90%, and
DeepSeek-R1 remains competitive at 82%, show-
ing relative strength on reasoning-based queries.
DeepSeek-R1 attains about 78% on Mathematical
questions for both languages, reflecting moderate
math solving ability. However, it performs worst
on Miscellaneous questions (60%), marking the
lowest score across all types and revealing chal-
lenges with unconventional formats. Consistent
trends across both languages indicate that question-
type complexity, not language, primarily drives
performance differences.

LLM Prompting Results. Table 3 compares
the performance of GPT-4.1, Gemini-2.5 Pro,
and DeepSeek-R1 on Bangla questions from the
P6J1IGGASHA dataset under Zero-Shot and Chain-
of-Thought (CoT) prompting. Across all metrics,
GPT-4.1 consistently outperforms the other models,
achieving high cumulative and pass @k accuracies
even in the zero-shot setting, with further improve-
ments under CoT prompting. CoT prompts benefit
all models, with smaller models like DeepSeek-R1
showing the largest relative gains, indicating that

Cumul @k Acc ‘ Pass@k Acc

Design Choice  c@1 c@2 C@3 | Pass@1 Pass@l
Zero Shot

GPT-4.1 86.67 88.57 89.00 | 87.39 89.57

Gemini-2.5 Pro  71.24 78.86 84.95 | 73.64 76.32

DeepSeek-R1 48.00 72.00 72.19 | 55.28 67.92
CoT

GPT-4.1 88.94 9235 9287 | 88.25 90.88

Gemini-2.5 Pro  76.58 84.02 89.72 | 77.48 82.14

DeepSeek-R1 56.57 78.93 83.83 | 6827 76.39

Table 3: Comparison of different prompt in
P6JIGGASHA dataset. We consider Bangla Question
for this experiment. Here C@k means Cumulative @k
Acc

reasoning prompts help weaker models more sig-
nificantly. As expected, both cumulative @k and
pass @k accuracies increase with k, reflecting the
higher probability of obtaining a correct answer
when multiple candidates are considered. Over-
all, the results highlight that larger models perform
well even without reasoning prompts, while CoT
prompts and multiple candidate outputs further en-
hance performance across models.

6 Error Analysis

We conducted a comprehensive error analysis ex-
amining representative failure cases across ques-
tion types and physics topics. Detailed break-
downs are provided in Appendix A. Our findings
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reveal performance gaps as well as deeper struc-
tural weaknesses in cross-lingual physics reason-
ing, especially where linguistic variation interacts
with domain-specific concepts.

Mathematical and Theoretical Challenges. Fig-
ure 8(a,e) shows universal success for straightfor-
ward calculations but reveals Gemini-2.5 Pro’s in-
consistent wave optics encoding. Figure 8(b,d)
demonstrates cross-lingual inversions, indicating
language-specific rather than unified formula re-
trieval (see Appendix A, subsection A.1-A.2).
These errors suggest reliance on pattern-matching
over conceptual understanding, with theoretical
items exposing persistent fragility even under mul-
tiple inference attempts. Such weaknesses indicate
that deeper symbolic or conceptual grounding re-
mains limited across models.

Applied and Practical Reasoning. Figure 8(c,f)
shows models performing well in Bangla but col-
lapsing in English, particularly for thermodynamic
comfort and engine efficiency (Appendix A, sub-
section A.3-A.4). These failures illustrate that real-
world physics reasoning is highly sensitive to lin-
guistic framing, where small contextual shifts pro-
duce divergent interpretations. This highlights that
applied problems require robust world-knowledge
alignment, which current LLMs struggle to main-
tain consistently across languages.

Cross-lingual Inconsistencies. Examples (c—f)
in Figure 8 show inconsistent answers across lan-
guages for identical problems (Appendix A, sub-
section A.5). This suggests parallel but weakly
aligned internal knowledge representations, where
identical concepts trigger different reasoning paths
depending solely on query language. Such instabil-
ity poses concerns for bilingual learners who may
switch between Bangla and English during study.
Iterative Reasoning Improvements. Figures 9
and 10 show DeepSeek-R1’s +29.71% gain through
cumulative accuracy, adding verification layers
across attempts (Appendix A, subsection A.6). Al-
though multi-round prompting stabilizes reasoning,
improvements vary by domain, revealing that many
initial errors stem from incomplete intermediate
steps. Iterative refinement helps correct shallow
mistakes but cannot reliably resolve deeper concep-
tual gaps.

Translation-Induced Failures. Figure 11 high-
lights semantic drift during translation that affects
performance independently of physics ability (Ap-
pendix B). Even with manual verification, subtle
phrasing changes can shift interpretation, adding in-

stability—especially in applied or context-sensitive
tasks. This indicates that translation artifacts com-
pound existing reasoning vulnerabilities, dispropor-
tionately affecting cross-lingual evaluation.

7 Conclusion

This work presents the first comprehensive evalua-
tion of Large Language Models on Bangla physics
questions, introducing the P6Jiggasha dataset of
1,500 multiple-choice questions across six physics
topics and question types. We evaluate three state-
of-the-art models—GPT-4.1, Gemini-2.5 Pro, and
DeepSeek-R1-Distill-Llama-70B—revealing sig-
nificant performance variations across languages
and complexity levels. We introduce the Cumula-
tive Accuracy @k metric for sequential reasoning
evaluation and identify systematic challenges in
mathematical reasoning, theoretical understanding,
and cross-lingual consistency. Our findings high-
light that language modality significantly impacts
model performance, emphasizing the need for bal-
anced multilingual training data in scientific do-
mains. Future work should explore open-ended
formats, multimodal integration, and expansion
to other scientific domains and low-resource lan-
guages.

Limitations

Our evaluation focuses exclusively on multiple-
choice questions, which may not fully capture
scientific reasoning required for open-ended ex-
planations. The dataset currently excludes visual
elements such as graphs and diagrams; we plan
to incorporate multimodal capabilities in future
work. Our study is confined to physics, and gen-
eralizability to other STEM subjects in Bangla re-
mains uncertain. The observed cross-lingual in-
consistencies raise reliability concerns for educa-
tional deployment. Furthermore, the English trans-
lations—although manually checked—may still in-
troduce subtle semantic shifts that influence model
performance, especially for context-dependent rea-
soning tasks. Our iterative evaluation strategy (Cu-
mulAcc@k) improves robustness but does not fully
disentangle genuine reasoning improvements from
repeated exposure effects.
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A Detailed Error Analysis with Examples

This section provides comprehensive analysis of
model failure patterns observed in the P6Jiggasha
dataset, with detailed examination of representative
cases across different physics domains and question

types.

A.1 Mathematical Reasoning Challenges

Figure 8 presents representative failure cases
across different physics domains. Example (a)
demonstrates universal success across all models
(B, B, B in both languages) for a Young’s modulus
calculation, indicating strong capability when prob-
lems require straightforward formula application
with clearly identified variables and direct substi-
tution. Example (e) reveals model-specific chal-
lenges in wave optics interference calculations in-
volving intensity superposition.

While GPT-4.1 and DeepSeek-R1 correctly iden-
tify option A in both languages, Gemini-2.5 Pro
consistently fails, selecting B in Bangla and D
in English. This language-specific error pattern
suggests Gemini struggles with the conceptual un-
derstanding of intensity calculations in interfer-
ence, incorrectly applying linear summation rather
than accounting for phase relationships. The fact
that Gemini selects different wrong answers across
languages indicates the error mechanism itself is
language-dependent, suggesting inconsistent en-
coding of wave optics principles across multilin-
gual representations.

A.2 Theoretical Concept Understanding

In Figure 8(b), the test examines the relation-
ship between diffraction and interference, where
DeepSeek-R1 incorrectly selects refraction (D) in
Bangla while correctly identifying interference (C)
in English. GPT-4.1 and Gemini-2.5 Pro maintain
consistency with correct answers in both languages.
This suggests DeepSeek’s Bangla physics vocabu-
lary may conflate closely related optical phenom-
ena, indicating weaker terminological precision in
low-resource language understanding.

Figure 8(d) reveals dramatic cross-lingual incon-
sistencies in moment of inertia formula retrieval.
In Bangla, GPT-4.1 fails (A) while Gemini-2.5
Pro and DeepSeek-R1 succeed (D, D). In En-
glish, this pattern completely inverts: GPT-4.1 suc-
ceeds (D) while Gemini-2.5 Pro and DeepSeek-
R1 both fail (A, A). This systematic cross-lingual
inversion—where models that succeed in one lan-

guage fail in the other—provides strong evidence
that physics formulas are not stored in language-
agnostic representations but rather encoded sepa-
rately for each language, leading to inconsistent
retrieval depending on query language.

A.3 Applied Reasoning and Contextual
Understanding

Figure 8(c) demonstrates interesting cross-lingual
performance patterns in thermodynamic reasoning
about altitude and thermal comfort. All models
correctly identify option A in Bangla, but in En-
glish, GPT-4.1 and Gemini-2.5 Pro both incorrectly
select B (distance from sea), while only DeepSeek-
R1 maintains correct reasoning. This suggests that
contextual real-world physics applications may be
better encoded in Bangla training data for GPT and
Gemini, or that English translation introduces se-
mantic ambiguity that misleads these models. The
fact that DeepSeek maintains consistency while
larger models fail in English is particularly notewor-
thy, suggesting different architectural or training
approaches to handling context-dependent reason-
ing.

A.4 Practical Physics Understanding

Figure 8(f) examines understanding of realistic en-
gine efficiency limits, revealing significant chal-
lenges across all models. In Bangla, GPT-4.1 and
Gemini-2.5 Pro both correctly identify C' (50%)
while DeepSeek-R1 fails (B, 25%). However, in
English, all three models fail, with GPT-4.1 se-
lecting B (25%), and both Gemini-2.5 Pro and
DeepSeek-R1 selecting D (100%). This complete
performance collapse in English—where even pre-
viously successful models fail—suggests that the
conceptual bridge between idealized thermody-
namic principles (Carnot efficiency) and practical
engineering constraints is poorly represented in
English training data. The scattered predictions
across different percentage values indicate mod-
els confuse theoretical maximums, practical limits,
and unrealistic ideal cases, highlighting systematic
gaps in applied thermodynamics reasoning.

A.5 Cross-lingual Consistency Issues

Four examples in Figure 8—(c), (d), (e), and
(f)—exhibit significant prediction inconsistencies
between Bangla and English versions. Example (d)
shows the most striking pattern: a complete per-
formance inversion where successful models in
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Bn_Q: 2mm"2 BRI 616 OITH ST
15kg ©F YT TR/ GF JTTAT SIZIT OHIGT
07 4m | OIRF GATIINT 237 97 GUE
1.3x10"10 Nm-1/ S SRCF [T ©rRfGa (7l
B AT 75510 2072

En_Q: A 15 kg mass hangs from a wire with a
2 mm? cross-section. With the mass hanging,
the wire's length is 4m. The Young's modulus
of the wire material is 1.3x10°10 Nm*. If
the mass is removed, how much will the wire
contract?

A. 0.0022m
C. 0.225m

B. 0.0225m
D. 2.25m

Topic: Mechanics
Question Type: Mathematical

Bangla @ B 4B &’ B
English @B 4 @

(@)

Bn_Q: 'M' ©F 93¢ 'a’ 2@ (AT IF15
STNRIZ 50T JBI6 PN ST
97 QGO JINE FO?

En_Q: What is the moment of inertia
of a square of mass 'M' and side 'a’
about one of its diagonals?

A. Ma?/3
C. Ma*/9

B. Ma®*/6
D. Ma%/12

Topic: Mechanics
Question Type: Theoretical

Bangla @A ¢ 0 Q0O
English@o ¢4 QA

(d)

Bn_Q: WSV 45 [RU¥rT 47—

En_Q: Diffraction is a special type
of—

A. yW?@L'\f(Pala/"ization)
B. AfS%eT+ (Reflection)
C. ZIT%ETZ(Interference)
D. AfS5779 (Refraction)

Topic: Wave Optics
Question Type: Theoretical

Bangla @ c 4 ¢ @D
English @c 4 ¢ Q¢

(b)

Bn_Q: GG A0 726 Smes

I GIFOT N 100 3¢ 20 JFF

En_Q: If two light waves have intensities

of 100 and 20 units respectively, what
will be the resultant intensity?

A. 120 B. 134
C. 345 D. 60

Topic: Wave Optics
Question Type: Mathematical

Bangla@A 48 Q4
English @A 40 @4

(e

Bn_Q: 9% OVNIZIF SItelb SITV5eT
PABICI (F FERI (A4 2 PIFL_
En_Q: At the same temperature; it feels
more uncomfortable in Kuakata than in
Sylhet because___

A. STYHEYS 20O [SHeba Geoor
FIBIGIF (GTF ([ (Sylhet's altitude
from sea level is higher than Kuakata's)
B. STYEYP 2@ eI IR (Sylhet is
far from the sea)

C. R¥3 @7 209 S0l (@1 703 (Sylhet
is farther from the equator)

D. (FIAIGZ 3 (None of these)

Topic: Thermodynamics
Question Type: Reasoning

Bangla @ A @A @’A
English @ B 48 @A

(©)

Bn_Q: T JHI6 & NT T
S5 B VIS ST (@ T
En_Q: In reality; what is the

maximum possible efficiency of an
engine?

A. 20%
C. 50%

B. 25%
D. 100%

Topic: Thermodynamics
Question Type: Theoretical

Bangla @C 4 ¢ Qs
English@B 4 0 @O

®

Figure 8: Representative error cases showing model performance on different question types. Each example displays
the question in both Bangla and English, along with predictions from GPT-4.1, Gemini-2.5 Pro, and DeepSeek-R1
(left to right), with correct answers marked in green and incorrect ones marked in red.

Bangla fail in English and vice versa, strongly sug-
gesting language-compartmentalized knowledge
rather than unified multilingual understanding. Ex-
ample (f) demonstrates Bangla superiority (2 of
3 correct) versus English failure (0 of 3 correct),
indicating certain physics concepts are better pre-
served in low-resource language training despite
smaller data volumes. These inconsistencies have
critical implications for educational deployment:
students querying the same problem in different
languages may receive contradictory answers, un-
dermining trust and pedagogical effectiveness. The
patterns suggest current multilingual LLMs lack
cross-lingual alignment mechanisms for domain-

specific knowledge, necessitating explicit consis-
tency constraints during training for reliable educa-
tional applications.

A.6 Cumulative Reasoning Improvements
through Iterative Refinement

Beyond identifying failure patterns, our analy-
sis reveals how DeepSeek-R1’s cumulative accu-
racy mechanism systematically improves reason-
ing quality through iterative self-correction. Fig-
ures 9 and 10 demonstrate this progressive refine-
ment across four iterations, where each cumulative
pass adds verification layers that catch and cor-
rect errors from previous attempts. In the relative
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Bn_Q: TSNS AS© 18T (AT AT
o AT CRIGIERTET| 18 2@ 757 (M@
OIp GeF ST (F (PICT BT 40O
AT -
CumulAcc@1 Reasoning: GIY-(ZFTY J1BT
@
B, = (0, —v)v r=(0,-v) (GFF AT5) 43¢

F (@, = (+v,0)v p=(+v,0)
(TG STN) | (ISR (&N BT
AP (T
Byer =, =D, = (0, =) — (,0) = (= v, —v)

YA TGN 3 GTF—TIC G
w7z N

v G35 TCOIR WM, TS e e &
1AT6F ATF | RIOTT TSI ,~47 [
Rl

(a)

En_Q: A person was running on a
flat road with a speed equal to the
speed of vertically falling rain. To
protect himself from the rain, at
what angle with the vertical must he
hold his umbrella?

CumulAcc@1 Reasoning: Rain

¥, = (0, —v), runner v, = (+v,0)
. Apparent rain v = ¥, — v,.

50 Uy = (— v, — v)—equal
horizontal/vertical components.

(e)

CumulAcc@2 Reasoning:

GHFT Y (RPNIP ([P 417
61 O
tanf = 1o = =t =1,
vyl I-vl

AT WTAHE Ao BF
v wyelie 8 CFy
TAT* ST/ (XY TGP
G [HRIAR [7TF, ©T% RToTs
STTNCNF A0 ProN® 207 (T
TG —b,, -7 ACP AP/

(b)

CumulAcc@2 Reasoning:
Resolve the relative vector to an
inclination with respect to the
vertical. For an axis
angle 6 measured from the
vertical, the tangent is the ratio
of the horizontal to vertical
components:

vl 1-vl

tanf = =—=
vyl 1=l

Thus, the apparent rain direction
is exactly along a diagonal in the
runner’s frame.

®

CumulAcc@3 Reasoning:
tan6=1=6=450 | AT THTFA
ST (BT I8N 2T, ©1

VI 45°-% A1
GIRISFENT (HIGR7 IEE
SITNCH- 1767 S (3F APTTe
T (A Y FA© FONF
GFF (AP 45° SHTNH AP
FIONS 27/

(©

CumulAcc@3 Reasoning: From
tanf = 1 obtain 6 = 45°. The
problem explicitly asks for the
angle with the vertical, not
with the horizontal; with the

vertical the value remains 45°.

Geometrically, the runner sees
drops coming from a line at

450 below forward-downward
diagonal; blocking that requires
the shaft to be

45° away from the vertical
toward the running direction.

(2

CumulAcc@4 Reasoning:
TG AP 0,0 = (+ v, +v)
TR AT 29 TS TFF
YT 45° (ATGA TP ATs
PIONA]| O SYGINP
AN I 2F 47 GAT
NP BT Y (7F] T@H:
45° (ST A)l

A. 45° B. 120°
c. 90° D. 60°

(d)

CumulAcc@4 Reasoning: Hold
the umbrella along

—Dper = (+ v, + V)=V rel=(+v,+v);
tilt it 45° from the vertical
toward the direction of motion
so the canopy faces the
oncoming rain.

This cancels horizontal ingress
and balances vertical fall.

Answer: 45° with the vertical
(Option A).

(b)

Figure 9: DeepSeek-R1 iterative reasoning refinement for a relative motion problem. Figure shows progressive
reasoning across four cumulative accuracy steps for a problem on the umbrella angle needed to avoid rain at
matching velocity (top: Bangla a—d, bottom: English e-h). Iterations (a,e) set velocity vectors, (b,f) compute
relative velocity and tangent-based angles, (c,g) determine the 45° solution, and (d,h) verify via geometry (Option
A). The parallel view highlights cross-lingual consistency in DeepSeek-R1’s reasoning, with Bangla using detailed

explanations and English favoring concise vector notation.

motion problem (Figure 9), CumulAcc@]1 estab-
lishes the basic vector framework but lacks angular
interpretation; CumulAcc@?2 introduces tangent
ratio calculations but doesn’t fully resolve the geo-
metric meaning; CumulAcc@3 explicitly derives
0 = 45 from tanf = 1; and CumulAcc@4 pro-
vides complete geometric validation by confirm-
ing the umbrella orientation blocks the diagonal
rain trajectory. This layered verification transforms
incomplete initial reasoning into a robust, multi-
perspective solution.

Similarly, the radioactive decay problem (Fig-
ure 10) showcases cumulative betterment: Cumu-
IAcc@1 sets up the exponential formula, Cumu-
JAcc@2 matches it to discrete half-life counts,
CumulAcc@3 performs the arithmetic calcula-
tion with sanity checks, and CumulAcc@4 vali-
dates dimensional consistency across exponential

and sequential interpretations. The progression
from 48.00% (CumulAcc@1) to 77.71% (Cumu-
lAcc@4) in Bangla—a remarkable +29.71% ab-
solute improvement—demonstrates that iterative
refinement doesn’t merely retry the same approach
but systematically builds conceptual scaffolding,
catching algebraic errors, verifying physical intu-
ition, and ensuring cross-validation between mathe-
matical formalism and discrete physical processes.
This cumulative mechanism proves particularly ef-
fective for complex multi-step physics problems
where single-pass reasoning often misses subtle
conceptual connections or calculation errors.

The cross-lingual consistency observed across
iterations (Figures 9e-h and 10e-h) further validates
that these improvements stem from genuine reason-
ing refinement rather than language-specific pat-
tern matching, as DeepSeek-R1 achieves similar
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Bn_Q: 14 G 15 I (OCTFHT
TR 5 1/16 SRRE AF| 7
WY FO AP

CumulAcc@1 Reasoning: ©J:

t = 141G I SRAE ST
N/No = 1/16 | ST J TIZT

N 1\ YT
%)

1 14/T‘/z 1
2 T 16

o 1, T1/2 1

(a)

En_Q: After 14 minutes, 1/16 of a
radioactive element remains. What
will be its half-life?

CumulAcc@1 Reasoning:

Data: after t = 14, the remaining
fraction is N/N, = 1/16. Use the
half-life law

N (1 /T2
Ny \2 :

Substitute the numbers:

CumulAcc@2 Reasoning:

CIVAPIB 1/2-47 Jo1B [
1/16 = (1/2)*, O fefg
SN, ©IF Y63 NI:

0™ -
@2 58 fAIAG 517G Wy
CIRRRI

(b)

CumulAcc@2 Reasoning:

Express the right-hand side as a
power of 1/2:
1/16 = 2% = (1/2)*

Match exponents for equal
bases:

1 14/1'1/27 1 4 R 14 s
2 “\2 Tz

This shows that the elapsed time

CumulAcc@3 Reasoning:

14
GYT Ty, = =35 NG
TIG1R: 38 NG GIF 4T

1 1 1 1
qEE L >t oL
2 4 8 16

27 (GGIF ST NTeT 3131
0 VI 8 NIGT GORR

STRESTH]

©

CumulAcc@3 Reasoning:
Solve for the half-life:

14 .
Tipp = 7= 3.5 minutes.

Sanity check by halving sequence
over 14 minutes:

1 1 1 1 .
losa8= g(four halvings).
The computed T, is less than

the total elapsed time,

CumulAcc@4 Reasoning:

QoI FY3.5 WG 2T AT
1/16 SRME GaTe* FENTET
ST ITT: FoPIT TNBTY 8
HTN-4TT A4 28T 62 95
T AU ) T@a: 3.5
NG (ST C)1

A. 7/8 min
C. 7/2 min

B. 7/4 min
D. 14/3 min

(d)

CumulAcc@4 Reasoning:

The half-life that reproduces
the observed fraction is
Ty, = 3.5 minutes . Units,
exponent alignment, and the
discrete halving sequence all
agree. Answer: 3.5 minutes
(Option C).

equals four half-lives.

1 14/1.,27 1
2 T 16

(e) ®

consistent with four complete
half-lives.

(2) (h)

Figure 10: DeepSeek-R1 iterative reasoning refinement for a radioactive decay problem. Figure shows
progressive reasoning across four cumulative accuracy steps for a half-life problem where 1/16 of a radioactive
element remains after 14 minutes (top: Bangla a—d, bottom: English e-h). Iterations (a,e) set up the decay formula,
(b,f) express 1/16 as (1/2)%, (c,g) compute T} s2 = 3.5 min, and (d,h) verify dimensional consistency (Option C).
This illustrates DeepSeek-R1’s systematic decomposition of exponential decay problems into verifiable steps.

cumulative gains in English (62.67% to 79.50%,
+16.83%). The success of this iterative approach
suggests that educational Al systems should priori-
tize multi-pass reasoning architectures over single-
shot prediction, enabling students to see how expert
problem-solving progressively builds from founda-
tions to verified solutions.

B Translation-Induced Evaluation
Failures

Our analysis reveals systematic cross-lingual incon-
sistencies where translation artifacts alter model
interpretations. Figure 11 illustrates two physics
problems in which GPT-4.1 and Gemini-2.5 Pro
provide different answers across Bangla and En-
glish versions due to semantic degradation during
translation. In the first case, concerning maxi-
mum real engine efficiency (correct answer: 50%),
GPT-4.1 correctly identifies the Bangla version’s
practical engineering framing and selects the right
answer. However, in the English translation, the

phrase “In reality” introduces semantic ambiguity,
creating tension between practical and theoretical
interpretations. As a result, GPT-4.1 shifts its rea-
soning toward typical operational ranges (25%)
rather than engineering limits. In the second case,
regarding why Kuakata feels more uncomfortable
than Sylhet at equal temperatures (correct answer:
A, based on altitude affecting atmospheric pres-
sure and evaporative cooling), the Bangla version
presents a truncated, obviously incorrect distrac-
tor, allowing Gemini-2.5 Pro to select the correct
option. The English translation completes this dis-
tractor but alters its semantics, making it appear
plausible. Consequently, Gemini-2.5 Pro chooses
the wrong answer in English, despite understanding
the physics correctly in Bangla.

These examples demonstrate that translation-
induced failures can occur at multiple linguistic
levels. Question-stem translations may introduce
contextual ambiguity, as in the engine efficiency
example, while option-level translation quality can
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Original Bangla:
BT GPIG ZE T 7T ST
PO VT NS (IO AP

A. 207%
C. 507%

Bangla @ [

(a)

B. 25%
D. 1007%

Original Bangla:
P2 STV PITeTl ST
PRI ([ FERF (15 2T

B. STY&¥ 20© [5iteib IRAF
¢. R 3120 Pt @@ 7ed
D. (PIANGZ 77

Bangla < A

()

English Translation:
In reality: what is the maximum
possible efficiency of an engine?

B. 257%
D. 1007%

A. 207%
C. 507%

English @ B

(b)

English Translation:

At the same temperature, it feels
more uncomfortable in Kuakata
than in Sylhet because --

A. Sylhet's altitude from sea level is
higher than Kuakata's

B. Sylhet is far from the sea

C. Sylhet is farther from the equator
D. None of these

English < B

(d)

Figure 11: Figure illustrates translation-induced evaluation failures in GPT-4.1 and Gemini-2.5 Pro. (a,b) Engine
efficiency: GPT-4.1 answers correctly in Bangla (C, 50%) but selects B (25%) in English due to semantic ambiguity
(“In reality” vs. “maximum possible”). (c,d) Thermodynamic comfort: Gemini-2.5 Pro selects A in Bangla but B in
English because option translation alters meaning. Green marks correct answers; red highlights translation-induced

faults.

change distractor plausibility, as seen in the thermo-
dynamic comfort case. Importantly, aggregate per-
formance metrics mask these failures: both models
maintain high overall accuracy (GPT-4.1: 89.52%
Bangla, 89.90% English; Gemini-2.5 Pro: 89.52%
Bangla, 87.25% English), yet individual question
analysis reveals systematic cross-lingual interpreta-
tion divergences. This has critical implications for
multilingual educational Al, where students work-
ing in different languages may face substantively
different reasoning challenges even on ostensibly
identical problems.

Based on these findings, we recommend several
practices for multilingual benchmark construction:
preserving contextual precision across languages,

validating semantic equivalence at the option level
to avoid inadvertently changing distractor quality,
analyzing cross-lingual response patterns to flag
potential translation issues, and incorporating ex-
pert review protocols to ensure both question stems
and options maintain the intended meaning. Fig-
ure 11 highlights that even without errors in answer
key mapping, translation-altered semantics can un-
dermine evaluation reliability, calling for careful
consideration in the design of cross-lingual bench-
marks.
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C System Prompts

Single Inference (Cumul Acc@1). For initial evaluation, we used the following system prompt:

System Prompt for Bangla Physics MCQ (Single Inference)

You are a world-class Physics teacher specialized in solving MCQs in Bangla.

Your role:

» Read the question carefully. Questions may be in Bangla with English symbols, formulas, or expressions mixed in.
¢ Identify the topic (e.g., Mechanics, Thermodynamics, Wave Optics, Electromagnetism, Quantum Physics, Modern
Physics).

Identify the question type (Mathematical, Theoretical, Definition, Reasoning, Application, Miscellaneous).

Work through the problem step by step, showing reasoning and calculations in Bangla where natural, but keep math
notation in standard English symbols.

* Always check units, conversions, and scientific notation.

* Be concise but accurate in reasoning.

At the end, give the correct option as a single letter: A, B, C, or D — nothing else on the final line.

Iterative Re-evaluation (Cumul Acc@2-4). For subsequent attempts on incorrectly answered questions,
we modified the prompt to encourage deeper analysis:

System Prompt for Bangla Physics MCQ (Iterative Re-evaluation)

You are a world-class Physics teacher specialized in solving MCQs in Bangla.

Your role:

* Analyze each question deeply and answer carefully, rechecking the reasoning step by step, rethink and answer wisely.
* Read the question carefully. Questions may include English text mixed with formulas, symbols, or expressions.

* Identify the topic (e.g., Mechanics, Thermodynamics, Wave Optics, Electromagnetism, Quantum Physics, Modern
Physics).

Identify the question type (Mathematical, Theoretical, Definition, Reasoning, Application, Miscellaneous).

* Work through the problem step by step, showing reasoning and calculations.

Always check units, conversions, and scientific notation.

* Be concise but accurate in reasoning.

At the end, provide the correct option as a single letter: A, B, C, or D — nothing else on the final line.

C.1 Prompts for English Question Answering

Single Inference (Cumul Acc@1).

System Prompt for English Physics MCQ (Single Inference)

You are a world-class Physics teacher specialized in solving MCQs in English.

Your role:

* Read the question carefully.

* Identify the topic (e.g., Mechanics, Thermodynamics, Wave Optics, Electromagnetism, Quantum Physics, Modern
Physics).

Identify the question type (Mathematical, Theoretical, Definition, Reasoning, Application, Miscellaneous).

» Work through the problem step by step, showing reasoning and calculations clearly, keeping math notation in standard
English symbols.

Always check units, conversions, and scientific notation.

* Be concise but accurate in reasoning.

At the end, give the correct option as a single letter: A, B, C, or D — nothing else on the final line.

Iterative Re-evaluation (Cumul Acc@2-4).
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System Prompt for English Physics MCQ (Iterative Re-evaluation)

You are a world-class Physics teacher specialized in solving MCQs in English.

Your role:

* Analyze each question deeply and answer carefully, rechecking the reasoning step by step, rethink and answer wisely.
* Read the question carefully.

* Identify the topic (e.g., Mechanics, Thermodynamics, Wave Optics, Electromagnetism, Quantum Physics, Modern
Physics).

Identify the question type (Mathematical, Theoretical, Definition, Reasoning, Application, Miscellaneous).

* Work through the problem step by step, showing reasoning and calculations clearly.

* Always check units, conversions, and scientific notation.

* Be concise but accurate in reasoning.

At the end, provide the correct option as a single letter: A, B, C, or D — nothing else on the final line.

\

C.2 Translation Prompt for Dataset Creation

For creating the English version of our dataset, we used Gemini-2.5 Pro with manual verification. The

translation prompt was designed to preserve mathematical expressions and technical terminology:

Prompt for Bangla-to-English Translation

You are a professional translator.

Task: Translate ONLY Bangla text into English, keep English text unchanged.

Input format (comma-separated):

id,question,A,B,C,D,answer

Output rules:

* Output must use commas (,) as the column separator.

* Exactly 7 columns: id,question,A,B,C,D,answer

* In the question column: NEVER output commas. If the translation needs a comma, replace it with a semicolon (;)
instead.

* Do not add extra columns.

* Do not add explanations, comments, or metadata.

» Keep numbers, math expressions, and symbols unchanged.

» Leave English text unchanged if it already exists.

\

C.3 Topic and Question Type Categorization Prompt

For systematic categorization of questions across physics domains and cognitive complexity levels, we

used Gemini-2.5 Pro with the following prompt:

Prompt for Topic and Question Type Classification

You are a Physics exam classifier.

Task: Analyze each question (and optionally the options and correct answer) to determine:

1. The most relevant Physics topic from the allowed list.

2. The most appropriate Question Type from the allowed list.

Allowed Topics:

Electromagnetism, Mechanics, Thermodynamics, Wave Optics, Quantum Physics, Modern Physics
Allowed Question Types:

Mathematical, Theoretical, Definition, Reasoning, Application, Miscellaneous

Output Instructions:

* Input is CSV with columns: id,question,A,B,C,D,answer

* For each row, return ONLY: id,topic,question_type

* One line per question

* No extra text, commentary, or explanations

* If unsure, use Miscellaneous for both topic and question_type

Example Input:

1,Diffraction is a special type of—,Polarization,Reflection,Interference,Refraction,C

2,If the momentum of an object of mass 50 kg is 200 kgms-1; its kinetic energy will be-,200 J,300 J,400 J,500 J,C
Example Output:

1,Wave Optics,Theoretical

2,Mechanics,Mathematical
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