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Abstract

Distinguishing fact from opinion in text is a nu-
anced but essential task, particularly in news
articles where subjectivity can influence inter-
pretation and reception. Identifying whether
content is subjective or objective is critical
for sentiment analysis, media bias detection,
and content moderation. However, progress in
this area has been limited for low-resource lan-
guages such as Bengali due to a lack of bench-
mark datasets and tools. To address these con-
straints, this work presents BeNSD (Bengali
News Subjectivity Detection), a novel dataset
of 8,655 Bengali news article texts, along
with an enhanced transformer-based architec-
ture (POS-Aware-MuRIL) that integrates parts-
of-speech (POS) features with MuRIL embed-
dings at the input level to provide richer con-
textual representation for subjectivity detec-
tion. A range of baseline models is evalu-
ated, and the proposed architecture achieves a
macro Fl-score of 93.35% in subjectivity de-
tection for the Bengali language. The code of
the work is available on GitHub'.

1 Introduction

The expansion of digital platforms and online jour-
nalism has resulted in a substantial increase in text-
based content. News articles, blogs, and social me-
dia posts now serve as primary sources of infor-
mation for a global audience. These media have
a significant impact on public discourse and opin-
ion formation. The proliferation of digital infor-
mation has also introduced challenges, including
the dissemination of biased, subjective, and manip-
ulative content that complicates the consumption
of accurate information and shapes public senti-
ment. Transitions within a single sentence from
factual reporting to personal opinion can signifi-
cantly alter the reader’s interpretation and percep-
tion. Subjectivity detection in news articles refers

Uhttps://github.com/R 1 FA7/Subjectivity-Detection-in-
Bengali-News-Articles
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to the process of distinguishing between factual
statements and those that express opinions, emo-
tions, or personal judgments. Subjectivity detec-
tion helps identify opinion-based statements, sup-
porting balanced reporting and thereby enhancing
the credibility of news sources.

Effective subjectivity detection supports news
credibility, mitigates bias, and promotes the distri-
bution of impartial information (Satapathy et al.,
2022). Recent advancements in subjectivity de-
tection have primarily been observed in high-
resource languages, including English and other
European languages. In contrast, subjectivity de-
tection in Bengali remains understudied due to lim-
ited linguistic resources. As the volume of Bengali
content on digital platforms grows, the need for
effective subjectivity detection becomes increas-
ingly important. However, progress is hindered by
a scarcity of public datasets and the complexity of
Bengalis syntax, morphology, and annotation am-
biguity. This work contributes in the following
ways to address current constraints in subjectivity
detection in Bengali:

e We introduce BeNSD, a new annotated
dataset comprising 8,655 Bengali news sen-
tences, each labelled as either subjective
(SUBJ) or objective (OBJ)

* We propose a transformer-based model that
leverages MuRIL language model with POS
embeddings. By integrating syntactic fea-
tures with deep contextual representations,
the model enhances its ability to recognize
the subtle linguistic markers that distinguish
subjective from objective expressions in Ben-
gali texts.

2 Related Work

Subjectivity detection in news articles has seen
marked progress in high-resource languages such
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as English. Paran et al. (2024) developed a model
for subjectivity detection using datasets of 1,776
English and 2,675 Arabic news article sentences.
Their approach achieved the highest F1 Scores of
72.6% on Arabic and 50.36% on English using
Llama-3-8b, with the dataset size potentially con-
tributing to the results. Antici et al. (2023) intro-
duced annotation guidelines and a corpus of 1,049
annotated sentences for subjectivity detection in
English news articles. Both monolingual and mul-
tilingual classification setups were examined. In
the monolingual setting, m-BERT achieved macro-
F1 scores of 75% for English and 74% for Ital-
ian. The multilingual use of m-BERT yielded 5%
(for English) and 3% (for Italian) improvements
in macro F1 scores. Pachov et al. (2023) applied
a dataset of 1,019 English sentences, with a major-
ity voting ensemble achieving the highest macro
F1 score of 0.77. Frick (2023) studied subjectiv-
ity classification using LLM-augmented data with
datasets of 1,292 English and 1,291 German sen-
tences, employing BERT, GPT, and their combina-
tion. Their approach yielded an F1 value of 0.73,
but performance was inconsistent when ChatGPT
was used in few-shot settings. Dey et al. (2023)
used a multilingual dataset in six languagesEn-
glish, Arabic, Dutch, German, Italian, and Turk-
ishand applied transformer architectures, includ-
ing BERT, M-BERT, and XLM-RoBERTa. The
XLM-RoBERTa large model achieved the highest
F1 score of 0.82 on a dataset comprising 7,828
texts. Additionally, a BERT-based multitask learn-
ing framework combining sentiment and subjec-
tivity detection was introduced by Satapathy et al.
(2022), with the addition of a Neural Tensor Net-
work resulting in a 24% absolute improvement in
accuracy, reaching 95.1%. On the IMDB dataset
of 10,000 English movie reviews, A recent work
Sagnika et al. (2021) proposed an opinion mining
technique for subjectivity identification using an
attention-based CNN-LSTM model, achieving an
accuracy of 0.971.

In contrast to the progress made in high-
resource languages, subjectivity detection in low-
resource languages remains in a rudimentary stage.
Suwaileh et al. (2025) proposed a dataset for
subjectivity detection in Arabic news sentences,
comprising 3,600 manually annotated sentences
named ThatiAR. Their framework leveraged var-
ious transformers and LL.Ms, but using the 3-shot
and 5-shot settings of GPT-4, they achieved the
highest weighted F1 score of 0.80. Chaturvedi

et al. (2017) proposed a framework using an ex-
treme learning machine with Bayesian networks
and fuzzy recurrent neural networks (FRNNs) for
subjectivity detection and achieved an accuracy of
89%. A recent study (Dwivedi et al., 2024) ex-
plored subjectivity analysis in nine low-resource
Indian languages using GPT-4 and BARD through
in-context learning and prompt engineering. They
showed that language-specific prompts signifi-
cantly improve performance in multilingual set-
tings. Around 7,000 domain-specific sentences
were collected, and the data was balanced for
subjective and objective classes by Dwivedi and
Ghosh, 2022. They designed a lexical-rule-based
Finite State Transducer (FST) for five Indian lan-
guages: Bengali, Hindi, Odia, Khorti, and Kan-
nauji. Their system achieved an average accuracy
of 84% across five languages.

Differences with existing research: Although
notable progress has been made in subjectivity de-
tection across high-resource languages, a signifi-
cant gap remains in Bengali. In our exploration,
no benchmark dataset is available for subjectivity
detection in Bengali news articles, and no prior
systems have been proposed for this task. Further-
more, previous methods have often overlooked the
role of syntactic structures, such as POS, in shap-
ing subjectivity. Instead, they have relied primar-
ily on semantic features. To address these gaps,
this work differs from existing studies in two cru-
cial ways: (i) it introduces the first large-scale,
manually annotated dataset, BeNSD for subjectiv-
ity detection in Bengali news articles, and (ii) it
proposes a POS-Aware transformer-based model,
combining syntactic and contextual cues, to im-
prove subjectivity detection in Bengali.

3 Development of Dataset: BeNSD

This work develops BeNSD, a dataset for detect-
ing subjectivity in news articles, as benchmark
datasets are currently unavailable in Bengali. In
news media, it is often hard to distinguish between
subjective and objective text as the differences can
be subtle. A subjective text expresses personal
opinions, emotions, speculations, rhetorical ques-
tions, sarcasm, exaggerations, or unsupported con-
clusions. In contrast, the objective text presents
information neutrally, reports events as they hap-
pen, includes third-party statements, and uses data-
supported conclusions (Antici et al., 2021).
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3.1 Data Collection and Preprocessing

Bengali news articles were collected through a
combination of manual browsing (42 articles) and
web scraping (251 articles) from prominent Ben-
gali news portals. To ensure data diversity, sources
were selected to represent a wide range of topics,
including politics, health, sports, entertainment,
and social issues. Initially, 8,800 raw news texts
were gathered, with the majority (8,144) collected
from Prothom Alo and the least amount (37) from
Jugantor. The accumulated data was collected be-
tween January 21, 2025, and April 14, 2025. Fig-
ure 1 shows the source-wise distribution of col-
lected data.

Souce-wise data collection

@ Prothomalo (8144) O Protidinersangbad (201) @Amarsangbad (117)

O Samakal (143) @ Dailynayadiganta (98) @ Jugantor (37)

Figure 1: Source-wise accumulated data distribution.
The values in the legends indicate the amount of data
collected from each source.

To reduce manual annotation effort and redun-
dancy, cleaning and filtering steps were applied:
non-Bengali characters, extra punctuation, and
special symbols were removed; duplicates were
discarded; and articles with fewer than three mean-
ingful words were filtered out. After preprocess-
ing, 115 texts were removed, leaving 8,685 valid
texts for manual annotation.

3.2 Data Annotation

After preprocessing, 8,685 news texts were given
to annotators to label as subjective (SUBJ) or ob-
jective (OBJ). Three undergraduate computer sci-
ence students independently labelled each article,
and their work was reviewed by an expert with
over 20 years of experience in NLP research. An-
notators followed clear class definitions to ensure
consistent labelling, and all texts were annotated
independently, without regard to prior context. Ini-
tially, they determined whether each sentence was

Raw Text Processed Text Remarks
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words

Table 1: Preprocessing examples.

subjective or objective by applying the provided
guidelines. Before starting the main task, they
practiced on a small set of example sentences to
ensure they understood the difference between the
two classes. This training helped clarify how they
interpreted the definitions. Annotators also wrote
brief justifications for their choices, which helped
resolve disagreements during expert review. Since
each text was labelled by three annotators, the final
class label was decided through majority voting.
After annotation, the expert removed 30 texts be-
cause their tone was ambiguous. The final dataset
includes 8,655 annotated texts.

To evaluate annotation quality, we measured
inter-annotator agreement using Cohens kappa co-
efficient (Cohen, 1960). The resulting kappa score
was 0.92, indicating almost perfect agreement
and demonstrating the reliability of the annotated
dataset. The finalized dataset was then converted
into a standardized format (e.g., Excel) for further
processing.

3.3 Dataset Statistics

The BeNSD dataset is randomly split into train-
ing (80%), validation (10%), and test (10%) sets,
with label stratification to maintain class balance
for model development and evaluation. Table 2
provides a summary of the developed dataset. It
is observed that OBJ samples have more words
than SUBJ samples across all sets. On average,
each text contains 13 to 14 words. The valida-
tion and test sets exhibit significantly higher lex-
ical diversity (approximately 0.5) than the training
set (approximately 0.24), indicating that they use
a broader vocabulary despite being smaller.

We conducted several statistical analyses to bet-
ter understand the dataset’s characteristics. Figure
2 illustrates the distribution of SUBJ and OBJ text
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Set Class Samples W Wy Wavg Wy /Wr
Train OBJ 4007 56,321 13,704 14.06 0.2433
SUBJ 2917 38,629 9,568 13.24 0.2477
Subtotal 6924 94,950 18,859 - -
Val  OBJ 501 6,895 3,539  13.76 0.5133
SUBJ 364 4,900 2,445 13.46 0.4990
Subtotal 865 11,795 5,123 - -
Test OBJ 501 7,176 3,680 14.32 0.5128
SUBJ 365 4819 2370 13.20 0.4918
Subtotal 866 11,995 5,173 - -
Total 8,655 118,740 29,155

Table 2: Dataset statistics across training, validation,
and test splits, where Wr, Wi, Wayg, and Wy /W
denote the total word count, unique word count, aver-
age words per sample, and lexical diversity ratio, re-
spectively.

lengths in the dataset. The diagram shows that
most OBJ sentences fall within the 7- to 15-word
range, indicating a concentration of short news
pieces. SUBJ sentences follow a similar pattern.
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Figure 2: Distribution of sentence length (in words) for
SUBJ and OBJ classes

To further explore the vocabulary and writing
patterns, word clouds were generated separately
for the subjective and objective classes. Figure 3
shows word clouds of the top 100 words from the
dataset. Figure 3 revealed that the subjective class

ERIEEIS <5 ch.v

O b 4R S fm A ,i»_.i, mm
(a) SUBJ class (b) OBJ class

Figure 3: Word clouds of the top 100 words from the
dataset.

frequently includes words such as FEASF (polit-
ical), ®f¥ (good), and & (urgent), etc., which

reflect opinions, emotions, or evaluations. In con-
trast, IEH* (Bangladesh), 41 (talk), and T (in
the year), etc., focus more on reporting events and
presenting information in objective samples.

4 Methodology

This section describes our POS-aware transformer
approach to subjectivity detection, integrating syn-
tactic cues with contextual representations. We
also outline the machine learning, deep learning,
and transformer baselines evaluated for compari-
son.

4.1 Baselines

To evaluate the effectiveness of the proposed ap-
proach, we also implemented a range of ML, DL,
and transformer-based baselines. All models are
trained and assessed on the developed BeNSD
dataset. Preprocessing, tokenization, and feature
extraction techniques are applied uniformly across
models where applicable.

* ML Baselines: This study examines sev-
eral traditional ML models, including Logis-
tic Regression (LR), Support Vector Machine
(SVM), Naive Bayes (NB), Random Forest
(RF), XGBoost, and their ensembles. The
text data is first converted to lowercase, and
stopwords are removed. Next, the TF-IDF
and CountVectorizer methods are used to con-
vert the text into numerical features. These
features are then used to train each model,
with hyperparameters adjusted based on the
validation results. Key hyperparameters in-
clude 100 estimators for RF, logloss evalua-
tion metric for XGBoost, and a maximum of
1000 iterations for Logistic Regression.

* DL Baselines: To improve the quality of
text representation, we explore DL models
with pre-trained word embeddings. We exper-
iment with four architectures: CNN, LSTM,
BiLSTM, and their hybrid combinations. All
models start with an embedding layer ini-
tialized with pre-trained Bengali embeddings
from Word2Vec (Goldberg and Levy, 2014),
GloVe (Pennington et al., 2014), or Fast-
Text (Bojanowski et al., 2016). We tune
key hyperparameters, such as learning rate,
batch size, and sequence length, using valida-
tion data, and apply dropout and early stop-
ping to reduce overfitting. All models are
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trained for up to 20 epochs, with early stop-
ping saving the best model based on the val-
idation loss. The LSTM model with 300-
dimensional Word2Vec embeddings, a learn-
ing rate of 0.001, a batch size of 64, and the
Adam optimizer performs best, achieving op-
timal results around 7 epochs. Table 3 il-
lustrates the tuned hyperparameters for DL
models. Hyperparameters are tuned using a
mix of grid and random search across prede-
fined ranges. We fine-tune key hyperparam-

Hyperparameter Search Space L B C+B
Vocabulary Size [5000, 10000, 15000] 10000 10000 10000
Sequence Length [64, 128, 256] 128 128 128
Embed. Dim [100, 300] 300 300 300
LSTM Units [64, 128, 256] 128 64 64
Dense Units [32, 64, 128] 64 32 32
Batch Size [32, 64, 128] 64 64 64
Learning Rate [0.001, 0.01, 0.0001]  0.001 0.001 0.001
Optimizer [adam, rmsprop] adam adam adam
Conv Filters [64, 128, 256] - - 64
Conv Kernel Size [3,5,7] - - 3

Table 3: Hyperparameter summary of DL models. L,
C, and B denote LSTM, CNN, and BiLSTM methods,
respectively.

eters, such as sequence length, LSTM units,
batch size, optimizer, and learning rate, based
on validation performance. To reduce overfit-
ting, we employ dropout and L2 regulariza-
tion techniques.

* Transformer Baselines: This work ex-
amines seven pre-trained transformer base-
lines and evaluates their performance on
the dataset developed for subjectivity detec-
tion in Bengali news articles. The models
are: Bangla-BERT-1 (Sarker, 2020), Bangla-
BERT-2 (Bhattacharjee et al., 2021), Mul-
tilingual Bidirectional Encoder Representa-
tions from Transformers (m-BERT) (Devlin
et al., 2018), distilled version of BERT (distil-
BERT) (Sanh et al., 2019) , cross-lingual
version of robustly Optimized BERT (XLM-
Roberta) (Conneau et al., 2020), Multilin-
gual Representations for Indian Languages
(MuRIL) (Khanuja et al., 2021) and indic-
BERT (Kakwani et al., 2020).

All models are available in the Hugging
Face Transformers library>. The m-BERT
model has 12 layers, 12 attention heads, and
110 million parameters. We also evaluate
distilbert-base-multilingual-cased, which has

Zhttps://huggingface.co

6 layers and 768 hidden dimensions. MuRIL
is trained on 17 Indian languages, including
Bengali, using both monolingual and translit-
erated data. It provides improved contextual
understanding for Indic-language tasks and
is part of our evaluation. Bangla-BERT-1 is
trained on the Bengali Common Crawl cor-
pus using the base BERT architecture. We
also include Bangla BERT-2, which is trained
on a larger Bengali corpus and optimized
for NLP tasks in Bengali. We chose XLM-
RoBERTa for its strong multilingual perfor-
mance. It is trained on 100 languages and has
12 transformer layers with 125 million param-
eters. IndicBERT is a lightweight model for
Indic languages, including Bengali. We fine-
tune all models on our dataset with various
hyperparameter settings. We tune key hyper-
parameters, such as batch size, learning rate,
weight decay, and the learning rate scheduler
(linear with warmup), among others. Mod-
els are trained for up to 15 epochs with early
stopping and the Adam optimizer. A learning
rate of 1e-5 with weight decay of 0.01 is used.
Evaluation and model checkpointing are per-
formed every 300 steps based on the F1 score.
Mixed-precision training (fp16) is enabled to
accelerate training.

4.2 Proposed Architecture

Combining syntactic and lexical features with
transformer models improves downstream task
performance (Shi et al., 2022). Motivated by these
findings, this work presents a POS-aware classi-
fication method that merges POS features with
pre-trained contextual embeddings. The proposed
model leverages Bengali POS tags and semantic
information to enhance the identification of lin-
guistic subjective patterns, providing a richer con-
text for classification. Figure 4 illustrates the ar-
chitecture of the proposed model.

4.2.1 Contextual and POS Embedding

Extraction
For each input sentence, S =
[w1, wa, w3, ..., W], the tokenizer
produces a  subword token  sequence,
TOK(S) = [z1,x9,%3,...,2,]. Each to-
ken z; is converted into an embedding vector,
E* = (ef,e%,e?,...,e?), where e/ € RS

using the embedding layer. It combines token
embedding Eoken(x;), positional embedding
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Figure 4: Architecture of the proposed model, where B: batch size, L: sequence length, x;: subword tokens, w;:

original words mapped from tokens, and p,: POS tag.

Epos(7), and segment embedding Egegment(s).
To obtain contextual embeddings, these input
embeddings are fed into MuRIL’s transformer
layers as shown in Eq. 1.

T; = MuRIL(€7)
= MuRIL (Etoken(xi) + Epos (Z) + Esegment(5)>
(D

It produces contextual embedding, T =
[Ty, To,...,Ty], T; € R that captures se-
mantic information.

For POS embedding, since tokenization may
split a word into multiple subword tokens, we as-
sign the POS tag of the original word to all its
tokens. This ensures that the model receives the
correct syntactic information aligned with its in-
put tokens. For each token in the tokenized se-
quence, we track the original word it came from,
denoted as w;, and its POS tag, denoted as p;. The
BNLP library 3 is used for extracting POS tags.
We map each POS tag p; to an integer ID, de-
noted as id(p; ), over a set of 14 predefined coarse-
grained categories. These categories include core
syntactic classes such as nouns, verbs, adjectives,
adverbs, pronouns, prepositions, conjunctions, in-
terjections, determiners, and punctuation, as well
as special tokens like PAD, UNK, CLS, and SEP.

3https://github.com/sagorbrur/bnlp

We then create trainable POS embeddings of 64
dimensions as Eq. 2.

p; = Embed,,[id(pi)], pi € R™ (2

To enrich the representation and improve
the models ability to capture syntactic nuances,
we project the POS embeddings into a higher-
dimensional space, as shown in Eq. 3.

p; € R192

f)i = Wprojpi + bproja (3)

where W, € RY92X64 g a trainable projec-
tion matrix and by,,; € R'92 is a trainable bias
vector. This projection enhances the performance
of POS embeddings, making syntactic information
more meaningful for the model.

4.2.2 Joint Representation and Classification

After projecting 64-dimensional POS embeddings
to a 192-dimensional representation, for each to-
ken, we concatenate the contextual embedding
T; € R from MuRIL with the projected POS
embedding p; € R to form a fused representa-
tion as shown in Eq. 4.

z; = F?} , z; € RO 4)

(2

This combined 960-dimensional representation,
Z = [z1,22,...,2Zy], captures both the syntactic

136



and contextual aspects of each token. Each fused
vector z; is then passed through a feed-forward fu-
sion layer with GELU activation function, which
is chosen for its smooth non-linearity and effec-
tiveness with small input values. After that, to sta-
bilize the training and accelerate the convergence,
we use layer normalization, which produces the
transformed representation, u; € R768 ag defined
in Eq. 5.

u; = LayerNorm (GELU (qusionzi + bfusion))
)
We train with a learning rate of 1 x 1075, weight
decay of 0.01, and batch size of 16. A linear sched-
uler with a 0.1 warm-up ratio and early stopping
with a patience of 10 epochs is applied. Finally, to
perform classification, we extract the [CLS] token,
which serves as the sentence-level representation.
It is passed through a final dense layer to predict
subjectivity. The whole prediction function can be
expressed as Eq. 6.

§ = arg max (softmax(Wy, ucs) + beis)) (6)

S Experiments

All experiments are conducted on the Kaggle plat-
form using Python 3. Notebooks are executed in a
GPU-enabled Kaggle environment with NVIDIA
Tesla P100 GPUs and 16GB of RAM. For data
manipulation, we use pandas (2.2.3) and numpy
(1.26.4). Traditional machine learning models are
implemented using scikit-learn (1.2.2). In contrast,
deep learning models are built with Keras (3.8.0)
and TensorFlow (2.18.0). For transformer-based
models, we utilize PyTorch (version 2.6.0) and the
Hugging Face Transformers library.

5.1 Results and Discussions

While the macro Fl-score (F1) is used to assess
model performance, other standard metrics such
as accuracy (A), precision (P), and recall (R) are
also reported. Table 4 shows how different base-
line models performed on subjectivity detection in
Bengali on BeNSD dataset.

Performance of ML and DL Models: Tradi-
tional ML approaches are less effective for Ben-
gali subjectivity detection. SVM with TF-IDF
achieves the highest mF1 among ML models
(73.06%). In contrast, DL models improve perfor-
mance: the best, LSTM with Word2Vec, achieves
an F1 of 83.49%an approximate 10-point gain.

This highlights the importance of distributed rep-
resentations and sequential modeling in detecting
subjectivity in Bengali text.

Superior performance of Transformer mod-
els: Transformer-based models consistently out-
perform both traditional ML and DL approaches.
It shows performance ranging from 80.13% (In-
dicBERT) to 92.09% (MuRIL). Notably, multilin-
gual models like mBERT (87.20%) and XLM-R
(90.33%), as well as Bengali-specific models such
as Bangla-BERT variants (88.05-91.64%), demon-
strate superior performance. These results suggest
that both multilingual knowledge and language-
specific contextual information play a crucial role
in enhancing the detection of subjectivity in Ben-
gali texts..

Impact of POS Integration Varies by Model Ar-
chitecture: The integration of POS embedding
shows varying degrees of improvement across
different transformer models. Lower-performing
models, such as IndicBERT, gain substantially
from POS integration (+2.40 F1 scores), while
some mid-tier models, like mDistilBERT, show
modest improvements (+0.64 F1 scores). How-
ever, the relationship is not uniform across all high-
performing models. Bangla-BERT-1 shows mini-
mal gain (+0.01 F1), but other strong performers
achieve more significant benefits.

POS-Aware Technique Enhances Model’s Per-
formance: The proposed POS-Aware-MuRIL
achieves the highest performance with a F1 score
of 93.35%. This represents a notable 1.26-point
improvement over the base MuRIL. The improve-
ment results from both the integration of POS em-
bedding with the transformer’s contextual embed-
ding and an effective architecture. This architec-
ture employs GELU activation and layer normal-
ization to process combined features. These tech-
niques enable the model to capture both contextual
and syntactic information, thereby helping iden-
tify features indicative of subjectivity in Bengali
news articles. Moreover, consistent improvements
in recall across all POS-enhanced models (ranging
from +0.47 to +1.90) suggest that syntactic fea-
tures help identify subtle subjective patterns that
purely contextual models might miss. Appendix A
presents an ablation study to analyze the impact of
POS embedding on performance.

Impact of Fusion Strategy: We evaluate five fu-
sion mechanisms for integrating POS embeddings
with MuRIL BERT representations. Table 5 illus-
trates the results of fusion techniques. Among
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ML Models

Classifier A (%) P(%) R(%) F1(%)
XGBoost (CountVec) 71.59 70.17 56.71 62.73
RF (TF-IDF) 72.63 67.68 67.12 67.40
RF (CountVec) 73.21 67.92 69.04 68.48
NB (TF-IDF) 76.10 78.42 59.73 67.81
LR (TF-IDF) 76.21 76.07 63.56 69.25
SVM (CountVec) 75.17 70.27 71.23 70.75
NB (CountVec) 75.52 71.19 70.41 70.80
LR (CountVec) 76.21 73.18 68.77 70.90
Ensemble (CountVec) 76.91 74.92 67.95 71.26
SVM (TF-IDF) 77.60 74.08 72.05 73.06
DL Models
Classifier A(%) P(%) R(%) F1(%)
BiLSTM (GloVe) 79.45 70.19 79.18 78.50
CNN+BILSTM (GloVe) 81.87 75.62 84.11 79.64
CNN+BIiLSTM (FastText)  81.76 74.01 87.40 80.15
LSTM (GloVe) 82.79 76.34 85.75 80.77
LSTM (FastText) 84.64 81.52 82.19 81.86
BiLSTM (FastText) 84.99 82.19 82.20 82.19
BiLSTM (Word2Vec) 84.76 79.80 85.48 82.54
CNN+BIiLSTM (Word2Vec) 84.87 80.31 84.93 82.56
LSTM (Word2Vec) 85.33 79.46 87.95 83.49
Transformers
Classifier A(%) P(%) R(%) F1(%)
IndicBERT 80.48 79.99 80.38 80.13
+POS 82.79 82.35 82.90 82.53
A +2.31 +2.36 +2.52 +2.40
mDistilBERT 84.53 84.22 83.95 84.07
+POS 85.22 85.10 84.44 84.71
A +0.69 +0.88 +0.49 +0.64
mBERT 87.53 87.60 87.04 87.20
+POS 87.99 87.69 87.68 87.69
A +0.46 +0.09 +0.64 +0.49
Bangla-BERT-1 88.22 87.82 88.12 88.05
+POS 88.22 87.85 88.59 88.06
A +0.00 +0.05 +0.47 +0.01
XLM-Roberta 90.65 90.75 90.02 90.33
+POS 91.57 91.49 91.19 91.33
A +0.92 +0.74 +1.17 +1.00
Bangla-BERT-2 91.80 92.02 92.03 91.64
+POS 92.38 92.03 92.52 92.23
A +0.58 +0.36 +0.49 +0.59
MuRIL 92.38 92.79 91.63 92.09
+POS-Aware (Proposed) 93.42 93.10 93.53 93.35
A +1.04 +0.31 +1.90 +1.26

Table 4: Performance of various models on the subjec-
tivity detection task

them, concatenation achieves the highest macro
F1 score of 93.35%, followed by gated fusion at
92.49%. The proposed concatenation-based fu-
sion outperforms the gated fusion by 0.86% and
the additive fusion by 0.91%. All fusion strate-

Fusion Type Ac (%) Pr(%) Re(%) F1 (%)
Attention 92.26 92.82 91.42 91.95
Multiplicative  92.61 92.48 92.35 92.41
Additive 92.61 92.35 92.53 92.44
Gated 92.73 92.83 92.23 92.49
Concatenation 93.42 93.10 93.53 93.35

Table 5: Performance comparison of different fusion
strategies

gies demonstrate strong performance; however,
the simple concatenation-based fusion shows the
most robust overall performance when integrating
both embeddings. Element-wise strategy, such
as additive and multiplicative fusion, outperforms
attention-based fusion. The strong performance of
the concatenation-based fusion in our POS-Aware
MuRIL model shows that keeping features sep-
arate helps the model use linguistic information
more effectively.

5.2 Comparison with Existing Approaches

To the best of our knowledge, no publicly avail-
able dataset exists for subjectivity detection in
Bengali news articles. To facilitate comparison in
this context, we implement and adapt several exist-
ing techniques from similar domains (Antici et al.,
2023; Sagnika et al., 2021; Paran et al., 2024; Dey
et al., 2023) to the BeNSD dataset, ensuring con-
sistency across these approaches. Table 6 presents
a comparative analysis of F1-scores. Notably, the

Approach mF1 (%)
CNN-LSTM+Attention (Sagnika et al., 2021)  77.65
LLaMA-3-8B (Paran et al., 2024) 84.07
mBERT (Antici et al., 2023) 88.65
XLM-R (Dey et al., 2023) 91.33
POS-Aware MuRIL (Proposed) 93.35

Table 6: Comparison of existing approaches with the
proposed method for Bengali subjectivity detection.

proposed POS-Aware MuRIL model achieves the
highest F1 score of 93.35%, improving by 9.28%
over LLaMA (Paran et al., 2024) and 2.02% over
the XLM-R (Dey et al., 2023).

5.3 Error Analysis

The results confirmed that the proposed model de-
tects subjectivity in Bengali news articles more ef-
fectively than the baselines. To better understand
how the model performs, we carried out a detailed
error analysis using both quantitative and qualita-
tive methods.

Quantitative Error Analysis: Figure 5 shows
the confusion matrix for the proposed POS-Aware
MuRIL model on test sets. Of the 866 samples, 810
were correctly classified and 56 were misclassified.
Among 365 subjective samples, 31 were misclas-
sified, and among 501 objective samples, 25 were
misclassified. This suggests the model misclassi-
fied both SUBJ and OBJ instances at nearly the
same rate. The errors are not strongly biased to-
ward one class but reflect challenges in capturing
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Figure 5: Confusion matrix for the proposed model on
test data

nuanced distinctions. A primary reason is lexical
ambiguity, in which certain words or phrases ap-
pear in both subject and object contexts depending
on usage.

Figure 6 shows the 2D t-SNE plot, which indi-
cates a clear separation between classes, with er-
rors primarily located at the edges of the clusters,
as highlighted by the rectangle. This suggests the
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Figure 6: 2D t-SNE plot of POS-Aware-MuRIL embed-
ding on test data.

model mainly struggles with ambiguous cases that
fall between the two classes. These insights could
help improve classification by adding more varied
linguistic cues during training and refining feature
representation.

Qualitative Error Analysis: Table 7 shows
some sample texts that are correctly and incor-
rectly classified by the POS-Aware MuRIL model.
The first and third samples were correctly classi-
fied, whereas the model failed to classify the sec-
ond and fourth samples.

The analysis of incorrect predictions reveals
that it is challenging to identify texts with hid-
den subjectivity. These cases are tough to cate-

Text Ac Pr

AR A2 @R AR
ST A TR (B O [

@F T4 Tivs

(For Bangladeshs own interest, the Ro- SUBJ
hingya crisis should be resolved or a

better alternative than the current one
should be found.)

@ I AW AR @ 2

(ATF (IF T 12 Q9 Wo1 q6

(As if to say, such incidents happen be- SUBJ]  OBJ

cause female students leave the hall af-
ter dark.)

SDWC TF (AE o il

sifowal fGoTTe_ emien @ e

T, OBl OIEE @6 WeeA

(On behalf of Altman, their Chinese ri- OBJ OBJ
val DeepSeek was praised, saying its a

good model.)

Aoz @3 TR WS TIJF

TSR (I FS e 1
(There was no shortage of eager crowds OBJ
to watch this traditional festival.)

SUBJ

SUBJ

Table 7: Some correctly and incorrectly classified sam-
ples by POS-Aware MuRIL model

gorize because they do not clearly show subjec-
tive meaning. Sarcasm, a critical tone, and rhetor-
ical questions, for example, often lead to misclas-
sification. Additionally, the model incorrectly la-
bels factual descriptions as subjective when they
contain descriptive adjectives. Without context,
it is challenging to classify these samples solely
based on the text. Subjectivity typically relies on
broader cues that sentence-level models often over-
look. Using more context and a wider range of
training data could help improve the models per-
formance.

6 Conclusion

This work presented BeNSD, a manually anno-
tated dataset for subjectivity detection in Ben-
gali, containing 8,655 news articles from multi-
ple online sources. Alongside, we introduce a
transformer-based model (POS-Aware-MuRIL)
that fuses MuRIL’s contextual embeddings with
POS embeddings to boost classification accu-
racy. Evaluation shows the proposed model sur-
passes machine learning, deep learning, and trans-
former baselines, achieving the top macro F1 score
(93.35%). Building on these results, we plan to ex-
pand the dataset, refine syntactic feature extraction
through improved POS tagging, and investigate en-
semble and multitask learning to further enhance
system robustness and generalization.
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Limitations

Although the proposed approach shows promising
results, some limitations remain. First, because
the POS tagger is not fine-tuned for this dataset,
some syntactic information may be misidentified,
leading to inaccurate feature extraction and mis-
classifications in the text. Additionally, frequent
words that appear in both subjective and objective
texts create class ambiguity, making it difficult for
the model to distinguish between categories and re-
ducing its ability to generalize. Moreover, context-
specific language and sarcasm can cause the model
to misinterpret meaning, further limiting classifi-
cation accuracy. Addressing these issues by fine-
tuning linguistic tools and expanding the dataset
is crucial to improving performance. Furthermore,
integrating large language models (LLMs) in fu-
ture work could enhance the results.
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A Ablation Study

To identify the best configuration for tasks, we
conduct an ablation analysis of key factors, includ-
ing the impact of POS embedding dimensions for
integrating POS embeddings with MuRIL BERT.
As POS embeddings play a pivotal role in perfor-
mance, we vary the POS embedding dimension
from 16 to 512 to determine the optimal size for
capturing syntactic information. Figure 7 shows
that dimensions between 32 and 128 yield stable
performance, with 64 achieving the best F1 score
0f 0.9335. Smaller dimensions fail to capture a suf-
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Figure 7: Impact of POS embedding dimension on
model performance

ficient number of syntactic patterns. On the other
hand, larger dimensions add unnecessary param-
eters without improving performance. This indi-
cates that moderate embedding sizes offer a better
trade-off between expressiveness and efficiency.
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