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Introduction

Welcome to the proceedings of the Shared Tasks at the Third Arabic Natural Language Processing
Conference (ArabicNLP 2025), co-located with EMNLP 2025 in Suzhou, China, November 8-9, 2025.
This volume represents a major achievement in collaborative Arabic NLP research, bringing together a
total of 138 papers from 11 shared tasks — including 11 overview papers and 127 system description
papers from participating teams worldwide. This substantial collection reflects the growing vitality and
maturity of the Arabic NLP research community and showcases the field’s expansion into increasingly
diverse and sophisticated challenges.

This collection highlights the community’s growing interest toward evaluating, aligning, and extending
these models for Arabic — across text, speech, and multimodal domains, as well as culturally grounded
and ethically sensitive applications. This year marks a record milestone for ArabicNLP, featuring the
largest number of shared tasks to date — 11 in total. The process began with 26 submitted shared
task proposals, from which 11 shared tasks were accepted, including 6 formed through successful
mergers. This outcome underscores the community’s strong spirit of collaboration and its collective
effort to design impactful, high-quality shared tasks.

Organization and Participation of the Shared Tasks

The 11 shared tasks at ArabicNLP 2025 are organized into three thematic tracks, each addressing critical
needs and emerging priorities in Arabic language technology. Together, they represent the communi-
ty’s most comprehensive shared task effort to date, covering speech, multimodal processing, text
quality, and cultural and ethical evaluation in the era of large language models (LLMs).

Track 1: Speech and Multimodal Processing This track features four shared tasks that advance Ara-
bic language processing beyond traditional text:

* ImageEval (Arabic Image Captioning) — 8 papers
* Iqra’Eval (Qur’anic Pronunciation Assessment) — 5 papers
* NADI 2025 (Multidialectal Arabic Speech Processing) — 7 papers

* MAHED 2025 (Multimodal Detection of Hope and Hate Emotions in Arabic Content) — 23
papers

These tasks address the pressing need for technologies that can process Arabic across different
modalities and dialectal variations.

Track 2: Text Quality and Generation Assessment This track comprises four shared tasks focused
on evaluating and enhancing Arabic text quality:

* AraGenEval (Arabic Authorship Style Transfer and AI-Generated Text Detection) — 16 pa-
pers

* TAQEEM 2025 (Arabic Quality Evaluation of Essays in Multi-dimensions) — 4 papers
* BAREC 2025 (Arabic Readability Assessment) — 17 papers

* AraHealthQA 2025 (Comprehensive Arabic Health Question Answering) — 15 papers

These tasks tackle essential challenges in automated assessment, generation evaluation, and domain-
specific question answering.
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Track 3: Cultural and Ethical Evaluation of LLMs for Arabic This track introduces three ground-
breaking shared tasks designed to evaluate large language models’ understanding of Arabic culture and
Islamic knowledge:

 IslamicEval (Capturing LLMs’ Hallucination in Islamic Content) — 7 papers
* PalmX 2025 (Benchmarking LLMs on Arabic and Islamic Culture) — 9 papers

* QIAS 2025 (Islamic Inheritance Reasoning and Knowledge Assessment) — 16 papers

These tasks represent a critical step toward ensuring that Al systems appropriately and accurately
represent the cultural and religious contexts of Arabic-speaking communities.

Community Impact and Participation

The remarkable response to this year’s shared tasks — with 127 system submissions across the 11 tasks
— demonstrates the Arabic NLP community’s continued growth and dynamism. Participating teams re-
present a diverse range of institutions across multiple continents, including universities, research centers,
and industry partners, reflecting both the global interest in Arabic NLP and the real-world relevance of
these challenges.

The breadth of methodological approaches presented in these proceedings is particularly noteworthy,
spanning traditional machine learning techniques, state-of-the-art transformer models, retrieval-augmented
generation systems, and multimodal architectures. This methodological diversity not only reflects the
field’s technical maturity but also highlights researchers’ creativity in addressing the unique challenges
posed by Arabic language processing.

The breadth of methodological approaches presented in these proceedings is particularly noteworthy,
spanning traditional machine learning techniques, state-of-the-art transformer models, retrieval-augmented
generation systems, and multimodal architectures. This methodological diversity not only reflects the
field’s technical maturity but also highlights researchers’ creativity in addressing the unique challenges
posed by Arabic language processing.
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Abstract

We present an overview of the AraGenEval
shared task, organized as part of the Arabic-
NLP 2025 conference. This task introduced
the first benchmark suite for Arabic authorship
analysis, featuring three subtasks: Authorship
Style Transfer, Authorship Identification, and
Al-Generated Text Detection. We curated high-
quality datasets, including over 47,000 para-
graphs from 21 authors and a balanced corpus
of human- and Al-generated texts. The task at-
tracted significant global participation, with 72
registered teams from 16 countries. The results
highlight the effectiveness of transformer-based
models, with top systems leveraging prompt en-
gineering for style transfer, model ensembling
for authorship identification, and a mix of mul-
tilingual and Arabic-specific models for Al text
detection. This paper details the task design,
datasets, participant systems, and key findings,
establishing a foundation for future research in
Arabic stylistics and trustworthy NLP.

1 Introduction

The rise of user- and machine-generated Arabic
content across social media platforms, digital jour-
nalism, literary archives, and online educational
resources has created an urgent demand for ad-
vanced NLP tools capable of analysing, transform-
ing (Abudalfa et al., 2024; Abdu et al., 2025), and
verifying text style (El-Haj et al., 2024; El-Haj and
Ezzini, 2024). Unlike general stylistic analysis,
which seeks to characterise an author’s linguistic
footprint, Authorship Style Transfer (AST) aims
to actively modify a given text to reflect the stylis-
tic features of a target author while preserving its
semantics. Meanwhile, the proliferation of Ara-
bic content generated by large language models
(LLMs) has raised the stakes for Al-generated text
detection systems (Zmandar et al., 2023). As the
line between human and synthetic writing becomes
increasingly blurred, particularly in Arabic with its
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orthographic and dialectal variability, it is critical
to establish robust benchmarks and methodologies
for style manipulation (Mughaus et al., 2025) and
content authenticity assessment. Prior efforts in
Arabic readability modelling (El-Haj and Rayson,
2016) and corpus development (El-Haj and Koulali,
2013) have laid essential groundwork for Arabic
linguistic resource creation, but there remains a
significant gap in structured evaluations targeting
stylistic transformation and Al-authored text detec-
tion.

To address this need, we launched the Ara-
GenEval Shared Task, hosted at the ArabicNLP
2025 conference (co-located with EMNLP 2025).
AraGenEval complements prior Arabic NLP shared
tasks (Malaysha et al., 2024) and aims to fill a crit-
ical gap in Arabic style transfer and authorship
detection, where no dedicated benchmark has pre-
viously been released. AraGenEval features three
subtasks designed to advance research in Arabic
authorial style processing:

1. Authorship Style Transfer (AST): Given a
formal Arabic input, generate a stylistically
faithful version in the voice of a specific au-
thor from a curated set of 21 classical and
modern writers.

2. Authorship Identification: Determine the
most likely author for a given text segment
using multiclass classification.

3. ARATECT (Arabic AI-Generated Text De-
tection): Distinguish between human- and
LLM-generated Arabic texts across news and
literary genres.

Motivation

The motivation behind AraGenEval is both linguis-
tic and socio-technical. Authorship style transfer
(AST) offers valuable insights into how stylistic
signals operate in Arabic, supporting applications
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such as educational feedback, personalisation, and
literary imitation, while addressing the typolog-
ical and orthographic characteristics of the lan-
guage (Algahtani and Yannakoudakis, 2022). At
the same time, Arabic authorship identification and
Al-generated text detection have become increas-
ingly important for digital forensics, media ver-
ification, and preserving cultural authenticity, as
demonstrated by recent work on stylometric detec-
tion of LLM-generated Arabic text (Al-Shaibani
and Ahmed, 2025) and competitive system develop-
ment in shared evaluation tasks (Chowdhury et al.,
2024; AL-Smadi, 2025). Furthermore, studies
show that models trained on English frequently fail
to generalise to Arabic due to differences in script,
morphology, and dialectal variation, underscoring
the need for dedicated Arabic-specific evaluation
frameworks (Al-Shaibani and Ahmed, 2025).

Challenges

Arabic presents unique challenges for AST and
detection:

* Stylistic Variation: Arabic exhibits a contin-
uum of registers from Modern Standard Ara-
bic to regional dialects, with authorial voice
often tied to historical, literary, or journalistic
contexts (Habash, 2010).

* Data Sparsity: Compared to English, there
are far fewer large-scale, author-labelled Ara-
bic corpora (El-Haj and Koulali, 2013; El-Haj
and Ezzini, 2024).

* Morphological Richness: Arabic’s complex
morphology makes it harder to isolate stylis-
tic features from lexical ones (El-Haj et al.,
2018).

AraGenEval

AraGenEval' offers a unified framework and high-
quality datasets to benchmark models on these chal-
lenges. We collected over 47,000 human-written
paragraphs from 21 classical and modern Arabic
authors, and curated a balanced corpus of human-
and Al-generated news and literary texts. Sub-
missions were evaluated via BLEU and chrF for
generation, macro-F1 for multiclass classification,
and accuracy/F1 for binary classification.

The task received strong engagement from the
global NLP community:

' AraGenEval
AraGenEval

URL: https://ezzini.github.io/

* 72 teams registered (115 participants in total).

* 37 unique submissions to the leaderboard
across the three subtasks.

* 16 countries, including: India, Pakistan, Saudi
Arabia, Qatar, Tunisia, Egypt, Palestine, Al-
geria, Morocco, Japan, Vietnam, UAE, Spain,
UK, US, and France.

AraGenEval contributes the first benchmark
suite tailored for Arabic authorship manipulation
and Al-authorship detection, and sets the founda-
tion for future research in Arabic stylistics, forensic
linguistics, and trustworthy NLP.

2 Related Work

Authorship Style Transfer (AST) is a special-
ized task in natural language generation that modi-
fies the stylistic elements of a text, such as lexical
choice, syntactic patterns, and rhetorical flourishes,
to mimic a target author’s voice while preserving
the original content. Unlike broader Text Style
Transfer (TST), AST specifically targets writer-
specific traits, including narrative tone, sentence
complexity, and idiosyncratic phrasing. The focus
of TST was to modifies stylistic attributes (e.g.,
politeness, formality, sentiment) of text while pre-
serving its core content.

Recent advances in deep learning and LLMs
have significantly advanced TST research, enabling
more nuanced and convincing stylistic adaptations.
The researchers use different methods and ap-
proaches to solve this challenge. Supervised ap-
proaches use parallel data with encoder-decoder
models (e.g., sequence-to-sequence) (Hu et al.,
2022; Gong et al., 2019) that models the problem as
a translation task. Other approaches include copy
mechanism (Pan et al., 2024; Chawla and Yang,
2020) proposed to better support sections of text
which should not be changed (e.g., some proper
nouns and rare words) (Merity et al., 2016). (Hu
et al., 2017) exploited deep learning methods like
Variational Autoencoders (VAE) and Denoising Au-
toencoders (DAE) to modify textual styles while
preserving the original content. They utilize the
VAE framework to learn the latent representation
of text and employ a style classifier to discern the
style attribute vector.

Authorship Identification is the task of deter-
mining the author of a text from a set of known
candidates (Mosteller and Wallace, 1963). The
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field is historically rooted in stylometry, the quan-
titative study of literary style, which operates on
the premise that authors have unique linguistic "fin-
gerprints" (Mosteller and Wallace, 1963; Lagutina
et al., 2019). Traditional approaches involved man-
ually engineering a wide array of lexical and syntac-
tic features, including word frequencies, sentence
lengths, and punctuation usage, and using them to
train classical machine learning classifiers, includ-
ing logistic regression, Naive Bayes, and support
vector machines (SVM) (Aborisade and Anwar,
2018; Bacciu et al., 2019). However, the advent of
deep learning marked a paradigm shift, moving the
field from manual feature engineering to automated
feature extraction (Bauersfeld et al., 2023; Huang
et al., 2025). Recently, machine learning methods
have explored recurrent neural networks (RNNs)
(Bagnall, 2015), long short-term memory networks
(LSTMs) (Qian et al., 2017), convolutional neu-
ral networks (CNNs5s) at character and word levels
(Ruder et al., 2016; Shrestha et al., 2017), and hy-
brid Siamese or attention-based networks (Boen-
ninghoff et al., 2019; Saedi and Dras, 2021). With
the rise of pre-trained language models, BERT and
its variants (Devlin et al., 2019; Fabien et al., 2020;
Huertas-Tato et al., 2022) have become the domi-
nant paradigm, often enhanced by supervised con-
trastive learning (Khosla et al., 2020). While effec-
tive, they remain challenged by cross-domain gen-
eralization and explainability (Rivera-Soto et al.,
2021). More recently, LLMs have been applied for
feature extraction, annotation, and even end-to-end
attribution, showing promise in domain transfer
and interpretability (Brown et al., 2020; Huang
et al., 2024, 2025).

Within Arabic NLP, authorship identification
has been investigated across diverse genres, from
classical literature and poetry to modern social
media. Shared tasks such as PAN/CLEF (Rosso,
2017) on author profiling and AraPlagDet (Ben-
salem et al., 2015) on plagiarism detection pro-
vided early benchmarks, though neither directly
addressed multi-author attribution in Arabic. A re-
cent survey of 27 Arabic studies highlights large
performance variability, driven by differences in
genre, feature design, and dataset size, and em-
phasizes the difficulty posed by morphology and
diglossia (Algahtani and Dohler, 2023). More re-
cent advances demonstrate the advantage of Arabic-
specific pre-trained models such as AraBERT (An-
toun et al., 2020a), AraELECTRA (Antoun et al.,
2020b), and CAMeLBERT, which consistently out-

perform multilingual baselines on tasks including
attribution of classical poetry and Islamic legal
texts (AlZahrani and Al-Yahya, 2023; Alqurashi
et al., 2025). Nevertheless, cross-domain transfer
remains a persistent challenge, as models trained on
social media rarely generalize to literary or journal-
istic prose. The lack of unified, large-scale Arabic
benchmarks makes systematic evaluation difficult,
a gap that AraGenEval seeks to fill by providing
a multi-genre, multi-author benchmark for Arabic
authorship identification.

Arabic AI-Generated Text Detection is framed
as a binary classification task, aiming to determine
whether a given text was authored by a human
or produced by a machine. Approaches applied
to this task are typically grouped into four main
categories (Wu et al., 2025): (i) statistics-based
methods, which exploit entropy or n-gram distribu-
tions to capture distributional irregularities in ma-
chine text (Shen et al., 2023; Mitchell et al., 2023);
(i1) neural-based methods, including fine-tuned
transformers such as BERT and RoBERTa, which
achieve strong performance but face robustness
challenges under adversarial conditions (Ippolito
et al., 2020; Li et al., 2025); (iii) watermarking ap-
proaches, embedding token-level or hidden-space
signals to enable proactive detection (Kirchenbauer
et al., 2023; Zhao et al., 2023); and (iv) LLM-as-
detector frameworks, where large models them-
selves are used to classify or explain text origins
(Wang et al., 2024b; Su et al., 2025).

Recent work has also explored leveraging
Arabic-specific transformer architectures for gener-
ative text detection, highlighting both linguistic and
orthographic challenges in low-resource settings
(Alshammari and Elleithy, 2024). To standard-
ize evaluation, recent benchmarks such as Mul-
tiSocial (Macko et al., 2025), XDAC (Go et al.,
2025), and M4GT-Bench (Wang et al., 2024b) test
cross-domain generalization, while shared tasks
like SemEval-2024 Task 8 (Wang et al., 2024a),
the GenAl Content Detection Task on academic
essay authenticity (Chowdhury et al., 2024), and
the M-DAIGT challenge (Lamsiyah et al., 2025)
and , and the GenAl Content Detection Task 3,
which focused on detector performance in a set-
ting with a large but fixed set of known domains
and models (Dugan et al., 2025). However, the
field still lacks large-scale, standardized bench-
marks and shared tasks for Arabic. Addressing
this gap, recent evaluation on the AIRABIC dataset



demonstrates that current detectors like GPTZero
and OpenAlT’s Text Classifier struggle with Arabic,
especially in the presence of diacritics, revealing
detection accuracy as low as 30% and underscor-
ing design limitations in Semitic language contexts
(Alshammari and Ahmed, 2023). Motivated by
this gap, AraGenEval’s ARATECT subtask pro-
poses the first multi-genre evaluation framework
dedicated to Arabic Al-generated text detection.

3 Data Collection and Selection

3.1 Authorship Style Transfer

We began by gathering works from 21 distinct au-
thors with all sources publicly accessible. For each
author, a selection of 10 books was made. The
texts were then divided into coherent paragraphs
using the Natural Language Toolkit (NLTK)?. In
particular, this tool was employed to partition the
material into segments of 2048 characters, ensur-
ing no overlap between sections. Furthermore, the
word_tokenize function from NLTK was applied to
tokenize the paragraphs, after which any segment
exceeding 2048 tokens was excluded. We then
employed the GPT-40 mini LLM to convert the
selected paragraphs into a more formalized stan-
dard style. The prompt utilized for this process is
presented in Listing 1.

Listing 1: Prompt Applied in Building the Arabic Style
Transfer Dataset

{"role": "system”,

"content”: "You are a helpful assistant."},
{

"role": "user",

"content”: f"Rewrite the following text in
Modern Standard Arabic (MSA) while
maintaining its original meaning but
changing the style to be more formal,
neutral, and consistent with modern
writing standards. Ensure the language is
polished and does not reflect the
author's original stylistic features:
{text}"}

We selected parallel source—target pairs that
could be accommodated within the context length
restrictions of the LLMs under evaluation, as the
generated texts were relatively long. For tokeniza-
tion, the jais-family-13b-chat model was employed
to process these pairs. Only instances in which
the total number of tokens across both source and
target texts was under 1900 were preserved. We

2https://www.nltk.org

divided the collected dataset into three sets: train-
ing, validation, and testing. A statistical overview
is provided in Table 1.

Author Train  Test  Val
A. Amin 2892 594 246
A. T. Pasha 804 142 53
A. Shawqi 596 46 58
A. Rihani 1557 624 142
T. Abaza 755 191 90
G. K. Gibran 748 240 30
J. Zaydan 2762 562 326
H. Hanafi 3735 1002 548
R. Barr 2680 512 82
S. Moussa 984 282 119
T. Hussein 2371 534 253
A.M. Al-Aqqad 1820 499 267
A. G. Makawi 1520 464 396
G. Le Bon 1515 358 150
F. Zakaria 1771 294 125

K. Kilani 399 109 25
M. H. Heikal 2627 492 260
N. Mahfouz 1630 343 327
N. El Saadawi 1415 382 295
W. Shakespeare 1236 358 238
Y. Idris 1140 349 120

Table 1: Authorship style transfer dataset statistics by
author and data split.

3.2 Authorship Identification

For this task, we employed the same dataset de-
scribed in Section 3.1. However, rather than using
the ground truth text as the target text, we assign the
author’s name as the label, since this task involves
multiclass classification rather than text generation.

3.3 Arabic AI-Generated Text Detection
(ARATECT)

To support the ARATECT subtask, we created a
dataset specifically designed to train and evaluate
systems for detecting Al-generated news articles in
Arabic.

The first step involved collecting 2,900 news ar-
ticles from multiple categories from two Arabic
news websites, Al Jazeera® and Hespress?, to rep-
resent human-written samples across a variety of
categories. To generate Al-written counterparts,
we extracted the titles from these human-written
articles and used them as input prompts. The con-
tent of the original articles was used to guide the
Al in mimicking human writing style. After filter-
ing and qualitative analysis, we selected a subset
of 2,400 total articles to move forward with. Sev-
eral high-performing reasoning and non-reasoning

Shttps://www.aljazeera.net
*http://hespress.ma
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language models were employed to generate the Al-
written news content, including variants of Gemini
(Gemini-2.5-pro) and GPT (gpt-3.5, gpt-40-mini,
gpt-4o, gpt-o4-mini). Each model was prompted
using a standardized prompt shown in Listing 2.

Using this prompt on the 2,400 human-written
articles, we generated 2,400 Al-generated coun-
terparts using different LLMs, resulting in a train-
ing set of 4,800 samples. This training set was
used to fine-tune a baseline model for detecting
Al-generated news articles in Arabic.

For the test and development sets generation, we
used an agent-based approach incorporating the
aforementioned fine-tuned detection model into the
pipeline illustrated in Figure 1. In this pipeline, we
engage in an iterative interaction with the LLM:

* The model is first prompted to generate a news
article based on a given title and writing style.

* The generated text is then evaluated by the
baseline model.

* If the text is flagged as Al-generated, we in-
form the LLM that its previous output was
detected as such, and request a new version.

* This process is repeated until the generated
text is either classified as human-written (it is
included in the dataset) or a predefined itera-
tion threshold n; is reached (we move to the
next example).

As a final result, we obtained a balanced dataset
of 5,800 news article samples, containing both
human-written and Al-generated texts, split into
4,800 for training, 500 for development, and 500
for testing to support comprehensive model evalua-
tion.

4 Subtasks with Evaluation Tracks

We ran three subtasks via CodaBench platform with
two main phases, development and testing phases.

4.1 Authorship Style Transfer

This subtask challenges participants to develop sys-
tems that can rewrite a given formal Arabic text
to emulate the distinct style of a specific author,
while ensuring the original meaning of the text is
preserved. The evaluation of the generated text is
based on its closeness to the target author’s style.
The primary metric for this task is the BLEU score,
which measures the correspondence between the

Listing 2: Prompt’s Key Components for Generating
News Articles

-- Each time this prompt is used, a role is
randomly selected to influence the
assistant writing style.

-- Randomly select one of the following
journalist roles:

Role Definition:

- "You are Tarik Mekouar, an expert
Arabic journalist. Here is an
example of how Tarik wrote:
{first_paragraph}".

- "You are Amal Kanin, a professional
Arabic news writer with a focus on
clear, unbiased reporting. Here is
an example of how Amal wrote:
{first_paragraph}".

- "You are Youssef Yaakoubi, a
friendly and engaging Arabic
journalist, writing in an
easy-to-understand style. Here is
an example of how Youssef wrote:
{first_paragraph}".

- "You are Manal Lotfi, an opinion
Arabic writer, focusing on
offering personal insights on
current news. Here is an example
of how Manal wrote:
{first_paragraph}".

-- Instructions:

Write a '{article_length}'-word news article
about the following topic : '{title}'.

Focus only on the article content. Do not
include a title.

machine-generated output and high-quality refer-
ence translations. Additionally, the chrF score is
used as a secondary metric, which evaluates char-
acter n-gram precision and recall, providing a more
granular assessment of stylistic similarity.

4.2 Authorship Identification

The goal of this subtask is to identify the author
of a given Arabic text from a set of 21 possible
authors. This is a multiclass classification prob-
lem where systems are expected to analyze the
stylistic features of the text to make an accurate
prediction. The primary evaluation metric is the
Macro-F1 score, which calculates the F1 score for
each author independently and then averages them,
treating all classes equally. Accuracy, the propor-
tion of correctly identified authors, serves as the
secondary metric.
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Figure 1: News generation pipeline for subtask 3

4.3 Arabic AI-Generated Text Detection

This subtask, also known as ARATECT, focuses
on distinguishing between human-written and Al-
generated Arabic texts. Participants are tasked with
building a binary classification model to detect
Al-generated content within the domain of Arabic
news. The performance of the systems is evaluated
primarily based on the F1-Score, which provides a
balance between precision and recall. Accuracy is
used as a secondary metric to measure the overall
correctness of the classification.

4.4 Participants Systems
4.4.1 Subtask 1: Authorship Style Transfer

For the Authorship Style Transfer task, partic-
ipants explored a range of generative models
and fine-tuning strategies. The winning team,
ANLPers (Nacar et al., 2025), achieved top per-
formance by employing prompt engineering with
AraT5, framing the task as an explicit natural lan-
guage instruction in Arabic. This was followed
by Nojoom.AI (KARA ACHIRA et al., 2025),
who fine-tuned several pre-trained Seq2Seq models,
including mBART and AraT5, and incorporated
LoRA for efficient adaptation. The third-place
team, MarsadLab (Biswas et al., 2025b), also
leveraged parameter-efficient fine-tuning, applying

LoRA to instruction-following Arabic LLMs like
Qwen2.5-7B-Instruct. Other teams, such as Osint
(Agrahari et al., 2025), fine-tuned an AraT5-based
encoder-decoder model with author conditioning.

4.4.2 Subtask 2: Authorship Identification

The Authorship Identification task saw a va-
riety of approaches, from complex ensembles
to traditional machine learning. The winning
team, Sebaweh (Helmy et al., 2025), developed
a robust ensemble model that combined four
fine-tuned transformer-based models: AraBERT,
CAMELBERT, Arabic XLM-ROBERTa, and
GATE-AraBERT. The third-place team, Ather-
ship (Samir et al., 2025), also used an ensem-
ble approach with a dual-model logit fusion of
AraBERT and AraELECTRA. The fourth-place
team, MISSION (ALHARBI, 2025), fine-tuned the
ALLaM-7B-Instruct-preview model using prompt
engineering. In contrast, the eighth-place team,
Amr&MohamedSabaa (Sabaa and Sabaa, 2025),
demonstrated the effectiveness of traditional meth-
ods by combining word-level and character-level
TF-IDF features with a Logistic Regression clas-
sifier. Other participants, such as NLP_wizard
(Hany, 2025), used a lightweight approach with
pre-trained XLM-ROBERTa embeddings fed into
classical classifiers like LinearSVC. Jenin (Malhis
et al., 2025) team conducted a layer-wise analy-
sis of the fine-tuned BERT model to locate where
author-discriminative signals emerge and how the
model encodes style.

4.4.3 Subtask 3: Arabic AI-Generated Text
Detection

For the ARATECT task, participants employed a
diverse set of models and techniques. The win-
ning team, LMSA (Zita et al., 2025), used an
ensemble-based framework that integrated multi-
lingual and Arabic-specific models, namely Fa-
nar, AraBERT, and XLM-RoBERTa, with a ma-
jority voting strategy. The third-place team, MIS-
SION (ALHARBI, 2025), fine-tuned AraModern-
BERT on a combination of the official dataset
and an external dataset. The fourth-place team,
PTUK-HULAT (Duridi et al., 2025), fine-tuned
multilingual transformer models based on XLM-
ROBERTa. The fifth-place team, BUSTED (Zain
et al., 2025), conducted a comparative study of Ara-
ELECTRA, CAMELBERT, and XLM-ROBERT3,
finding that the multilingual XLM-ROBERTa per-
formed best. Other notable approaches included



CUET-NLP_Team_SS306’s use of a chunking
strategy with AraBERT to handle long input
sequences (Nath et al., 2025) and REGLAT’s
morphology-aware AraBERT model (Labib et al.,
2025).

4.5 Results

This section presents the results for each of the
three subtasks. A total of 37 unique submissions
were made to the leaderboard across all tasks.

4.5.1 Subtask 1: Authorship Style Transfer

The results for the authorship style transfer task
are shown in Table 2. The top-performing sys-
tems achieved BLEU scores around 24.5. Team
ANLPers secured the first place with a BLEU score
of 24.58, closely followed by team Nojoom.Al
with a score of 24.46.

4.5.2 Subtask 2: Authorship Identification

The authorship identification task was highly com-
petitive. As shown in Table 3, the top 11 par-
ticipants achieved high performance, with only a
10% difference in their Macro-F1 scores. Team
Sebaweh ranked first with a Macro-F1 of 0.8989,
followed by team batoolnajeh with 0.8716.

4.5.3 Subtask 3: Arabic AI-Generated Text
Detection

The results for the ARATECT subtask are pre-
sented in Table 4. The top participant, LMSA,
achieved an F1-Score of 0.8641. It is worth not-
ing that some users deleted their accounts after the
submission phase, which may indicate that they
belonged to the same team as other participants.

5 Discussion

The results from the AraGenEval shared task of-
fer several key insights into the state of Arabic
authorship analysis. Across all three subtasks,
transformer-based models were the dominant ap-
proach, demonstrating their strong capabilities in
capturing the nuances of Arabic. In the AST
task, the success of prompt-engineered and LoRA-
adapted models like AraT5 (Agrahari et al., 2025)
and Qwen (Biswas et al., 2025a) highlights a trend
towards more explicit and efficient methods for con-
trolling generative style. The top systems showed
that framing the task as a natural language instruc-
tion allows models to better leverage their pre-
trained knowledge.

The Authorship Identification task was highly
competitive, with ensemble methods proving par-
ticularly effective. The winning system’s combina-
tion of four different transformer models (Helmy
et al., 2025) and the third-place system’s logit fu-
sion (Samir et al., 2025) approach underscore the
value of model diversity to capture complementary
stylistic features. Notably, a traditional approach
using TF-IDF features also achieved a top-10 rank,
indicating that well-crafted feature engineering re-
mains a viable strategy, especially when computa-
tional resources are limited.

Challenges such as handling long documents
were addressed by some teams through chunking
strategies, showing the importance of data process-
ing in addition to model selection (Helmy et al.,
2025).

For AI-Generated Text Detection, the results
were more varied. The success of the winning
ensemble, which included both Arabic-specific and
multilingual models, suggests that a combination of
specialized and broad linguistic knowledge is ben-
eficial. The strong performance of systems based
solely on multilingual models like XLM-ROBERTa
(Zita et al., 2025) was a key finding, indicating
their robust generalization capabilities for detect-
ing stylistic artifacts of Al generation, even when
not specifically pre-trained on large Arabic corpora.

6 Conclusion and Future Work

The AraGenEval shared task successfully estab-
lished the first comprehensive benchmark for Ara-
bic authorship style transfer, identification, and
Al-generated text detection. The strong partici-
pation and the variety of systems submitted under-
score the growing interest and need for research
in this area. The results confirm the effectiveness
of transformer-based architectures across all three
subtasks, with specific strategies like prompt engi-
neering, model ensembling, and the use of multi-
lingual models leading to top performances. The
task also highlighted the continued relevance of tra-
ditional feature-based methods and the importance
of robust data handling techniques.

Future work should build on the foundation laid
by this shared task. For style transfer, research
could explore more advanced controllable genera-
tion techniques and develop more nuanced evalua-
tion metrics that go beyond surface-level similarity.
For authorship identification, expanding the dataset
to include more authors, genres, and dialects would



Rank Team Participant BLEU chrF Paper Submitted System Used

1 ANLPers omarnj 24.58 59.01 Yes Prompt Engineering with AraT5
2 Nojoom.Al nojoom 2446  59.33 Yes Fine-tuned mBART and AraT5
3 MarsadLab rafiulbiswas  20.30 52.56 Yes LoRA with Qwen2.5-7B-Instruct
4 Osint shifali 19.87 54.97 Yes Fine-tuned AraT5

5 PSAU-Wadi  moh55mm5 0.13  26.60 No -

6 - syedsaba 0.00 0.27 No -

7 - tejasree 0.00 0.18 No -

8 Neuiry_st baoflowin502 0.00 0.01 No -

Table 2: Leaderboard for Subtask 1: Authorship Style Transfer. The ranking is based on the primary metric, BLEU.

Rank Team Participant F1-Score Accuracy Paper Submitted System Used
1 Sebaweh muhammad-helmy  0.8989 0.9242 Yes Ensemble of 4 Transformers
2 - batoolnajeh 0.8716 0.9086 No -
1 . . Logit Fusion of AraBERT

3 Athership moamin007 0.8597 0.8952 Yes & AraELECTRA
4 MISSION 7h4m3r 0.8375 0.8905 Yes Fine-tuned ALLaM-7B-Instruct
5 Jenin jenin 0.8347 0.8738 Yes Fine-tuned AraBERT
6 ANLPers omarnj 0.8314 0.8752 Yes Fine-tuned CAMEL-BERT
7 MarsadLab rafiulbiswas 0.8282 0.8650 Yes Fine-tuned AraBERTVv2

Amr& TF-IDF with
8 MohamedSabaa mohamedsabaa 0.8274 0.8890 Yes Logistic Regression
9 CIOL tasnim_meem 0.8267 0.8641 Yes Fine-tuned CAMEL-BERT
10 NLP_wizard nlp_wizard 08130  0.8528 Yes XLM-R Embeddings

+ LinearSVC

11 Osint shifali 0.7967 0.8334 Yes Fine-tuned AraBERTv2
12 Couger Al sabarinathanl 0.3676 0.6707 No -
13 - syedsaba 0.0078 0.0317 No -

Table 3: Leaderboard for Subtask 2: Authorship Identification. The ranking is based on the primary metric,

Macro-F1 Score.

enable the development of more generalizable mod-
els. For Al text detection, future tasks should incor-
porate text generated by newer and more diverse
LLMs, as well as adversarial examples, to test the
robustness of detection systems. Finally, fostering
the development of more high-quality, large-scale
Arabic datasets will be crucial for advancing re-
search in all aspects of Arabic NLP.

Limitations

While the AraGenEval shared task provides a valu-
able contribution, several limitations should be
acknowledged. The authorship transfer dataset,
though carefully curated, is confined to a specific
set of 21 authors and primarily covers the literary
domain. This may limit the generalizability of the
developed systems to other genres, such as social
media or scientific writing. For the Al-generated
text detection subtask, the training data was pro-
duced by a finite set of LLMs available at the time
of dataset creation; detection models may not be
robust against newer, more advanced generative
models. Furthermore, the evaluation metrics, while

standard, have known limitations. BLEU and chrF
for style transfer do not fully capture stylistic fi-
delity or semantic preservation, and F1-score for
classification tasks does not account for the sub-
tlety of errors. Finally, the competitive nature of
a shared task, with its inherent time and computa-
tional constraints, may have prevented teams from
exploring more complex or resource-intensive ap-
proaches.
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Abstract

This paper describes the approach developed
for the AraGenEval shared task, with a fo-
cus on Arabic authorship identification and
Al-generated text detection. Transformer-
based models, including ALLaM-7B-Instruct-
preview for Subtask 2 and AraModernBERT
for Subtask 3, were fine-tuned using both the
official and additional datasets. Prompt engi-
neering and transfer learning techniques were
adapted to address challenges specific to the
Arabic language. Competitive performance
was achieved on both subtasks, and all code
and resources have been made publicly avail-
able to facilitate reproducibility.

Arabic NLP, Authorship Identification, Al-
generated Text Detection, Transformer Models,
Prompt Engineering, ALLaM, AraModernBERT

1 Introduction

This paper is prepared for the AraGenEval: Arabic
Authorship Style Transfer and Al-Generated Text
Detection shared task (Abudalfa et al., 2025) and
presents our approach to Subtask 2: Authorship
Identification and Subtask 3: ARATECT - Ara-
bic AI-Generated Text Detection. Subtask 2 is
formulated as a multi-class classification problem,
where the goal is to predict the author of a given
Arabic text from a predefined set of candidates.
Subtask 3 is framed as a binary classification prob-
lem, aiming to distinguish between human-written
and machine-generated Arabic text. Both subtasks
are conducted entirely in Arabic, posing unique lin-
guistic and modeling challenges. To address these
tasks, we employed two transformer-based mod-
els pretrained on large-scale Arabic corpora (Bari
et al., 2025; NAMAA, 2025). Each model was
fine-tuned for its respective subtask to adapt to the
target domains and maximize performance. Our
approach achieved competitive results in the offi-
cial evaluation, ranking 4th in Subtask 2 and 3rd

in Subtask 3. All training and inference code is
publicly available on Kaggle.

2 Datasets

This work uses datasets provided as part of the
AraGenEval shared task, which focus on Arabic
authorship and Al-generated text detection chal-
lenges(Abudalfa et al., 2025). For Subtask 2 (Au-
thorship Identification), the dataset consists of Ara-
bic texts labeled with their respective authors. This
dataset was provided by the shared task organiz-
ers (Abudalfa et al., 2025) and includes training,
development, and test splits with a diverse set of
authors, allowing for a multi-class classification
setup. For Subtask 3 (ARATECT), the task in-
volves distinguishing human-written from machine-
generated Arabic texts. We combined the dataset
provided by the organizers (Abudalfa et al., 2025)
with an additional publicly available Arabic Al-
generated text dataset Al-Shaibani and Ahmed’s
(2025) to enhance the model’s robustness. This
binary classification dataset also contains balanced
splits for training, development, and testing. Ta-
ble 1 summarizes the key statistics of the datasets
used for both subtasks, while Tables 2 and 3 pro-
vide sample instances illustrating the types of data
in each subtask.

Task Dev | Train | Test
AID entries 4157 | 35122 | 8413
ARATECT entries | 500 17604 | 500

Table 1: Data Statistics.
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Table 2: Example of Author Text in Arabic for subtask2.
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Table 3: Example of human/machine text in Arabic.

3 System Overview and Experimental
Setup

3.1 Hardware

For Subtask 2, we utilized four NVIDIA L4 GPUs,
while for Subtask 3, a single NVIDIA Tesla P100
GPU was employed. All experiments were con-
ducted on the Kaggle platform.

3.2 Subtask 2: Authorship Identification

For Subtask 2, We built upon the pipeline pro-
posed by ducnh279 !, which achieved first place
in the KAChallenges Series 1: Classifying Math
Problems competition 2. Their approach lever-
ages large language models (LLMs) fine-tuned for
multi-class classification using prompt engineer-
ing combined with adapter-based training. Specifi-
cally, their method fine-tunes pretrained LLMs with
carefully crafted prompts and lightweight LoRA
adapters to efficiently adapt the model without full
retraining. The training setup uses distributed data
parallelism across multiple GPUs, mixed preci-
sion training, and 4-bit quantization for compu-
tational efficiency. A linear classification head is
trained on top of the model backbone, and strat-
ified K-fold cross-validation is used for robust
evaluation. The model is trained with weighted
cross-entropy loss to address class imbalance, and
micro Fl-score is used for validation. Our ap-
proach retains the core training framework, includ-
ing distributed training, mixed precision, LoRA

"https://www.kaggle.com/code/ducnh279/
kacs1-fine-tuning-qwen3-14b/notebook

2https://www.kaggle.com/competitions/
classification-of-math-problems-by-kasut-academy
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adapters, and quantization. However, we modi-
fied the prompt design and replaced the pretrained
model with ALLaM-7B-Instruct-preview Bari
et al.’s (2025) to better align with the authorship
identification task. We designed a new prompt tem-
plate to explicitly instruct the model to classify
Arabic texts by their authors using a provided au-
thor list and corresponding numeric labels. The
prompt template is shown in Figure 1. This prompt
clearly guides the model to produce the author’s
label number as output, simplifying the classifi-
cation task and improving focus. By fine-tuning
ALLaM-7B-Instruct-preview with this prompt
format and the existing training setup, we effec-
tively adapted the model to the specific require-
ments of Subtask 2, resulting in competitive perfor-
mance. Due to limited computational resources and
the time constraints imposed by the Kaggle plat-
form, we trained and evaluated our model using
only the first fold of the stratified K-fold cross-
validation instead of all folds. Despite this limita-
tion, the model demonstrated strong performance.
More details on our implementation and training
code are publicly available in the accompanying
Kaggle notebook?.
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Figure 1: Example of an Arabic prompt formatted for
model input.

3.3 Subtask 3: Arabic AI-Generated Text
Detection

For Subtask 3, we fine-tuned AraModernBERT NA-
MAA’s (2025) using the shared task dataset com-
bined with an additional external dataset Al-
Shaibani and Ahmed’s (2025). This task involves
binary classification to distinguish human-written
from machine-generated Arabic texts. We began
by preprocessing the data, removing any miss-

3https: //www.kaggle.com/code/thameralharbi/
subtask-2-authorship-identification-baseline-gpus
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ing entries. The labels were encoded as inte-
gers, mapping human to 0 and machine to 1. To
prepare inputs for the model, we implemented a
custom PyTorch dataset that tokenizes the texts
with a maximum length of 256 tokens and ap-
plies padding for batch consistency. The pre-
trained AraModernBERT-Base-V1.0 model was
loaded with a new classification head suitable for
the binary task. Since the classification layer was
randomly initialized, it was trained from scratch
during fine-tuning. Training was performed using
the AdamW optimizer with a learning rate of 2e-
5 over four epochs. We used a batch size of 32
and applied dynamic padding through a data colla-
tor to efficiently batch variable-length inputs. Our
approach effectively adapts a state-of-the-art Ara-
bic pretrained model to the specific Al-generated
text detection task, leveraging additional data to en-
hance performance. The full implementation and
training scripts are publicly available on Kaggle*.

4 Results

Metrics. The Macro-F1 score was used as the
primary evaluation metric. For this metric, the F1-
score is computed independently for each class and
then averaged, ensuring equal weight is given to all
classes regardless of their frequency in the dataset.
This provides a balanced evaluation, particularly
in the presence of class imbalance. Accuracy was
used as the secondary metric, measuring the pro-
portion of correctly classified instances over the
total number of predictions, without accounting for
class distribution. As presented in the results tables,
the system was ranked 4th in Subtask 2 and 3rd
in Subtask 3, with Macro-F1 scores of 84% and
80%, and accuracies of 89% and 79%, respectively
(Tables 4° and 5°).

*https://www.kaggle.com/code/thameralharbi/
arageneval-subtask3-aratect

5https://www.codabench.org/competitions/8545/
#/results-tab

6https://www.codabench.org/competitions/912®/
#/results-tab
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#  Participant F1-Score  Accuracy
1 muhammad-helmy  0.89886 0.92416
2 batoolnajeh 0.87163 0.90859
3 moamin007 0.85968 0.89516
4 7h4m3r 0.83753 0.89053
5  jenin 0.83468 0.87377
6  omarnj 0.83138 0.87519
7  rafiulbiswas 0.82824 0.86497
8  mohamedsabaa 0.82743 0.88898
9  tasnim_meem 0.82669 0.86414
10 nlp_wizard 0.81303 0.85285
11  shifali 0.79673 0.83335
12 sabarinathanl 0.36758 0.67075
13 syedsaba 0.00779 0.03174

Table 4: Leaderboard results for Subtask 2.

#  Participant F1 Score Accuracy
1 kaoutar 0.86 0.87
2 deleted_user_25186 0.81 0.79
3 7h4m3r 0.80 0.79
4 tasneemduridi 0.78 0.74
5 alizain157 0.77 0.76
6 omarnj 0.76 0.79
7  deleted_user_27804 0.76 0.77
8  shifali 0.75 0.72
9  mutazay 0.74 0.71
10 nlp_wizard 0.74 0.70
11 jenin 0.68 0.55
12 sowravnath 0.67 0.53
13 tasnim_meem 0.66 0.70
14 Hedi 0.65 0.49
15 mariamlabib 0.63 0.65
16  sabarinathanl 0.62 0.53

Table 5: Leaderboard results for Subtask 3.

5 Conclusion

In this work, we presented our approach for the
AraGenEval shared task, addressing both Sub-
task 2 (Authorship Identification) and Subtask 3
(AlI-Generated Text Detection). By fine-tuning
transformer-based models tailored for Arabic lan-
guage processing, we achieved competitive results
despite limited computational resources. Our adap-
tations of existing pipelines, combined with effec-
tive use of external datasets and prompt engineer-
ing, demonstrate the potential of pretrained lan-
guage models for challenging Arabic NLP tasks.
Future work will explore more advanced architec-
tures and data augmentation strategies to further
improve performance and robustness.
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Abstract

This paper presents our approach and findings
for Subtask 1 (Authorship Style Transfer) of the
AraGenEval2025 shared task. We explore meth-
ods to transform neutral Arabic text into the dis-
tinctive style of a specified author while preserv-
ing its original meaning. Our work details a two-
phase development: an initial baseline model
leveraging few-shot prompting with Gemini and
K-means clustering, followed by fine-tuning of
pre-trained seq2seq models that support Ara-
bic, including representatives from the mT5 and
mBART model families. We evaluated our mod-
els using BLEU and chrF metrics, demonstrat-
ing significant improvements in fine-tuning, par-
ticularly in capturing Arabic-specific stylistic
nuances. To complement these surface-level
overlap metrics, we incorporate BERTScore to
assess semantic preservation across style trans-
fer. Additionally, we introduce a style classi-
fier to quantify author-specific style transfer
strength. We discuss the challenges encoun-
tered, including Arabic linguistic complexities,
handling long Arabic text, and hardware con-
straints, and outline future directions for enhanc-
ing Arabic Authorship Style Transfer.

1 Introduction

The proliferation of digital content requires ad-
vanced natural language processing (NLP) tech-
niques for text manipulation. Authorship style trans-
fer (AST) is a challenging yet key task aiming to
convert a given text into the writing style of a target
author while maintaining its semantic content. This
differs from traditional stylistic analysis, focusing
solely on identifying and characterizing an author’s
style. The increasing sophistication of Al-generated
content, particularly in Arabic, further highlights
the need for robust AST models, as style identifica-
tion can contribute to detecting synthetic texts.
Despite its importance, Arabic AST remains a
relatively underexplored area compared to other
languages. The Arabic language presents unique
linguistic challenges, including significant morpho-
logical variations, rich affixation, diverse dialects,
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Nojoom.Al
bouache@nojoom. ai

Mourad Dahmane
Nojoom.Al
mdahmane@gmail.com

and complex reordering phenomena, all of which
impact style transfer. Furthermore, the scarcity of
large-scale labeled datasets for Arabic AST poses
a significant hurdle. This complexity is further ex-
acerbated by the high inflectional nature of Ara-
bic, which introduces tokenization difficulties, espe-
cially when dealing with long texts and paragraph-
level inputs.

The AraGenEval2025 shared task, hosted with
the Arabic Natural Language Processing (Arabic-
NLP 2025) Conference (Abudalfa et al., 2025), aims
to foster research in this domain. Our participation
focuses on Subtask 1: Authorship Style Transfer,
where the objective is to transform a formal input
text into a specified author’s style. This paper details
our methodology, experimental setup, evaluation,
and the insights gained throughout the project, and
concludes with perspectives for future works.

Our system entails a two-stage strategy: an ini-
tial baseline using few-shot prompting with Gemini,
supported by K-means clustering, followed by fine-
tuning of Arabic-supporting seq2seq models from
the mT5, AraT5, and mBART families. The resulting
models achieved 24.46 % and 59.33% in BLEU and
chrF, respectively, reflecting word- and character-
level surface overlap with reference texts. Meaning
preservation across style transfer was measured at
92.01% using BERTScore. The stylistization preci-
sion per author reached 86.12%, as assessed using
the style classifier. Implementation is available at'.

2 Background

While Arabic AST remains relatively underex-
plored, two recent approaches (Shao et al., 2024)
and (Hu et al., 2022) provide valuable foundations.
Both generate pseudo-parallel neutral«>stylized
pairs using GPT and fine-tune a seq2seq model on
sentence-level data. (Shao et al., 2024) focuses
on general purpose style transfer and has been ap-
plied to well-defined styles such as Shakespeare,
rap lyrics, and Chinese literature. It leverages
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English- and Chinese-centric tokenizers and pre-
trained BART models. Stylized samples are se-
lected using K-means clustering and augmented
bidirectionally to train a BART-based model.(Hu
et al., 2022), on the contrary, targets a few-shot
style transfer with low-resource authors. It applies
GPT-based neutralization followed by supervised
fine-tuning and introduces a reward model to guide
output refinement through preference-based policy
optimization.

Despite their strengths, both approaches are lim-
ited to short-form inputs, rely heavily on English-
centric infrastructure, and employ evaluation setups
that do not account for Arabic’s morphological com-
plexity or long-form stylistic variation. Our work
addresses these limitations by extending AST to
paragraph-level Arabic inputs, explicitly managing
tokenization challenges caused by high inflection.
We fine-tune Arabic-supporting seq2seq models and
propose a broader evaluation protocol, inspired by
(Shao et al., 2024) and (Hu et al., 2022).

3 System Overview

The system comprises two stages, inspired by the
(Shao et al., 2024) and (Hu et al., 2022) approaches.
First, we develop a baseline model that serves as a
reference for comparison (see Fig. 2). Next, we fine-
tune several Arabic-supporting pre-trained models.

3.1 Baseline Model

Our initial approach utilizes few-shot prompting
with Gemini 2.5 Flash. The process involves:

* K-means Clustering (Fig. 2 Step 1.a): We
performed exploratory data analysis (EDA) on
embedding representations of training samples,
using the elbow method and silhouette scores
to determine that & = 2 — 3 clusters are optimal
for most authors. We then applied K-means to
select the top K = 3 representative examples
per author.

Prompt Construction: We construct a prompt
by concatenating the selected exemplars with
the neutral input text.

 Styled Output Generation (Fig. 2 Step 1.b):
Gemini 2.5 Flash generates the stylized output
based on the constructed prompt.

3.2 Pre-trained Models Fine-Tuning

To address the limitations of the few-shot base-
line, we implemented a fine-tuning pipeline for pre-
trained seq2seq models (phase 2):
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Figure 1: Token-length distributions for training dataset
input (blue) and target (green).

% In Tgt ‘ ‘ %0 In Tgt
0 19 11 || 95 781 765
5 433 419 || 98 822 825
11 509 501 || 99 870 934
50 644 635 || Q3+1.5IQR 877 864
90 748 735 100 4248 5094

Table 1: Training Set Input and target token-length statis-
tics. Q3+1.5-IQR indicates the statistical outlier upper
threshold.

* Input Preparation: For each training sample,
we prepend an author tag to the neutral text.
The corresponding stylized text is used as the
target sequence.

Tokenization (Fig. 2 Step 2.a): Arabic mor-
phology is highly inflected and rich in prefixes
and suffixes, resulting in a higher subword to-
ken count per word compared to English. (Rust
et al., 2021) shows that Arabic typically yields
1.1-1.8 subword tokens per word, compared to
1.2-1.3 in English. Since VRAM usage scales
roughly with the square of sequence length,
we selected our token-length caps to balance
dataset coverage and hardware constraints.

We analyze token-length distributions
across training and validation sets using the
mBART50 tokenizer (Fig. 1). A maximum
length of 750 tokens covers ~ 90% of the
samples, while 1024 tokens cover ~ 99.6%
(see Table 1). The final tokenization limits
were chosen based on the available hardware
and pre-trained model sizes.

~
~

Fine-Tuning (Fig. 2 Step 2.b): The pre-trained
model weights (mT5, AraT5, mBART) were
fine-tuned on the prepared dataset, with in-
termediate checkpoints saved to handle long
training sessions.

* LoRA Injection (Fig. 2 Step 2.c): To improve
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performance under hardware constraints, we
injected Low-Rank Adaptation (LoRA) mod-
ules (Hu et al., 2021) into the fine-tuned mod-
els and conducted additional training on the
training dataset.This enabled further optimiza-
tion over more epochs while keeping the base
model weights frozen.

4 Experimental Setup

4.1 Data Splits

We use the official AraGenEval2025 dataset, con-
sisting of 35,122 paragraph-level samples for train-
ing (72.1%), 4,157 for validation (8.5%), and 8,143
for testing (19.3%). The test set labels are withheld
by the organizers and used only for final evaluation.
Tokenized input lengths reach up to 3,361 tokens,
with 99.66% of samples under 1,024 tokens (Fig. 4).

4.2 Preprocessing

Each neutral input is prepended with an author tag
in the format: <AUTHOR> | <NEUTRAL_TEXT>. To-
kenization is performed using the corresponding
AutoTokenizer for each model.

4.3 Hardware and Environments

All experiments were conducted on cloud-based
platforms with varying GPU configurations; full
details are provided in Appendix B.1.

4.4 Evaluation Metrics

We report the two official competition metrics -
BLEU and chrF to assess word- and character-level
surface overlap. In addition, we include two comple-
mentary metrics: BERTScore (BS), for measuring
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semantic preservation, and Style Classifier Accu-
racy (SC), to assess author-specific style transfer
strength. Details of the style classifier development
are provided in Appendix B.6.

5 Results

This section presents the empirical evaluation of
our AST models, detailing their performance across
various metrics, and providing per-author insights.
Our models were evaluated on validation dataset.
The best performing models were then used on the
final test data set evaluation.

5.1 Overall Performance Comparison

Table 5 summarizes the performance of the Few-
Shot baseline and various fine-tuned models. Over-
all, fine-tuning yields substantial gains: BLEU im-
proves from 11.66 to 24.46 (A = +11.26) and chrF
from 48.12 to 59.33 (A = +11.21), confirming im-
proved stylistic alignment. BS remains consistently
high (~ 0.91-0.93), indicating strong meaning
preservation across models. SC aligns well with
other metrics, supporting its usefulness in quantify-
ing stylistic strength.

Among the models evaluated, Facebook/mbart-
large-mmt-50 attains the highest validation BLEU
and chrF, while UBC-NLP/AraT5-v2-1024 is highly
competitive in both validation and test results
given its parameter weight. LoRA injection on
UBC-NLP/AraT5-v2-1024 yielded modest gains
where applied; overall improvements are primar-
ily attributable to fine-tuning.

Although the gains are clear, chrF scores in the
high 50s suggest remaining challenges in capturing



Validation Set Results Test Set Results

Model ‘ BLEU chrF BS SC Model ‘ BLEU chrF SC

Few-Shot Baseline 11.66 48.12 91.25 58.43 facebook/mbart-large-50 24.46 5933 86.18

google/mt5-small 18.51 52.92 91.88 59.78 moussakam/AraBART 21.07 5721 59.12

UBC-NLP/AraT5-base 21.24 5713 92.02 6220 UBC-NLP/AraT5-v2-1024 | 24.07 5948 74.31

agemagician/mlong-t5-tglobal-large | 23.58 58.88 93.01 73.58

facebook/mbart-large-mmt-50 2456 59.92 9201 8586 UBC-NLP/AraT5-v2-1024 ‘ 2422 5953 7542

moussakam/AraBART 21.76 58.21 92.52 58.67 + LoRA

UBC-NLP/AraT5-v2-1024 23.80 59.27 91.63 73.90

Table 3: Test set results for selected models.
Table 2: Validation set results for evaluated models. LoRA was injected only where indicated.
Author | Cnt | BLEU \ chrF Author | Cnt | BLEU \ chrF
| | B FT A | B FT A \ | B FT A | B FI A

A. G. Makawi 396 [ 17.16 31.48 +14.32(55.07 66.64 +11.57 Ahmed Amin 246 | 947 1877 +9.30 [47.09 57.09 +10.00
Fouad Zakaria 125 [ 17.10 27.02 +9.92 |54.27 62.62 +8.35 A.M. Al-Aqqad | 267 | 8.67 17.89 +9.22 |44.76 54.15 +9.39
Naguib Mahfouz | 327 | 15.21 25.49 +10.28 | 50.66 59.60 +8.94 Salama Moussa | 119 | 8.05 14.53 +6.48 [44.51 5395 +9.44
Jurji Zaydan 327 (1439 2148 +7.09 [52.24 59.15 +6.91 Yusuf Idris 120 | 7.48 17.71 +10.23 [42.79 55.08 +12.29
Robert Bar 82 | 13.75 19.16 +5.41 [49.90 54.02 +4.12 G.K. Gibran 30 | 7.18 27.87 +20.69 | 45.35 61.44 +16.09
Tharwat Abaza 90 | 12.96 27.71 +14.75|50.15 59.93 +9.78 M. H. Heikal 260 | 6.07 1431 +8.24 |42.84 5221 +9.37
Hassan Hanafi 548 [ 12.93 25.04 +12.11 | 48.59 61.20 +12.61 Taha Hussein 255 | 5.68 14.54 +8.86 |42.12 51.59 +9.47
Amin Al-Rihani | 142 | 12.65 21.62 +8.97 |51.12 59.93 +8.81 A.Teimur Pasha | 57 | 3.76 17.74 +13.98 |30.53 46.39 +15.86
W. Shakespeare | 238 | 11.35 26.21 +14.86|48.08 61.02 +12.94 Kamel Kilani 25 | 243 13.38 +10.95|34.03 50.64 +16.61
N. El Saadawi | 295 | 10.83 29.77 +18.94 |48.28 65.90 +17.62 Ahmed Shawqi | 58 191 1934 +17.43|37.72 5549 +17.77
Gustave Le Bon | 150 | 9.60 18.60 +9.00 |48.96 59.05 +10.09 Overall 4157 | 11.66 22.92 +11.26 | 48.12 59.13 +11.01

Table 4: Per-author performance comparison of the fine-tuned UBC-NLP/AraT5-v2-1024 vs. the baseline models.

Arabic’s morphological richness. These results em-
phasize the importance of both model architecture
and input processing for effective style transfer.

5.2 Per-Author Insights

To gain deeper insights, we analyze per-author per-
formance of the fine-tuned UBC-NLP/AraT5-v2-
base-1024 model (367M parameters) against the
baseline. We chose it because of its strong perfor-
mance compared to mBART-large-50-mmt at lower
parameter cost, and because it better handles long
inputs (full-sample tokenization); see Appendix A
and §B.1. Table 4 reports BLEU and chrF per author
with absolute changes (A).

The analysis shows consistent gains across most
authors. Notable examples include Gibran Khalil
Gibran (30 samples), which exhibits the largest
increase (Agrgy = +20.69, Agr = +16.09);
Ahmed Shawgqi (58 samples) also shows strong
improvements (4+17.43, +17.77); and Nawal El
Saadawi (295 samples) with substantial gains
(4+18.94, +17.62). Overall, the model achieves a
sizable overall uplift (BLEU 1 11.26, chrF 1 11.01),
demonstrating that AraT5-v2-1024 effectively cap-
tures author-specific stylistic signals while handling
longer inputs, and may surpass the model mBART-
large-50-mmt, if a considerable share of long inputs

(> 1024 tokens) were present in the evaluation sets.

Conclusion

Our participation in Subtask 1 of AraGenEval2025
demonstrates effective Authorship Style Transfer
for Arabic. Building on a few-shot Gemini 2.5
Flash with shots selection through K-means clus-
tering baseline, we fine-tuned arabic-supporting
seq2seq models, achieving 24.46% BLEU, 59.33%
chrF, 92.3% BS and 86% SC. Per-author results
were consistently strong, with the lightweight UBC-
NLP/AraT5-v2-1024 (367 M parameters) matching
or exceeding larger multilingual models, underscor-
ing the value of Arabic-specific pre-training.

We identified several Arabic AST challenges ,
including rich morphology and affixation, dialec-
tal variation, reordering, and long paragraph inputs.
We tackled long training on limited hardware by
injecting LoRA modules and using token-budgeted
batching with CPU/GPU overlap to respect hard-
ware limits while processing extended contexts.

Although chrF improvements indicate further
room for capturing fine-grained character-level nu-
ances, our approach lays a solid foundation. Future
work will explore longer inputs handling, and inte-
grate human-in-the-loop evaluation (e.g., Gemini
judgment) to further enhance stylistic fidelity.
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A Appendix: Dataset Distribution Details

In seq2seq tasks, setting an appropriate maximum
input length during tokenization is critical for reli-
able evaluation. Truncating long inputs can degrade
performance by removing key information, espe-
cially for stylistic tasks that rely on paragraph-level
context.

The tables and plots in this appendix provide
a detailed overview of the input and target token
length distributions for the validation and test sets.
These statistics were used to determine safe max-
imum input lengths that cover at least 99% of the
samples, ensuring high coverage without excessive
memory consumption. Outlier thresholds based on
the (Q3+1.5-1Q) R rule are also reported to highlight
extreme cases.

A.1 Validation Set Token-Length Distribution

Yo In H %o In

21 || 75 693
5 432 || 90 736
10 500 || 95 768
25 574 || Q3+1.5 IQR 872
50 639 || 100 1216

Table 5: Validation set input token-length statistics.
Q3+1.5-IQR indicates the statistical outlier upper thresh-
old.
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Figure 3: Token-length distributions for validation
dataset input (blue) and target (green).

A.2 Test Set Input Token-Length Distribution

It is important to note that different model
architectures impose different maximum in-
put length constraints. mBART-based mod-
els such as facebook/mbart-large-50-mmt and
moussakam/AraBART enforce a hard limit of 1,024
tokens due to their absolute positional embed-
dings. In contrast, TS-based models such as
google/mt5-small, UBC-NLP/AraT5-base, and
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% In| % In
0 30 || 75 702
5 433 || 95 747
10 514 || 99 855
25 587 || Q3+1.51IQR 877
50 650 || 100 3361
Table 6: Test set input token-length statistics.

Q3+1.5-IQR indicates the statistical outlier upper thresh-
old.
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Figure 4: Token length distribution for test set inputs.
Over 99.6% of samples fall under 1 024 tokens.

UBC-NLP/AraT5-v2-1024 utilizes relative posi-
tional embeddings, which allow a soft limit—they
can accept longer sequences as long as the available
hardware permits.

As shown in Table 7, the maximum input lengths
used during training and evaluation were config-
ured based on these architectural constraints and
the available computing resources. For T5-based
models, we set input length limits to 750 or 1,024
tokens to safely cover most validation and test sam-
ples without truncation.

B Appendix: Experimental Details

B.1 Model and Environment Details

Table 7 summarizes the models used, their param-
eter sizes, token length limits, and compute envi-
ronments. T5-based models tolerate flexible input
lengths (hardware permitting), while mBART-based
models impose a strict 1024-token cap. Training
was conducted on either Colab Pro+ (A100) or Kag-
gle (P100). CPU-only runs were reserved for small-
scale evaluation like ChrF , BLEU and BERTScore
calculations due to memory limitations.

B.2 K-means Clustering for Few-Shot Samples
Selection

To avoid suboptimal or noisy few-shot examples re-
sulting from random selection, we apply clustering



Model Params Platform  Accel. | Training | Evaluation Max tok.
| unit BS Max tok. | Validation | Test

google/mt5-small (Xue et al., 2021) 310M Kaggle P100 1 750 750 /

UBC-NLP/AraT5-base(Nagoudi et al., 2022)  280M Kaggle P100 1 750 ‘ 1500 ‘ /

agemagician/mlong-t5-tglobal-large

(Uthus et al., 2023) 1768M Colab Pro+ A100 | 4 1024 | 1500 | /

facebook/mbart-large-50-mmt

(Tang et al., 2020) 610M Colab Pro+ A100 8 1024 1024 1024

moussakam/AraBART (Eddine et al., 2022) 139M Kaggle P100 16 1024 ‘ 1024 ‘ 1024

UBC-NLP/AraT5-v2-1024

(Elmadany et al., 2023) 367M Colab Pro+ A100 | 12 1024 | 1500 | 3500

Table 7: Compute platforms and sequence-length configurations across dataset splits.

of K-means on sentence embeddings to determin-
istically select representative neutral samples per
author. The goal is to ensure that stylistically cen-
tral examples are used in prompt-based evaluation,
without model fine-tuning.

We encode each author’s neutral training texts
using the all-MinilLM-L6-v2 model, then cluster
the resulting embeddings and extract the closest
samples to each cluster centroid as the selected few-
shot examples.

Parameter Value / Setting
Embedding model all-MinilM-L6-v2
Embedding dimension 384

Clustering method K-means (per author)
Number of clusters (k) 3

Distance metric Euclidean

Selection criterion Centroid-nearest samples
Random seed 42

Table 8: K-means clustering setup for representative few-
shot selection.

B.3 Training Configuration

Key hyperparameters (defaults unless otherwise
noted):

Parameter Value
Effective batch size 32
Gradient accumulation steps 8
Max sequence length 750/ 1024
Checkpoint interval 500 steps
Epochs 3
Optimizer AdamW
Learning rate 5x107°

Table 9: Summary of training hyperparameters.
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B.4 Evaluation Configuration

Inference is performed via a single-GPU, token-
budgeted batching pipeline that overlaps CPU
tokenization with GPU generation to maximize
throughput and avoid OOMs. Inputs are first sorted
by length on the CPU, grouped into batches whose
total token count does not exceed a configurable
budget, then transferred to the GPU for generation.
If an OOM occurs, the budget is halved and the
batch is retried in smaller splits.
Key parameters are summarized in Table 10.

Parameter Value / Description
Token budget 10000 total input tokens
VRAM Memory threshold 80 % of GPU VRAM

+1 000 tokens when
VRAM<VRAM_THRESH

every 5 successful batches

3400 tokens (capped by
model input handling)

4000 tokens (capped by
model input handling)

Budget increment

Budget update frequency
Max input length

Max generation length

Table 10: Key settings for token-budgeted inference

This setup ensures that: (1) very long inputs
are safely handled without silent truncation, and
(2) GPU utilization remains high by feeding pre-
tokenized batches as soon as memory permits.

B.5 LoRA Configuration

To enable lightweight and fast adaptation over lim-
ited resources, LoRA was injected into attention
layers of a frozen UBC-NLP/AraT5-v2-1024 base.
This setup drastically reduces trainable parameters,
making hyperparameter sweeps and multi-run ex-
perimentation feasible within constrained GPU en-
vironments. We used an aggressive injection con-
figuration with moderately high rank and scaling
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Figure 6: Arabic Style classifier Development & Evaluation pipeline

values. Checkpoints were saved each epoch, and
the model with the best chrF score on a held-out
validation subset was selected.

Component Configuration

UBC-NLP/AraT5-v2-1024
q, v, k, fc1, fc2
Encoder and decoder attention

Base model
Target modules
Injection layers

Rank (r) 32

Scaling factor (o) 64

Dropout 0.1

Bias None

Epochs 5

Eval subset 25% subset stratified from vali-
dation set

Checkpointing Every epoch

Final model selection Best checkpoint by chrF

Table 11: Summary of LoRA fine-tuning configuration.

B.6 Style Classifier

While BLEU and chrF quantify surface over-
lap, they do not directly measure whether the
generated text truly mirrors an author’s stylis-
tic fingerprint. To address this, we train
an author-specific binary classifier, based on
bert-base-arabic-camelbert-ca, that learns
the distinctive phrasing, vocabulary, and structural
patterns of each author.

Unfortunately, no off-the-shelf Arabic style clas-
sifier supports long inputs beyond 512 tokens. Our
options were to pre-train an English long-document
model (e.g. Longformer) on Arabic data or to adopt
a sliding-window approach. As shown in Fig. 6,
we chose the latter: inputs are split into overlapping
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512-token chunks (256-token stride), each classified
separately, and results are aggregated. This ensures
we capture stylistic cues from long paragraphs with-
out truncation.

For each sample evaluated (from validation or
test datasets), we compare the confidence of the
classifier in the  Author X’ class on the neutral input
versus the stylized output to calculate

A :pout(l) - pin(l)'

An instance is a hit if A > 0, i.e. the generated out-
put aligns more with the *Author X’ style than with
the neutral text (that is,a successful style transfer).
We report the hit rate as the SC metric.

Parameter Setting

Base model bert-base-arabic-camelbert-ca
Input length limit 512 tokens (sliding window)
overlap 256 tokens between chunks
Training epochs 5

Batch size 16

Learning rate 2x107°

Optimizer AdamW

Scheduler Linear warmup

Loss Binary cross-entropy

Hit rate (A > 0), mean A
One per author (21 total)

Output metrics
Classifiers

Table 12: Training Setup for each author style classifiers.

Future work should explore pre-training or adapt-
ing a native Arabic long-input classifier, rather than
relying on sliding windows, to more seamlessly han-
dle long input LLM generations evaluation.
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Abstract

We address the problem of distinguishing be-
tween human-authored and Al-generated text
in low-resource languages, particularly Ara-
bic. We present the LMSA! team’s participa-
tion in the ARATECT (Arabic Al-Generated
Text Detection) subtask of the AraGenEval?
shared task, which targets the detection of
Al-generated Arabic texts. We propose an
ensemble-based classification framework that
integrates multilingual and Arabic-specific
pre-trained language models, namely Fanar,
AraBERT, and XLLM-R, optimized through a
dedicated fine-tuning pipeline. The approach is
evaluated on the balanced Arabic text dataset
provided by the shared task organizers. Our sys-
tem achieved an F1-score of 0.864 and ranked
first among all participating teams.

1 Introduction

The rapid advancement of generative artificial in-
telligence has significantly transformed the land-
scape of content creation, education, and commu-
nication. State-of-the-art large language models
(LLMs) such as GPT-3 (Brown et al., 2020), GPT-
4 (OpenAl et al., 2023), and LLaMA (Touvron
et al., 2023) are now capable of producing text that
exhibits a high degree of fluency, coherence, and
stylistic refinement, often closely resembling hu-
man writing. These technologies offer substantial
benefits, including personalized learning, writing
support, and scalable content generation. How-
ever, they also raise serious ethical concerns re-
garding authorship, originality, and academic in-
tegrity. Moreover, generative Al can be misused
to produce misleading or deceptive content, includ-
ing fabricated news articles (Ishraquzzaman et al.,

*Corresponding author:
zita.kaoutar@univ-ghardaia.edu.dz

'Laboratoire des Mathématiques et Sciences Appliquées,
University of Ghardaia, Algeria

Zhttps://ezzini.github.io/AraGenEval/
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2025), deepfake tweets (Fagni et al., 2021), and
Al-generated documents such as academic papers
and study reports (Chowdhury et al., 2025). Such
misuse poses significant ethical risks across do-
mains, including journalism, education, and social
media. In light of these developments, there is a
growing need and a corresponding challenge to
reliably distinguish between human-written and
machine-generated text.

Arabic, one of the six official languages recog-
nized worldwide (Wahdan et al., 2020) and the
fourth most used language on the Internet with
over 400 million speakers (Guellil et al., 2021), has
received comparatively less attention in the area
of Al-generated text detection. In this context, the
AraGenEval shared task (Arabic Authorship Style
Transfer and AI-Generated Text Detection) (Abu-
dalfa et al., 2025) is introduced to foster research
on Arabic text generation and detection. One of its
subtasks, ARATECT, focuses on the binary classi-
fication of Arabic texts as either human-written or
Al-generated.

To address this challenge, we propose an
ensemble-based classification framework that com-
bines the strengths of both multilingual and Arabic-
specific pre-trained language models. By integrat-
ing Fanar, AraBERT, and XLM-R within a fine-
tuning pipeline and applying a majority voting
strategy, this approach enhanced the robustness
and accuracy of our system, enabling it to rank first
among the 16 submitted systems in the ARATECT
subtask.

The implementation is publicly available® to sup-
port transparency and reproducibility.

3https://github.com/kaoutarzi/
AraGenEval-2025-Aratect
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2 Background

2.1 Task Setup

In this study, we address the detection of Al-
generated Arabic text as part of the ARATECT
subtask in the AraGenEval Shared Task. This sub-
task is formulated as a binary classification prob-
lem in which the system is given an Arabic text and
must determine whether it was written by a human
or generated by an Al model. The dataset used
consists of Arabic texts spanning various genres,
including news articles and literary content. It is
balanced in terms of class distribution, featuring an
equal number of human- and machine-generated
samples. The full dataset comprises 5,798 texts,
split into training, development, and test sets, as
detailed in Table 1.

For instance, a system might encounter a news
excerpt such as:
A gl Olelaal) o) Bla dy gall LAY D g ca1d "
Eolgall e duay Gl pw] Ol gdal Oual Ay ) !
Slelwdl b By dewlall das 2 Gblis Cdigiul

" EYREE L (I VA (Y ‘,133'1

Which means "The Syrian Arab News Agency
(SANA) reported that Syrian air defenses re-
sponded to an Israeli attack involving several mis-
siles that targeted areas around the capital, Damas-
cus, in the early hours of Thursday." The system is
then expected to classify the text accordingly.

2.2 Related Work

Numerous studies (Liu et al., 2025; Wu et al., 2025;
Fraser et al., 2025) have addressed the challenge of
detecting Al-generated text, driven by the growing
capabilities of large language models. However,
most existing research has focused predominantly
on English or other high-resource languages.

For instance, Katib et al. (2023) introduced a
hybrid model called TSA-LSTMRNN, which in-
tegrates LSTM with an attention mechanism and
the Tunicate Swarm Algorithm (Kaur et al., 2020).
They utilize TF-IDF, count vectorizer, and word
embeddings for feature extraction, achieving up to
93.83% accuracy in distinguishing between human-
and ChatGPT-generated text.

Antoun et al. (2023) proposed a methodology for
detecting ChatGPT-generated French text by trans-
lating the HC3 English dataset (Guo et al., 2023)
and training classifiers (e.g., CamemBERTa, XI.M-
R). The detectors performed well in-domain (F1
~ 0.97), but showed reduced effectiveness on out-
of-domain and adversarial samples, highlighting
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limitations in generalization.

Focusing specifically on Arabic, Alshammari
et al. (2024) propose two fine-tuned Transformer-
based models, AraELECTRA and XLM-R, for de-
tecting Al-generated versus human-written texts.
Their approach incorporates a novel Dediacritiza-
tion Layer. Trained on the AIRABIC dataset (Al-
shammari and EI-Sayed, 2023), the models achieve
up to 83% accuracy, outperforming GPTZero
(63%) and OpenAl Text Classifier (50%).

Similarly, Alghamdi and Alowibdi (2024) com-
piled a dataset of Arabic tweets authored by both
humans and ChatGPT. They trained and evaluated
three machine learning models (SVM, Naive Bayes,
and Decision Tree), with Naive Bayes achieving
the highest accuracy of 93% in distinguishing be-
tween the two sources.

3 System Overview

In this study, we progressively explored a wide
range of models for Arabic text classification to
address the task of detecting Al-generated con-
tent. We began with traditional machine learning
methods, advanced through deep learning archi-
tectures, and further extended our investigation by
fine-tuning various pre-trained language models.
To enhance overall performance and robustness,
we adopt an ensemble strategy based on majority
voting (Dong et al., 2020). The following sections
provide a detailed exploration of each category of
models employed in our study.

3.1 Machine Learning-based Classification

To classify Arabic Al-generated text using tradi-
tional machine learning, we extracted three types
of features: (1) statistical and stylistic features,
such as word counts, lexical diversity, and punctu-
ation usage; (2) TF-IDF features, which captured
sparse lexical patterns; and (3) contextual represen-
tations derived from AraBERT embeddings. These
features were then used as input to machine learn-
ing models, specifically Logistic Regression and
a Multi-Layer Perceptron (MLP), which were se-
lected based on their performance on the develop-
ment set.

3.2 Deep Learning-based Classification

To explore deep learning-based detection, we de-
signed a fusion architecture that integrates both
handcrafted and contextual features. As shown
in Figure 1, the input text is processed twice to



get a rich encoding. The first branch encodes
handcrafted stylometric and sparse lexical patterns
(stylistic features and TF-IDF), while the second
processes semantic features obtained via AraBERT
embeddings. This separation aims to preserve
the distinct contribution of each feature type and
prevent potential dominance of contextual embed-
dings. The outputs from both branches are then
concatenated and passed through a multi-head at-
tention layer to model cross-feature interactions,
enabling the integration of both surface-level and
deep contextual cues for the final classification.

Input text
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Figure 1: FusionNet Architecture for Arabic Al Gener-
ated Text Detection.

3.3 LLM-based Classification

A core focus of our work lies in exploring the poten-
tial of large pre-trained language models (LLMs)
for detecting Al-generated text. To this end, we ex-
perimented with several models and identified three
that contributed the most significantly to our final
submission results: Fanar, AraBERT, and XLM-R.

XLM-RoBERTa* is a multilingual transformer-
based language model developed to handle over
100 languages, including Arabic. It builds upon
the RoBERTa architecture and is trained using the
Masked Language Modeling (MLM) objective on
a massive dataset of 2.5TB of filtered Common-
Crawl data. Its architecture supports fine-tuning for

*FacebookAI/x1m-roberta-base
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tasks such as text classification, sentiment analysis,
and question answering, leveraging rich contextual
representations learned from diverse multilingual
corpora (Conneau et al., 2020).

AraBERT? is a transformer-based language
model specifically pre-trained for Arabic, adapting
the original BERT (Devlin et al., 2019) architec-
ture to better address the linguistic richness and
morphological complexity of Arabic. Trained on
approximately 1.5 billion words from diverse Ara-
bic corpora, AraBERT demonstrates strong per-
formance across various NLP tasks such as sen-
timent analysis, question answering, and named
entity recognition. Its design, which includes 12
encoder layers and 136M parameters, allows it to
capture deep contextual representations tailored to
the Arabic language (Antoun et al., 2020).

Fanar® is an Arabic-centric multimodal Large
Language Model developed by the Qatar Comput-
ing Research Institute at Hamad Bin Khalifa Uni-
versity. It is available in two versions: Fanar Star
(7B) and Fanar Prime (9B), trained on a corpus
of one trillion tokens in Arabic and English. Fa-
nar is designed to support Modern Standard Ara-
bic as well as major regional dialects. Aligned
with Islamic values and Arab cultural contexts, it
offers a range of capabilities such as text genera-
tion, speech and image processing, and retrieval-
augmented generation (RAG) (Team et al., 2025).

Finally, as shown in Figure 2, the predictions
from the fine-tuned XLM-RoBERTa, AraBERT,
and Fanar models were combined using a majority
voting scheme. This ensemble method leveraged
the complementary strengths of the individual mod-
els to achieve balanced performance across all eval-
uation metrics and improve the overall accuracy
and robustness of the text classification system.

g Fine-Tuned Arabert |—e— Decision ——|

Fine-Tuned XIm-R

Decision ——
—— Final Decision

=

Input Text

—— e

Bunop fuofey

Fine-Tuned Fanar

Decision

Figure 2: Ensemble-Based Approach for Arabic Al-
Generated Text Detection.

4 Experimental Setup

We deploy the dataset provided in the ARATECT
subtask of the AraGenEval shared task (Abudalfa

Saubmindlab/bert-base-arabertv2
®https://huggingface.co/QCRI/Fanar-1-9B
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aubmindlab/bert-base-arabertv2
https://huggingface.co/QCRI/Fanar-1-9B

et al., 2025), which aims to detect Al-generated
Arabic texts. The dataset comprises a balanced
set of human- and machine-generated texts across
the training, development, and test splits. Human-
written texts were sourced from credible Arabic
news platforms and literary works, ensuring di-
versity in style and topic. In contrast, machine-
generated texts were produced using multiple large
language models, including Mistral, GPT-4, and
LLaMA.

Table 1 provides a detailed overview of the
dataset’s composition.

Data Training Dev Test
# of Samples 4,798 500 500
# of Words 2,330,765 139,745 115,057
Machine (%) 50% 50% 50%
Human (%) 50% 50% 50%

Table 1: ARATECT Dataset Overview.

All experiments were conducted using Python
within a Kaggle GPU environment, leveraging the
Hugging Face Transformers, Datasets, and Evalu-
ate libraries to fine-tune three pre-trained language
models: XLM-RoBERTa, AraBERT, and Fanar.
For XLLM-RoBERTa and AraBERT, texts were tok-
enized and classified using cross-entropy loss, with
a batch size of 4 over 3 epochs and 1 epoch, re-
spectively. Fanar was fine-tuned using instruction-
formatted prompts through LoRA-based parameter-
efficient tuning in 4-bit precision, with a batch size
of 2 and one epoch. Model performance was evalu-
ated using accuracy, precision, recall, and F1-score.
All implementation details, including code and con-
figurations, are publicly available on GitHub’ .

5 Results

Table 2 presents the evaluation results across all
experimented models. Traditional machine learn-
ing approaches and FusionNet obtained relatively
modest performance, reflecting their limited abil-
ity to capture the complex linguistic patterns in
the dataset. Among the Transformer-based models,
the three fine-tuned large language models XLM-
R, AraBERT, and Fanar stood out with superior
and complementary strengths. AraBERT achieved
the highest accuracy (0.864) and F1-score (0.861),
XLM-R attained the highest precision (0.911), and
Fanar recorded the highest recall (0.920). Although

7https://github.com/kaoutarzi/
AraGenEval-2025-Aratect
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Model Acc. Prec. Rec. F1

LR 0.438 0.464 0.804 0.589
MLP 0.506 0.503 0.988 0.667
FusionNet 0.578 0.552 0.824 0.661
AraElectra 0.688 0.737 0.584 0.652
MARBERT 0.586 0.563 0.764 0.649
DeBERTa 0.768 0.791 0.728 0.758
Qwen2.5 0.480 0.490 0.940 0.644
CAMeL 0.642 0.612 0.776 0.684
XLM-R 0.832 0911 0.736 0.814
AraBERT 0.864 0.882 0.840 0.861
Fanar 0.776 0.714 0.920 0.804
Majority Voting 0.866 0.877 0.852 0.864

Table 2: Performance of our models.

the performance of the Majority Voting ensemble
is numerically close to that of AraBERT, the en-
semble remains valuable because it balances these
strengths, producing a more stable and robust sys-
tem that is less dependent on the behavior of a
single model and better suited to varying data dis-
tributions.

6 Conclusion

In this study, we developed a system for Al-
generated Arabic text detection within the ARA-
TECT subtask of the AraGenEval Shared Task. We
proposed an ensemble-based classification frame-
work that combines the strengths of both multilin-
gual and Arabic-specific pre-trained language mod-
els. By integrating Fanar, AraBERT, and XLM-R
within a fine-tuning pipeline and applying a major-
ity voting strategy, the system achieved strong and
balanced performance across all evaluation metrics.
However, there is room for improvement, partic-
ularly in enhancing generalization capabilities to
unseen domains and handling more diverse writing
styles. Future work will address these limitations
by exploring more advanced ensemble learning
techniques, such as stacking, incorporating larger
and more recent language models like GPT-4 or
LLaMA 3, and evaluating the system on broader
datasets to further improve robustness and adapt-
ability. Furthermore, we plan to extend the clas-
sification task beyond binary detection to detect
specific Al-generated segments within texts.
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Abstract

This paper presents our approach to the Ara-
GenEval 2025 shared task on Arabic author-
ship attribution (Task 2). We developed an
enhanced traditional machine learning system
that combines word-level and character-level
TF-IDF features with multiple classification
algorithms. Our system achieved 88.90% accu-
racy and 82.74% macro F1-score on the official
test set using Logistic Regression. During de-
velopment, we evaluated multiple models on
the validation set, where Linear SVM achieved
the highest performance with 93.22% accuracy
and 87.52% macro Fl-score. The approach
demonstrates the effectiveness of feature engi-
neering and proper text preprocessing for Ara-
bic authorship attribution tasks without relying
on deep learning architectures.

1 Introduction

Authorship attribution is a fundamental task in com-
putational linguistics that aims to identify the au-
thor of a given text based on stylistic patterns and
linguistic features (Stamatatos, 2009). For Arabic
texts, this task presents unique challenges due to
the language’s morphological complexity, rich or-
thographic variations, and diverse dialectal forms.

The AraGenEval 2025 shared task on Arabic
authorship attribution (Abudalfa et al., 2025) pro-
vides a benchmark for evaluating computational
approaches to identifying authors from a collection
of Arabic literary texts. This task is particularly
relevant in digital humanities, forensic linguistics,
and plagiarism detection for Arabic content.

Our contribution focuses on developing a robust
traditional machine learning approach that lever-
ages carefully engineered features and proven clas-
sification algorithms. We present a comprehensive
preprocessing pipeline specifically designed for
Arabic literary texts, an effective combination of
word-level and character-level Term Frequency - In-
verse Document Frequency (TF-IDF) features, sys-
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tematic evaluation of multiple traditional machine
learning algorithms, analysis of author-specific per-
formance patterns and error cases, and a repro-
ducible approach that achieves competitive results
without deep learning.

2 Related Work

Traditional approaches to authorship attribution
have employed various stylometric features, includ-
ing lexical, syntactic, and structural characteristics
(Koppel et al., 2009). For Arabic texts specifically,
researchers have explored character n-grams (Al-
theneyan and Menai, 2014), morphological features
(Alothman and Alsalman, 2020), and combined fea-
ture sets (Ahmed et al., 2019).

Recent work has shown that TF-IDF vectoriza-
tion combined with traditional machine learning
algorithms can achieve competitive performance
in authorship attribution tasks, particularly when
dealing with limited computational resources or
when interpretability is important (Savoy, 2020).

3 Methodology
3.1 Dataset

The dataset consists of 35,122 training samples
and 4,157 validation samples across 21 authors,
including prominent Arabic literary figures such
as Hassan Hanafi (3,735 samples), Ahmed Amin
(2,892 samples), and Naguib Mahfouz (1,630 sam-
ples). Figure 1 shows the distribution of authors in
the training data.

The text length analysis reveals a mean length of
1,773.49 characters for training texts and 1,755.40
characters for validation texts, with median values
of 1,851 and 1,836 characters, respectively. The
distribution in Figure 2 shows that most texts are
concentrated around 1,500-2,000 characters, with
both sets exhibiting similar distributions. This con-
sistency in text length between the training and val-
idation sets indicates a well-balanced data split and
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minimizes the potential bias arising from length
variations.

The author-specific text length analysis in Fig-
ure 3 reveals interesting patterns in writing styles.
Some authors, like Robert Barr, show relatively
consistent text lengths with tight distributions,
while others, like Ahmed Amin, exhibit more vari-
ation. These length patterns can serve as additional
stylometric features.

3.2 Dataset Statistics and Preprocessing

Table 1 provides comprehensive statistics about the
dataset used in our experiments.

Our preprocessing pipeline comprised several
essential steps to prepare the Arabic text data. We
removed English numerals and all non-Arabic char-
acters, retaining only the Unicode ranges corre-
sponding to Arabic script (0600-06FF, 0750-077F,
08 A0-08FF, FB50-FDFF, FE70-FEFF). Whites-
pace was normalized, redundant newlines were re-
moved, and texts shorter than 20 characters were
filtered out to ensure high data quality.

Statistic Training Validation

Total samples 35,122 4,157
Number of authors 21 21

Mean text length (chars) 1,773.49 1,755.40
Median text length (chars) 1,851.00 1,836.00
Largest author (samples) 3,735 548
Smallest author (samples) 399 25
Feature Dimensions

Word-level TF-IDF 15,000
Character-level TF-IDF 5,000
Combined features 20,000

Table 1: Dataset and feature statistics

3.3 Feature Engineering

We employed a dual-feature approach combining
word-level and character-level TF-IDF representa-
tions. For word-level TF-IDF features, we used a
maximum of 15,000 features with unigrams and
bigrams (n-gram range: 1-2), minimum document
frequency of 1, maximum document frequency
of 0.9, and applied sublinear TF scaling. For
character-level TF-IDF features, we used a maxi-
mum of 5,000 features with character n-grams (n-
gram range: 2-4), minimum document frequency
of 2, and maximum document frequency of 0.8.
The final feature vector concatenates both represen-
tations, resulting in a 20,000-dimensional feature
space.

3.4 Classification Models

We evaluated five classification algorithms: Linear
SVM using SGDClassifier with hinge loss, Logistic
Regression with maximum 1,000 iterations, Multi-
nomial Naive Bayes with standard implementation,
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Random Forest with 100 estimators, and Decision
Tree. All models were trained with stratified 5-fold
cross-validation for robust evaluation.

4 Results

4.1 Model Performance Comparison

Table 2 shows the performance of all evaluated
models on the validation set. While Linear SVM
achieved the best validation performance, we ulti-
mately submitted Logistic Regression predictions
for the test set.

Model Accuracy F1-Macro F1-Weighted
Linear SVM (SGD) 93.22 87.52 92.95
Logistic Regression 90.54 82.63 89.88
Naive Bayes 79.22 68.09 77.75
Random Forest 59.32 46.28 55.94
Decision Tree 32.23 24.35 31.88

Table 2: Model performance on validation set

The Linear SVM achieved a cross-validation F1-
macro score of 97.67% (£0.19%), demonstrating
excellent generalization capability and model sta-
bility.

4.2 Official Test Set Results

Our final submission to AraGenEval Task 2 used
Logistic Regression, which achieved 88.90% ac-
curacy and 82.74% macro F1-score on the official
test set containing 8,413 samples. Additional met-
rics include 84.53% precision and 83.75% recall.
Table 3 compares our validation and test perfor-
mance.

Metric Validation Test (Official)
Accuracy 90.54% 88.90%
Macro F1-score 82.63% 82.74 %
Precision - 84.53%
Recall - 83.75%

Table 3: Logistic Regression performance comparison
between validation and official test sets

4.3 Author-Specific Performance

Table 4 presents detailed performance analysis for
individual authors using our Logistic Regression
model on the validation set.

Author (English) Accuracy Support
Top 5 Performing

Salama Moussa 100.00 119

Gibran Khalil Gibran 100.00 30

Naguib Mahfouz 99.69 327

Gustave Le Bon 99.33 150

Hassan Hanafi 98.91 548

Bottom 5 Performing

William Shakespeare 83.19 238
Ahmed Shawqi 82.76 58
Ahmed Taymour Pasha 78.95 57
Tharwat Abaza 44.44 90
Kamel Kilani 16.00 25

Table 4: Author-level performance analysis (validation
set)

5 Discussion

5.1 Model Performance

The Linear SVM’s superior validation performance
can be attributed to its effectiveness in high-
dimensional sparse feature spaces, which is char-
acteristic of TF-IDF representations. Figure 4 il-
lustrates the performance comparison across all
evaluated models.
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Figure 4: Model performance comparison on validation
set

The significant performance gap between linear
models (SVM, Logistic Regression) and tree-based
models suggests that the feature space benefits from
linear decision boundaries.

5.2 Model Selection Strategy

Although Linear SVM achieved the highest per-
formance on validation data (93.22% accuracy,



87.52% macro F1), we chose Logistic Regres-
sion for our final test submission based on several
considerations. Logistic Regression demonstrated
more consistent performance patterns across differ-
ent validation splits during our development phase,
providing robustness that we valued for the final
submission. The model provides well-calibrated
probability estimates which are valuable for con-
fidence assessment in authorship attribution tasks,
allowing for better interpretation of uncertain pre-
dictions. Additionally, Logistic Regression showed
more stable convergence behavior across different
feature configurations during our experiments, re-
ducing the risk of training instabilities on the test
data.

This decision proved reasonable as our test
performance remained close to validation perfor-
mance, indicating good generalization capability
and validating our model selection strategy.

5.3 Feature Engineering Impact

To better understand the contribution of different
feature types, we conduct an ablation study by iso-
lating word-level, character-level, and their combi-
nation.

The combination of word-level and character-
level features proves effective for capturing both
semantic content and stylistic patterns in Arabic
text. Character n-grams are particularly valuable
for Arabic text as they capture morphological varia-
tions and spelling preferences specific to individual
authors. Word-level features, on the other hand,
provide stronger semantic signals. The dual-feature
approach enables the model to leverage both lexi-
cal content and sub-word patterns characteristic of
different writing styles.

Features Accuracy Macro F1 Weighted F1
Characters only 0.8910 0.8199 0.8866
Words only 0.9221 0.8508 0.9166
Words + Chars 0.9322 0.8752 0.9295

Table 5: Ablation study on different feature sets.

From the results, it is clear that character fea-
tures alone perform competitively, which highlights
their importance in handling morphological rich-
ness and spelling variations in Arabic. However,
word features outperform characters by providing
stronger semantic context. The best performance
is obtained by combining both, confirming that
word- and character-level signals are complemen-
tary rather than redundant.
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5.4 Challenges and Error Analysis

The dataset exhibits significant class imbalance,
with Hassan Hanafi having 3,735 samples while
Kamel Kilani has only 399 samples in the training
set. This imbalance directly impacts model per-
formance, as evident from the per-author results
where authors with fewer training samples tend to
have lower accuracy scores.

Common misclassification patterns include con-
fusion between authors from similar time periods,
challenges with translated works such as those by
William Shakespeare, and difficulties with authors
who exhibit diverse writing styles across different
genres or time periods in their careers.

6 Conclusion

Our enhanced traditional machine learning ap-
proach demonstrates that careful feature engineer-
ing and algorithm selection can achieve strong per-
formance in Arabic authorship attribution. The
Logistic Regression model achieved 88.90% accu-
racy and 82.74% macro F1-score on the official test
set, proving competitive while maintaining inter-
pretability and computational efficiency.

Future work could explore advanced fea-
ture selection techniques to optimize the high-
dimensional feature space, ensemble methods com-
bining multiple feature types and algorithms, and
integration with pre-trained Arabic language mod-
els for enhanced performance while preserving
the interpretability advantages of traditional ap-
proaches.

Code Availability

The complete implementation of our approach is
available on GitHub at: https://github.com/
Amr-said/Arabic-Authorship-Attribution.
The repository includes all preprocessing scripts,
feature engineering code, model training and
evaluation scripts, and detailed documentation for
reproducing our results.
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Abstract

This paper presents a lightweight system
for the AraGenEval shared task, addressing
Al-generated text detection and authorship
identification in Arabic. Using pretrained
xlm-roberta-large embeddings with mean
pooling and [CLS] token strategies, combined
with classical classifiers (RidgeClassifierCV
and LinearSVC), our approach achieved F1-
scores of 0.7400 and 0.8130 on the ARATECT
and authorship datasets, respectively. Mean
pooling outperformed [CLS] by 3%, demon-
strating efficiency and robustness for limited
Arabic data while capturing stylistic nuances
critical for both tasks.

1 Introduction

The rapid advancements in large language mod-
els (LLMs) have enabled the generation of fluent,
human-like text at unprecedented scale (Vaswani
et al., 2017; Brown et al., 2020). This has inten-
sified the need for robust systems capable of both
detecting Al-generated content and identifying the
authorship of text (Jawahar et al., 2020; Uchendu
et al., 2020). Such capabilities are critical for pre-
serving content authenticity, combating misinfor-
mation, and supporting forensic linguistic analy-
sis (Uchendu et al., 2020). While research in this
area has grown substantially for English, Arabic
remains relatively underexplored despite its rich
morphology, dialectal diversity, and increasing on-
line presence (Habash, 2010).

To address these gaps, the AraGenEval shared
task (Abudalfa et al., 2025) was introduced as part
of ArabicNLP 2025. The task encompasses three
subtasks: (1) Authorship Style Transfer, which
focuses on transforming text to mimic a specific au-
thor’s style; (2) Authorship Identification, which
aims to determine the original author of a given
text; and (3) AI-Generated Text Detection, which
seeks to distinguish between human-written and
machine-generated Arabic text. The competition

provided a unified benchmark for evaluating sys-
tem performance on these interrelated challenges.

Our participation focused on the Authorship
Identification and AI-Generated Text Detection
subtasks. We employed the x1m-roberta-large
multilingual model to extract contextual embed-
dings for Arabic text. Instead of using the con-
ventional [CLS] token representation, we com-
puted the average of all token embeddings to form
document-level feature vectors. These embeddings
were then fed into various traditional machine learn-
ing classifiers. For Al-generated text detection,
the RidgeClassifierCV achieved the best perfor-
mance with an Fl-score of 0.74 on the blind test
set, ranking 10th among all submissions. For au-
thorship identification, the LinearSVC classifier at-
tained an F1-score of 0.81303 on the blind test set,
also ranking 10th in the respective leaderboard.

Our findings highlight that averaging contextual
embeddings from x1m-roberta-large can serve
as a strong baseline for Arabic authorship and Al
detection tasks, even when combined with rela-
tively lightweight classifiers. We also observed
that the choice of classifier plays a substantial role
in performance, with linear models showing com-
petitive results.

2 Background

The AraGenEval shared task (?) was designed
to benchmark system performance on three Ara-
bic NLP challenges: Authorship Style Transfer
(Task 1), Authorship Identification (Task 2), and
Al-Generated Text Detection (Task 3). All tasks
targeted Modern Standard Arabic (MSA) and in-
cluded data from diverse literary and journalistic
sources.

2.1 Task Setup

In Authorship Identification (Task 2), the input is
a short Arabic text segment, and the output is the
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predicted author identity from a set of 21 possible
authors. For example, given a paragraph excerpted
from a 20th-century Arabic novel, the system must
assign the correct author label.

In AI-Generated Text Detection (Task 3), the
input is also a short text passage, and the output is
a binary classification: human or AI. For instance,
given a news-style paragraph, the model must de-
tect whether it was written by a human or produced
by a large language model.

2.2 Dataset Details

Authorship Identification. The dataset contains
works from 21 authors, each represented by 10 pub-
licly available books. Texts were segmented into se-
mantically coherent paragraphs, and for style trans-
fer tasks, selected paragraphs were rephrased into
a standardized formal style using GPT-40 mini2.
The dataset is split into training, validation, and test
sets per author. Table 1 summarizes the distribution
of samples.

Author Train Test Val
Ahmed Amin 2892 594 246
Ahmed Taymour Pasha 804 142 53
Ahmed Shawqi 596 46 58
Ameen Rihani 1557 624 142
Tharwat Abaza 755 191 90
Gibran K. Gibran 748 240 30
Jurji Zaydan 2762 562 326
Hassan Hanafi 3735 1002 548
Robert Barr 2680 512 82
Salama Moussa 984 282 119
Taha Hussein 2371 534 253
Abbas M. Al-Aqqad 1820 499 267
Abdel G. Makawi 1520 464 396
Gustave Le Bon 1515 358 150
Fouad Zakaria 1771 294 125
Kamel Kilani 399 109 25
Mohamed H. Heikal 2627 492 260
Naguib Mahfouz 1630 343 327
Nawal El Saadawi 1415 382 295
William Shakespeare 1236 358 238
Yusuf Idris 1140 349 120

Table 1: Authorship identification dataset statistics.

Al-Generated Text Detection. The ARATECT
dataset contains human-written and Al-generated
Arabic texts. Human texts were collected from
reputable Arabic news websites and verified lit-
erary works, then manually curated for quality.
Al-generated texts were produced using several
Arabic-capable LLMs, including Mistral, GPT-4,
and LLaMA, prompted under diverse strategies.
Each text is annotated with a binary label (human
vs. AI) and covers two main domains: news and
literature.
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2.3 Related Work

Authorship attribution has been extensively stud-
ied across languages, with foundational surveys
such as (Stamatatos, 2009) and transitions from
stylometric to deep learning methods highlighted
by (Kestemont, 2014). Al-generated text detec-
tion research has grown recently with large lan-
guage models, with multilingual studies focusing
on cross-lingual generalization (Uchendu et al.,
2020) and detection surveys (Jawahar et al., 2020).
Our approach applies multilingual transformer em-
beddings (x1m-roberta-large) averaging token
vectors for Arabic authorship identification and
Al-detection within the competitive AraGenEval
shared task.

3 System Overview

Our system for the AraGenEval shared task was de-
signed to be lightweight yet competitive, focusing
on extracting high-quality text representations from
a large multilingual transformer model and feeding
them into robust classical machine learning classi-
fiers. Instead of fine-tuning or training deep neural
networks, we adopted a fixed-embedding approach,
motivated by the desire to minimize computational
requirements and avoid overfitting on the relatively
small training datasets provided.

3.1 Key Algorithms and Design Decisions

We selected the x1m-roberta-large model due
to its proven effectiveness in multilingual contexts
and its strong coverage of Arabic. This model,
trained on a massive and diverse corpus, provides
rich contextual embeddings that capture both syn-
tactic and semantic nuances of text. Given that the
shared task focuses on style-related distinctions (au-
thorship identification and Al-generated text detec-
tion), we hypothesized that xIm-roberta-large’s
high-capacity representations could encode stylis-
tic patterns without task-specific fine-tuning.

Two different strategies were implemented
for deriving sentence-level embeddings from the
model’s final hidden layer:

1. Mean Token Embeddings: In this configu-
ration, the embedding for an input text was
obtained by averaging the contextualized em-
beddings of all tokens. This approach is ex-
pressed as:

n

1
Pmean = E Z €;

=1



where e; € R? represents the embedding of
token ¢ and n is the total number of tokens in
the input sequence. The intuition is that by
aggregating all token embeddings, we capture
both content and stylistic markers distributed
throughout the text, rather than relying on a
single position-specific vector.

[CLS] Token Embedding: In this configu-
ration, we directly used the representation of
the special [CLS] token from the model’s final
layer:

hicLs) = ejcLs;

The [CLS] token is commonly used in
transformer-based classification pipelines, as
it is intended to encode a holistic summary of
the input sequence. However, it may not fully
capture distributed stylistic cues, particularly
for long texts.

Once the embeddings h were computed, they
were fed into classical machine learning classifiers:

* Al-Generated Text Detection: RidgeClassi-
fierCV was chosen for its efficiency, robust-
ness to multicollinearity, and ability to han-
dle high-dimensional input spaces without ex-
plicit feature selection.

¢ Authorship Identification: LinearSVC was
selected for its scalability to large feature sets,
strong generalization properties, and suitabil-
ity for high-dimensional sparse representa-
tions.

3.2 Resources Beyond Provided Data

The system used no additional annotated datasets
beyond those provided in the shared task. The
only external component was the publicly avail-
able x1m-roberta-large model from the Hug-
gingFace Transformers library. This model was
not fine-tuned on the task data; instead, we relied
on its pretrained multilingual representations. No
handcrafted features, lexicons, or rule-based pre-
processing steps were introduced.

3.3 Addressing Task Challenges

Two main challenges guided our design decisions:

1. Limited Task-Specific Data: Given the rela-
tively small size of the training set, fine-tuning
a large transformer could risk overfitting. Us-
ing fixed embeddings allowed us to leverage

— under otherwise identical conditions.
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the model’s pretrained linguistic knowledge
while avoiding costly gradient-based updates.

. Capturing Stylistic Cues: Both subtasks de-
pend heavily on identifying stylistic rather
than purely semantic differences. We hy-
pothesized that mean-pooling token embed-
dings would better preserve distributed stylis-
tic markers (e.g., function word usage, sen-
tence rhythm, punctuation patterns) than a sin-
gle [CLS] embedding, which might focus on
semantic summarization.

3.4 Configuration Comparison

We experimented with both configurations — mean
token embeddings and [CLS] token embeddings
While
both approaches successfully leveraged the pre-
trained model’s capacity, qualitative inspection dur-
ing development suggested that mean token em-
beddings were more effective at preserving fine-
grained stylistic patterns. In contrast, [CLS] em-
beddings appeared to compress the sequence in-
formation into a more generalized representation,
which, while concise, might have omitted subtle
stylistic distinctions critical for the two tasks.

We therefore retained both configurations for
evaluation but anticipated that the mean token ap-
proach would have an advantage in the final results.

4 Experimental Setup

4.1 Data Splits

The AraGenEval shared task provided labeled data
for both subtasks: (1) Al-generated text detection
and (2) authorship identification. For each task, the
official training, development, and test sets released
by the organizers were used without modification.
The training set was used to fit the classifiers, the
development set served for configuration selection
and sanity checking, and the official test set was
reserved for final submission and evaluation.

4.2 Embedding Extraction

Embeddings were extracted using the
xlm-roberta-large model from Hugging-
Face:

* Maximum sequence length: 512 tokens (trun-
cation applied to longer texts)

* Pooling strategies: (1) mean pooling across
all token embeddings; (2) using the final layer
[CLS] token embedding



The embeddings were computed once and cached
for both tasks to speed up experimentation.

All models and classifiers were used with their
default parameters as implemented in the Hugging-
Face Transformers and scikit-learn libraries.

4.3 Computational Resources

All experiments were run on a single NVIDIA RTX
4060 GPU with 8GB VRAM, paired with a stan-
dard workstation environment.

4.4 Evaluation Metrics

The shared task organizers specified official metrics
for each subtask:

* Al-generated text detection:  Macro-

averaged F1-score across classes.

* Authorship identification: Macro-averaged
F1-score across authors.

All results reported in the following section were
computed using the organizers’ evaluation scripts
to ensure consistency with leaderboard scoring.

5 Experimental Results

Table 2 presents the performance of our system on
the official blind test set for both subtasks of the
AraGenEval shared task. We compare the two em-
bedding pooling strategies: mean pooling across all
tokens and using only the final layer [CLS] token
embedding.

Table 2: Performance comparison of pooling strategies
on the blind test set.

Subtask Pooling F1 Rank
. Mean  0.7400 10
Al-generated text detection CLS 0.7100 B
. . . Mean  0.8130 10
Authorship identification CLS 0.7830 B

From the table, mean pooling consistently out-
performs the [CLS] token embeddings, yielding
approximately a 3% absolute F1-score improve-
ment in both subtasks. This suggests that averaging
token representations provides a richer global repre-
sentation for classification tasks in the AraGenEval
setting.

6 Conclusion

Our system for the AraGenEval shared task deliv-
ered competitive performance in both Al-generated
text detection and authorship identification by lever-
aging pretrained x1m-roberta-1large embeddings
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paired with efficient classical machine learning
classifiers. As presented in Table 2, the mean
pooling strategy achieved F1-scores of 0.7400 for
Al-generated text detection and 0.8130 for author-
ship identification, outperforming the [CLS] to-
ken embedding approach by approximately 3%
in both tasks. This improvement suggests that
mean pooling better captures distributed stylistic
patterns, which are critical for distinguishing Al-
generated from human-written texts and identify-
ing unique author signatures. The lightweight de-
sign, which avoided resource-intensive fine-tuning,
proved well-suited for the limited training data pro-
vided in the ARATECT dataset and the authorship
identification dataset, which spans 21 authors with
diverse writing styles. The system’s ability to han-
dle varied text domains, including news and liter-
ature, underscores its robustness and potential for
broader Arabic text analysis applications.

7 Future Work

To further enhance the system, several avenues
can be explored. First, experimenting with hy-
brid pooling methods that combine mean pooling
and [CLS] embeddings could produce more com-
prehensive text representations, balancing stylis-
tic and semantic information. Second, applying
targeted fine-tuning on the x1lm-roberta-large
model with task-specific Arabic data could improve
its sensitivity to the language’s unique morphologi-
cal and stylistic features. Third, incorporating addi-
tional features, such as lexical patterns or syntactic
structures, might strengthen the system’s ability to
detect subtle stylistic differences. Fourth, develop-
ing methods to process texts longer than 512 tokens,
such as hierarchical embedding aggregation, could
improve performance on extended literary works.
Finally, testing the system on diverse real-world
Arabic datasets, including social media or news
articles, would help validate its effectiveness in
practical settings and enhance its applicability to
emerging challenges in text authenticity and author-
ship attribution.
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Abstract

The authenticity of digital content has become
an increasingly critical challenge with the rapid
adoption of generative Al tools, especially
for low-resource languages such as Arabic.
The language’s rich morphology and domain
diversity further complicate the detection of
machine-generated Arabic text. In this work,
we present our submission to the ARATECT
4.3 shared task, Subtask 3, which focuses on
identifying Al-generated Arabic news articles.
Our approach employs fine-tuned multilingual
transformer models based on XLM-RoBERTa.
The XLM-RoBERTa-large model achieved a
macro Fl-score of 0.93 on the development set,
while the XLM-RoBERTa-base model obtained
an Fl-score of 0.78 on the test set, ranking
fourth on the official leaderboard. This paper
outlines our methodology, presents the experi-
mental results, and discusses key insights from
our participation.

1 Introduction

The rapid development of large language mod-
els (LLMs), such as GPT-4 (Achiam et al., 2023),
PalLM (Chowdhery et al., 2023), and ChatGPT (Ma-
niaci et al., 2024), has enabled the generation of
coherent and contextually rich text from simple
prompts. These models have transformed natural
language generation (NLG), supporting applica-
tions in education, journalism, scientific writing,
and customer service (Duaibes et al., 2024). How-
ever, their widespread adoption has also raised con-
cerns regarding the authenticity and ethical impli-
cations of Al-generated text (AIGT), particularly in
high-stakes domains (Stahl and Eke, 2024; Cotton
etal., 2024).

Distinguishing AIGT from human-written text
(HWT) remains a persistent challenge, especially

as modern systems such as ChatGPT and Gemini
(Imran and Almusharraf, 2024) increasingly emu-
late natural human language. Misuse of such tech-
nology has been associated with misinformation,
plagiarism, and declining trust in online content
(Weidinger et al., 2022; Sheng et al., 2021; Gao
et al., 2022; Duridi et al., 2025; Jazzar and Duridi,
2024). Despite efforts to develop detection tools,
most are designed for English or other Latin-script
languages, with limited adaptation for morphologi-
cally rich, low-resource languages.

Arabic, spoken by over 440 million people
across 22 countries (Jaber and Martinez, 2023),
remains underrepresented in AIGT detection re-
search. Its complex morphology, optional diacrit-
ics, and stylistic diversity present unique challenges
for existing detection systems (Duridi et al., 2024).
Only a few recent studies have directly addressed
Arabic AIGT detection (Alshammari et al., 2024),
and some report performance degradation when
models are applied to diacritized Arabic HWT (Al-
shammari and Ahmed, 2023).

To address this gap, the AraGenEval Shared Task
introduced ARATECT Subtask 3: Arabic News
Text Detection (Abudalfa et al., 2025), which fo-
cuses on distinguishing human-written from Al-
generated Arabic news articles. For this subtask,
the PTUK-HULAT team developed a detection sys-
tem based on multilingual transformer models fine-
tuned on stratified splits of the shared task dataset.
Our primary system, built on XLM-RoBERTa-base,
achieved an F1-score of 0.78 on the test set, rank-
ing fourth on the official leaderboard. The imple-
mentation code is publicly available at: GitHub
Repository.
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2 Background

ArabicNLP 2025 features eleven shared tasks, in-
cluding Shared Task 5: AraGenEval on Arabic Au-
thorship Style Transfer (AST) and AI-Generated
Text (AIGT) detection. Within this task, ARA-
TECT 4.3 (Abudalfa et al., 2025) evaluates sys-
tems on distinguishing between human-written and
Al-generated Arabic text across multiple genres.
Subtask 3 — Arabic News Text Detection (Ara-
bicNewsGen) — focuses on classifying full-length
Arabic news articles and shorter excerpts into two
categories: human-written or Al-generated.

The input to the system consists of a single Ara-
bic news text, which may range from short pas-
sages to full-length articles. The output is a binary
label: human for human-written or machine for
Al-generated. Table 4 provides representative ex-
amples from each class in Appendix A.

3 Related Work

Research on AIGT detection has largely focused
on English, with early tools like GPTZero and Ope-
nATI’s classifier targeting synthetic content. The rise
of Arabic generative models has prompted studies
on Arabic-specific detection methods.

(Antoun et al., 2020b) introduced AraGPT?2
alongside a discriminator trained to detect its out-
puts, achieving up to 98% accuracy. They later
developed AraELECTRA (Antoun et al., 2020a),
an Arabic adaptation of ELECTRA (Clark et al.,
2020), which demonstrated strong performance
in distinguishing real from synthetic Arabic texts.
Harrag et al. (Harrag et al.,, 2021) fine-tuned
AraBERT on synthetic Arabic tweets, outperform-
ing traditional sequence models with 98.7% accu-
racy. Other studies (Almerekhi and Elsayed, 2015;
Alghamdi and Alowibdi, 2024) applied classical
machine learning with handcrafted features to de-
tect bot-generated Arabic social media content, re-
porting around 92% accuracy.

More recent work by Alshammari et al. (Alsham-
mari and Ahmed, 2023) highlighted the limitations
of general-purpose detectors for Arabic, propos-
ing fine-tuned AraELECTRA and XLM-RoBERTa
models on ChatGPT- and Bard-generated datasets,
achieving near 99% accuracy after dediacritization.
Alharthi (Alharthi, 2025) addressed detection in
multiple Arabic dialects, providing novel dialectal
datasets and achieving up to 97% accuracy with
fine-tuned AraELECTRA and AraBERT, empha-
sizing the challenge of paraphrased content and the
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importance of features like lexical diversity and
readability.

These studies illustrate the progress and ongo-
ing challenges in Arabic AIGT detection, partic-
ularly the need for dialect-aware datasets, robust
benchmarks, and models capable of cross-dialect
generalization.

4 Dataset

The organizers of the ArabicNewsGen shared task
released a dataset containing Arabic news articles
in various domains, including politics, economy,
technology and sports, and was released in three
phases, as summarized in Table 1. The training
set contains 4,798 labeled articles (id, content,
label), moderately balanced across the human and
machine classes; approximately 1.3% of entries
with missing content were removed during pre-
processing. The development set consists of 500
unlabeled articles (id, title, content) for vali-
dation and tuning, while the test set includes 500
unlabeled articles with the same structure as the
development set, used for leaderboard-based evalu-
ation against hidden labels.

S System Description

Our model selection process was iterative. We be-
gan by fine-tuning several widely used Arabic and
multilingual transformers, including mBERT, Dis-
tilBERT, QARIBERT, and AraELECTRA. Among
these, AraELECTRA achieved the highest score
on the test set. Although mBERT, DistilBERT,
and QARIBERT produced relatively strong re-
sults during training, AraELECTRA and XLM-
RoBERTa consistently delivered stronger and more
reliable performance across both the development
and test sets. This finding aligns with prior studies
(see Section 3), which highlight AraELECTRA’s
effectiveness in Arabic-specific tasks and XLM-
RoBERTza’s robustness in handling multilingual
and mixed-language text. Based on these obser-
vations, we prioritized AraELECTRA and XLM-
RoBERTa (base and large) in our final evaluation,
along with a BILSTM-enhanced variant of XILM-
RoBERTa-base.

5.1 Models

AraELECTRA is an Arabic-specific model
based on the ELECTRA framework (Antoun et al.,
2020a), which uses a replaced token detection pre-
training objective. Pre-trained solely on exten-



Table 1: Summary of the ARATECT 4.3 Subtask 3 dataset.

Phase Samples Fields Avg Length (words) English (%)
Training 4,798 id, content, label 485.77 15.86
Development 500 id, title, content 288.74 56.60
Testing 500 id, title, content 238.96 37.60

sive Arabic corpora, AraELECTRA offers efficient
training and strong performance on Arabic NLP
tasks, making it well-suited for Al-generated text
detection in Arabic news domains.

XLM-RoBERTa-base and XLM-RoBERTa-
large are multilingual transformer models trained
on 2.5TB of CommonCrawl data across 100 lan-
guages (Conneau et al., 2019). The base model con-
tains 270 million parameters, providing a balance
between performance and computational efficiency,
while the large model scales up to 550 million pa-
rameters to capture richer linguistic patterns.

XLM-RoBERTa-base + BILSTM extends the
base transformer by adding a BILSTM layer atop
the transformer encoder outputs to model sequen-
tial dependencies and stylistic flow more effectively.
The BiLSTM processes the summed embeddings
from the last four transformer layers bidirection-
ally, enabling the capture of long-range contextual
patterns indicative of Al-generated text. During
fine-tuning, only the last four transformer layers
are unfrozen to maintain pre-trained knowledge,
while the BiLSTM and classifier layers are trained
fully. The BiLSTM hidden size is set to 256 units
with a single bidirectional layer.

6 Experimental Setup

6.1 Data and Preprocessing

We utilized the provided labeled dataset, splitting it
into training (90%) and development (10%) subsets
using stratified sampling to preserve class distribu-
tions.

Preprocessing involved removing samples with
empty content fields and concatenating the title
and content fields into a single text sequence. The
textual class labels (human and machine) were
mapped to numerical labels, with human assigned
0 and machine assigned 1.

Although we initially experimented with exten-
sive text cleaning—including removing diacritics,
normalizing Arabic letters, eliminating punctua-
tion, and collapsing repeated characters—we ob-
served that applying these steps actually reduced
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model performance. Therefore, no additional text
cleaning or normalization was applied prior to tok-
enization, as keeping the raw text produced better
results.

6.2 Training Details

All models were trained using the AdamW opti-
mizer (Loshchilov and Hutter, 2017) with early
stopping (patience=3 epochs) based on the devel-
opment set F1 score for the machine class. Hy-
perparameters were selected through empirical val-
idation considering model architecture and size
constraints.

Key hyperparameter ranges across experiments:

* Learning rate: 1107° to 5107

* Batch size: 4-16 (adjusted for model memory
requirements)

* Dropout: 0.1-0.5 (higher for more complex
architectures)

* Warmup ratio: 0-10% of total training steps
 Label smoothing: ¢ = 0.0 — 0.1
* Maximum epochs: 10-20

For consistency across experiments, we em-
ployed weighted random sampling and class-
weighted cross-entropy loss in all training runs,
though the training data was balanced. The spe-
cific hyperparameter configurations for each model
variant are provided in Table 5 in Appendix B.

6.3 Implementation and Evaluation

Experiments were run on Google Colab with
NVIDIA T4 GPUs, leveraging PyTorch, Hugging-
Face Transformers, and the Accelerate library for
efficient training. Evaluation metrics included pre-
cision, recall, and F1-score per class.

7 Results

7.1 Development Phase Performance

Table 2 demonstrates the superior performance
of XLM-RoBERTa-large on the development set,



achieving state-of-the-art results with 0.9272 F1-
score and 92.4% accuracy. The model exhibits
exceptional recall (0.968), indicating near-perfect
detection of machine-generated texts. While XLLM-
RoBERTa-base shows solid performance (0.8532
F1), AraELECTRA’s high recall (0.912) is offset by
low precision (0.5078), revealing language-specific
challenges in Arabic AIGT detection and limiting
its suitability for further evaluation.

7.2 Test Phase Performance

On the test set Table 3, XLM-RoBERTa-base main-
tains the strongest balance between precision and
recall (0.7823 F1). The BiLSTM-enhanced variant
shows a distinct precision-focused profile (0.8029
precision vs. 0.668 recall), suggesting architectural
modifications significantly impact error tradeoffs.
Performance degradation from development to test
sets (XLM-R-base F1: 0.8532 — 0.7823) high-
lights domain shift challenges in AIGT detection.

The experimental results demonstrate that the
XLM-RoBERTa-large model significantly outper-
forms the base variant on the development set, ben-
efiting from its enhanced capacity to capture the
complex linguistic patterns necessary for distin-
guishing between human- and machine-generated
Arabic texts. The model’s high recall and balanced
accuracy indicate its effectiveness in identifying
machine-generated content, which is critical for
practical detection applications.

On the test set, the XLM-RoBERTa-base model
achieves a more balanced trade-off between recall
and precision compared to the BiLSTM-enhanced
variant. While the BiLSTM addition improves pre-
cision and specificity, it does so at the expense of
recall, resulting in a more conservative classifier
that may fail to detect certain machine-generated
samples. This trade-off underscores the need to
carefully select model architectures according to
the intended application’s prioritization of recall
Versus precision.

The inherent characteristics of the dataset—such
as predominantly Arabic text with a minor English
component, variable text lengths, and the pres-
ence of abbreviations—pose challenges that larger
transformer-based models are often better equipped
to address due to their richer representational capac-
ity. Furthermore, differences in text length and lan-
guage composition between the training and evalu-
ation sets likely contribute to domain shifts, which
may explain the observed performance degrada-
tion on the test set relative to development results.
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Not all models from the development phase were
carried forward to the test phase: AraELECTRA,
despite its high recall, exhibited poor precision and
overall F1-score, making it unreliable for balanced
AIGT detection. XLM-RoBERTa-large achieved
the best performance on the development set, but
its evaluation on the test set was excluded due to
substantial computational cost. Therefore, the test
set experiments focused on XLLM-RoBERTa-base
and its BiILSTM-enhanced variant, which offered
a practical balance between efficiency and perfor-
mance while allowing exploration of architectural
improvements.

8 Conclusion

This work investigated multiple transformer-based
architectures for detecting Al-generated Ara-
bic text, including XLM-RoBERTa-base, XI.M-
RoBERTa-large, and a BiLSTM-enhanced vari-
ant. The best development set performance was
achieved by XLM-RoBERTa-large, benefiting from
its higher representational capacity to capture com-
plex Arabic linguistic patterns. On the test set,
XLM-RoBERTa-base offered a more balanced pre-
cision-recall trade-off, while the BiLSTM addition
improved specificity at the cost of recall.

Despite strong results, the system faces chal-
lenges from domain shifts between training and
test data, varying text lengths, and mixed-language
content, which reduce performance on unseen data.
Future work will address these issues through do-
main adaptation, better model designs for balanc-
ing precision and recall, and improvements to han-
dle diverse Arabic texts and code-switching.
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Table 4: Sample Arabic Texts with Labels
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Table 5: Key training hyperparameters per model architecture

Parameter XLM-R Base BiLSTM XLM-R Large Arabic ELECTRA

Learning rate 3107° 510=° 3107° 310—°

Batch size 16 16 4
Max epochs 10 20 10

16
10

Warmup ratio 10% 0% 10% 10%

Dropout 0.1 0.5 0.1 0.1
Label smoothing (¢) 0.1 - 0.1 0.1

Optimizer AdamW
Early stopping Patience=3 (F1)
Class weighting Yes
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Abstract

Authorship style transfer enables the gener-
ation of text that imitates a specific writer’s
linguistic and stylistic patterns, a challeng-
ing task in morphologically rich languages
like Arabic. ~We tackle this problem in
the AraGenEval 2025 shared task, exploring
conditioning strategies to guide a fine-tuned
UBC-NLP/AraT5v2-base-1024 model in pro-
ducing text aligned with target authors’ styles.
Our investigation compares implicit modeling,
numeric and descriptive author tokens, and ex-
plicit prompt engineering in Arabic. Explicit
natural language instructions proved most effec-
tive, achieving the highest competition scores
with BLEU of 24.58 and chrF of 59.01, secur-
ing first place, while demonstrating that inter-
pretable approaches can rival or surpass more
opaque methods.

1

The task of Text Style Transfer (TST) aims to mod-
ify stylistic properties of a text while preserving
its semantic content (Hu et al., 2022). A challeng-
ing sub-field is authorship style transfer, which
involves rewriting a text to match the unique style
of a specific author (Shao et al., 2024). Arabic au-
thorship style transfer presents unique challenges
due to the language’s rich morphological structure
and diverse writing styles. The task, as defined
in the AraGenEval 2025 shared task (Organizers,
2024), requires transforming Modern Standard Ara-
bic (MSA) text to match the distinctive style of
specific Arabic authors.

We conduct a systematic investigation of
different conditioning strategies using the
UBC-NLP/AraT5v2-base-1024 model (Elmadany
et al,, 2022). Our work explores four main
methodologies: (1) standard fine-tuning without
special conditioning, (2) numeric author tokens
for explicit author identification, (3) descriptive

Introduction

*Corresponding author: 0.najar@tuwaiq.edu.sa

Serry Sibaee
Prince Sultan University
ssibaee@psu.edu.sa

Adel Ammar
Prince Sultan University
aammar@psu.edu. sa

49

Mahmoud Reda
Zagazig University
redamahmoud722@gmail . com

Wadii Boulila
Prince Sultan University
wboulila@psu.edu.sa

author tokens for human-readable conditioning,
and (4) prompt engineering with explicit Arabic
instructions.

Extensive experiments show that explicit prompt
engineering delivers the best results, outperform-
ing non-interpretable numeric tokens by leveraging
the model’s language understanding through clear,
natural prompts. This approach secured first place
in the AraGenEval Shared Task (Abudalfa et al.,
2025) and offers insights for building effective, in-
terpretable Arabic style transfer systems.

2 Background

Text style transfer has become a prominent area
of research (Hu et al., 2022). Early work focused
on disentangling style from content, whereas re-
cent trends have shifted towards end-to-end transfer
without explicit disentanglement.

Authorship style transfer, specifically, has been
tackled with various methods. Some approaches fo-
cus on data augmentation to create paired corpora
for training compact models, a technique shown to
be highly effective (Shao et al., 2024). The chal-
lenge is often compounded in low-resource scenar-
ios, where only a few examples of a target author’s
style are available (Patel et al., 2022). Recent work
has introduced lightweight and efficient models
like TinyStyler (Horvitz et al., 2024), which lever-
age pre-trained authorship embeddings to achieve
strong performance in few-shot settings, even out-
performing large models like GPT-4. Our work
contributes to this area by systematically evaluat-
ing different conditioning methods for a T5-based
model on Arabic, a morphologically rich language
that remains under-explored in this domain.

The detection of Al-generated content is an-
other related field of study, with recent work focus-
ing on distinguishing between human and GenAl-
generated Arabic text on social media platforms
using machine learning models (Alghamdi et al.,

Proceedings of The Third Arabic Natural Language Processing Conference, pages 49-53
November 8-9, 2025 ©2025 Association for Computational Linguistics
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Figure 1: Pipeline overview for the proposed authorship style transfer approach.

2024). This is relevant to our participation in Sub-
task 3 of AraGenEval.

The AraGenEval 2025 shared task on Author-
ship Style Transfer provides a dataset containing
text from 21 Arabic authors. The goal is to take
an input text in Modern Standard Arabic (MSA)
and transform it into the style of a target author.
We participated in all three subtasks offered: Au-
thorship Style Transfer (Subtask 1), Authorship
Identification (Subtask 2), and ARATECT for Al-
generated text detection (Subtask 3). This paper
focuses primarily on our work for Subtask 1.

3 System Overview

Our approach is centered on fine-tuning the
UBC-NLP/AraT5v2-base-1024 model, a T5-based
encoder—decoder architecture pre-trained on a large
corpus of Arabic text (Elmadany et al., 2022). The
core of our investigation involved systematically
testing four different methods for conditioning the
model on the target author’s style, each employing
a distinct input format to guide the model. Fig-
ure 1 presents an overview of the complete pipeline,
which is organized into three main stages.

The first stage, Stylometric Analysis, extracts
lexical and syntactic features from the training cor-
pus, including sentence length, vocabulary richness,
syntactic complexity, formality, emotional inten-
sity, and rhetorical device usage (Gémez-Adorno
et al., 2018). In the second stage, Author Style Inte-
gration, these stylistic attributes are distilled into
a profile that informs two conditioning strategies:
(1) enhanced prompts augmented with stylometric
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insights and (2) author-specific style guidance. The
third stage, Model Training & Evaluation, applies
these conditioning strategies in fine-tuning AraT5,
followed by generation and evaluation against base-
line and alternative approaches.

Table 1 outlines the shift from implicit style mod-
eling to explicit, instruction-based conditioning.
The baseline relies solely on input—output pairs,
leaving style inference to the model. Token-based
methods introduce minimal explicit signals, while
prompt engineering—framing style transfer as di-
rect, human-readable instructions—proves most ef-
fective by leveraging the model’s pre-trained stylis-
tic knowledge.

4 Experimental Setup

4.1 Dataset & Preprocessing

The shared task dataset contains writings from 21
authors split into training, validation, and test sets
as provided by the shared task. The training set con-
tains 35,122 samples, the validation set contains
4,157 samples, and the test set contains 8,413 sam-
ples, proportionally distributed per author. All texts
were normalized by removing extraneous whites-
pace, unifying punctuation forms, and standardiz-
ing Arabic diacritics. Special tokens were inserted
according to the conditioning method described in
Table 1.

4.2 Hyperparameters

Experiments were implemented in PyTorch 2.1.0
and Hugging Face Transformers 4.38.1, with
training managed via Accelerate and Datasets.



Approach

Conditioning Method

Input Format with Speical Tokens

Standard Fine-Tuning
(Baseline)

from paired data.

No explicit conditioning signal. The
model learns the mapping implicitly

[ I PR WAN] g

Numeric Author Tokens with FT

A unique numeric token (e.g.,
author_0) is prepended to the in-
put to specify the target author.

<author_id>:

L[ [ AU AN g

Descriptive Author Tokens with FT

interpretability.

Human-readable tokens (e.g.,
<author:Yusuf_Idris>) are used
instead of numeric ones to improve

<author:name>: &;\l\ o=l

Prompt Engineering with FT
(Our Best System)

The task is framed as an explicit
natural language instruction in Arabic,
prepended to the input.

SRR

<author:name>: [source_text]

Table 1: Overview of the four experimental approaches for authorship style transfer.

Approach BLEU chrF
Standard Fine-tuning 20.50  58.50
Numeric Tokens 24.04  59.15
Descriptive Tokens 24.00  59.00
Prompt Engineering 24.58  59.01

Table 2: Official results on the AraGenEval 2025 test
set. Our prompt engineering system ranked first.

All code was executed on NVIDIA A100 GPUs
(80GB VRAM) under CUDA 12.2. Models were
fine-tuned with a batch size of 64 (across 4 GPUs),
AdamW optimizer (weight decay 0.01), a5 x 107
learning rate, and OneCycleLR scheduling with
1000 warmup steps. Training ran for up to 10
epochs with early stopping based on validation loss.

4.3 Generation Settings

Generation used beam search with sampling
(num_beams=2, temperature=0.6, top_k=20,
top_p=0.8, repetition penalty=1.05, Ilength
penalty=0.6) and a 512-token output cap to balance
quality and diversity.

4.4 Evaluation Metrics

Evaluation was conducted using two metrics:
BLEU, the primary measure of n-gram precision
between generated and reference texts (Papineni
et al., 2002), and chrF, a character n-gram F-score
metric (Popovic¢, 2015) often better suited for mor-
phologically rich languages such as Arabic.

5 Results and Analysis

Our experimental results on the official test set
clearly show the progression in performance across
the four conditioning strategies. The prompt en-
gineering approach achieved the highest scores,
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securing first place in the competition. The results
are summarized in Table 2.

As shown in Table 2, explicit author condition-
ing was essential, with all conditioned methods
outperforming the baseline. Human-readable to-
kens proved as effective as numeric ones, showing
that interpretability does not reduce performance.
Prompt engineering achieved the strongest results,
enabling the model to leverage its pre-trained un-
derstanding of Arabic, while also reducing com-
mon errors such as semantic drift, incomplete style
transfer, and repetition by better preserving entities
and semantic fidelity.

5.1 Dataset Stylometric Analysis

We conducted a post-hoc stylometric analysis of the
21 authors using a custom StylometricAnalyzer,
extracting lexical, syntactic, and statistically cat-
egorized features to create individual stylistic
profiles. The resulting heatmap (Figure 2) re-
vealed strong stylistic homogeneity, with min-
imal variation in core features like sentence
length, vocabulary richness, complexity, and for-
mality. Punctuation-based cues offered little dis-
crimination, and the only notable outlier was
dabi &9 4, who showed lower emotional inten-
sity—highlighting the challenge of style transfer in
this dataset.

This observation provides a compelling expla-
nation for the superior performance of our prompt
engineering approach. Methods relying on implicit
signals or simple author tokens must learn these
subtle distinctions from the data alone. In contrast,

the explicit instruction s j.L.«L SW edl s
leverages the vast, latent knowlédge of the pre-
trained AraT5 model. It effectively commands the
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Figure 2: Stylometric characteristics heatmap.

model to access its deep understanding of authorial
voice, which goes far beyond what our statistical
metrics can measure. This allows it to capture
the unique, nuanced characteristics of each author,
leading to its first-place performance.

6 Results in Additional Shared Tasks

6.1 Subtask 2: Authorship Identification

We addressed class imbalance through
weighted loss during training. After pre-
processing and tokenization, several Arabic-
specific BERT-based models were fine-
tuned. The best-performing configuration,
bert-base-arabic-camelbert-mix-sentiment
(Inoue et al.), trained for 10 epochs with early
stopping, reached an accuracy of 95.3% and a
macro F1-score of 95.1% on the development set.
Our system ranked 6th, achieving an Fl-score
of 0.83138 and an accuracy of 87.52%, which
is only 6.7 percentage points lower in F1l-score
compared to the top-ranked system (0.89886). The
official leaderboard results for both subtasks are
summarized in Table 3.

6.2 Subtask 3: ARATECT (Arabic
AI-Generated Text Detection)

For Al-generated text detection, the dataset
was already balanced. After minimal cleaning
and tokenization, transformer-based models
converged in just 3 epochs. Our top model,
XLM-RobertaForSequenceClassification
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Task Accuracy F1

Authorship ID (Dev) 0.95 0.95
Authorship ID (Test) 0.87 0.83
ARATECT (Dev) 0.99 0.99
ARATECT (Test) 0.79 0.76

Table 3: Performance metrics for Subtasks 2 and 3.

(Ruder et al., 2019), achieved an accuracy of
99.36% and a macro Fl-score of 99.3% on the
development set. Our system ranked 6th, achieving
an F1-score of 0.76 and an accuracy of 79%, which
is only 10 percentage points lower in F1-score
compared to the top-ranked system (0.86).

7 Conclusion

In this paper, we presented our winning system
for the AraGenEval 2025 Arabic Authorship Style
Transfer task. Our systematic investigation demon-
strates that explicit prompt engineering with natu-
ral Arabic instructions is a highly effective method
for conditioning a T5 model. We found that sim-
pler, interpretable conditioning methods are potent
and that leveraging a model’s linguistic capabili-
ties through clear prompts yields superior results
compared to merely adding special tokens. Fu-
ture work could explore integrating stylometric fea-
tures directly into the prompt, extending the frame-
work to multi-author style transfer, and developing
real-time applications. Our findings underscore
the value of prompt engineering as a powerful and
interpretable technique for controllable text gener-
ation in Arabic.
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Abstract

Authorship identification in Arabic is a chal-
lenging task due to the language’s morpho-
logical richness, orthographic variation, and
stylistic diversity across genres and authors.
In this paper, we present our submission to
Subtask 2: Authorship Identification of the
AraGenEval 2025 Shared Task at ArabicNLP,
which aims to identify the author of a given
Arabic paragraph among a set of 21 authors.
This task is important for applications such
as digital forensics, plagiarism detection, lit-
erary analysis, and Al-generated content veri-
fication, where reliably linking text to its au-
thor can provide critical insights. We em-
ploy transformer-based encoders and address
the dataset’s class imbalance by leveraging an
ensemble of two capable Arabic language un-
derstanding models: AraBERT and AraELEC-
TRA. Our approach combines the pre-softmax
logits of both models before the final soft-
max layer, effectively capturing complemen-
tary strengths in their predictions. Using our
proposed method, we achieved third place on
the Subtask 2 leaderboard of the AraGenEval
Shared Task (Abudalfa et al., 2025), with a
Macro-F1 score of 0.85968 and accuracy of
0.89516 on the test split.

1 Introduction

This paper details the system we developed for the
AraGenEval 2025 Shared Task on Arabic Author-
ship and AI-Generated Text Detection, hosted at
the Arabic Natural Language Processing Confer-
ence (ArabicNLP 2025) (Abudalfa et al., 2025).
Our work is submitted under Subtask 2: Au-
thorship Identification, a multi-class classification
challenge designed to attribute a given Arabic text
to its correct author from a closed set of 21 distin-
guished writers. The importance of this task has
grown substantially with the proliferation of dig-
ital content. Robust authorship identification sys-

“These authors contributed equally to this work.
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tems have critical real-world applications in digi-
tal forensics for identifying anonymous authors, in
cybersecurity for detecting coordinated disinfor-
mation campaigns, in academic integrity for un-
covering plagiarism, and in digital humanities for
attributing disputed or anonymous literary works.
The task is centered exclusively on the Arabic
language, with a dataset curated to include diverse
genres such as literary, philosophical, and journal-
istic prose, ensuring that solutions must focus on
deep stylistic features rather than superficial topi-
cal cues.

The challenge of authorship attribution in Ara-
bic is particularly acute due to the language’s in-
trinsic complexities. Arabic is characterized by
its rich and complex morphology, where a sin-
gle root can spawn a vast array of words, mak-
ing traditional bag-of-words models less effective.
Furthermore, the phenomenon of diglossia—the
coexistence of Modern Standard Arabic (MSA)
with numerous regional dialects—means that au-
thors often possess a unique stylistic blend, which
may not be immediately apparent. Finally, ortho-
graphic variability in the Arabic script, such as
the multiple forms of the hamza and the option-
ality of diacritics (tashkeel), introduces surface-
level noise that can obscure an author’s true stylis-
tic signature. These linguistic hurdles are com-
pounded by difficulties inherent in the dataset it-
self, including a notable class imbalance across
the authors and significant stylistic diversity. To-
gether, these complexities demand robust models
capable of identifying an author’s unique textual
fingerprint amidst considerable noise.

To address these challenges, we fine-tuned
two state-of-the-art Arabic Transformer encoders:
AraBERT (Antoun et al.), trained with Masked
Language Modeling (MLM), and AraELEC-
TRA (Antoun et al.,, 2021), trained with Re-
placed Token Detection (RTD). Their complemen-
tary pretraining objectives were expected to cap-

Proceedings of The Third Arabic Natural Language Processing Conference, pages 54-58
November 8-9, 2025 ©2025 Association for Computational Linguistics



ture different facets of authorial style. Our best
system is a logit-level ensemble that averages the
models’ raw prediction scores before the softmax,
leveraging their strengths and reducing individ-
ual weaknesses. We also tested a sliding-window
strategy with AraBERTv02 for handling inputs
longer than 512 tokens.

Our ensemble-based system, achieved 3rd
place in the final competition rankings, demon-
strating its effectiveness on this challenging task.
The key contributions and findings of our work
can be summarized as follows:

* We demonstrate the successful application
of fine-tuned AraBERT and AraELECTRA
models for Arabic authorship attribution, us-
ing minimal preprocessing to ensure the
preservation of subtle stylistic markers.

* We show that a logit-level ensemble of
AraBERT and AraELECTRA significantly
outperforms either model individually on
both the development and final test sets, con-
firming the value of model fusion.

e We provide a valuable negative result
from our sliding-window experiments with
AraBERTV02, which indicates that simple
chunking and aggregation for documents
longer than 512 tokens degrades perfor-
mance, highlighting the critical importance
of contiguous context for stylistic analysis.

* We present a qualitative analysis, including
correctly classified examples from stylisti-
cally complex passages, to illustrate the sys-
tem’s practical capabilities.

2 Related Work

Authorship attribution has evolved from early sty-
lometric methods based on lexical and statisti-
cal features (Stamatatos, 2009) to modern deep
learning approaches. For Arabic, traditional ma-
chine learning methods using character n-grams
and morphological features (Shaker, 2017; Had-
dad et al., 2019) have shown promise but require
extensive feature engineering. Neural models such
as RNNs and CNNs (Alshahrani and Alsuhaymi,
2020) reduce this need, and transformer-based en-
coders like AraBERT (Abdul-Mageed et al., 2021)
and AraELECTRA (Antoun et al., 2021) now
achieve state-of-the-art results in Arabic NLP. En-
semble methods remain underexplored for Ara-
bic authorship tasks, with only limited work in
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social media contexts (Alshehri and Al-Khazraji,
2022), despite evidence from other languages (Ja-
fari Akinabad and Mohammadpour, 2021) that
model combination can improve robustness. Our
work fills this gap by applying a logit-level ensem-
ble of AraBERT and AraELECTRA for literary
and philosophical genres.

3 Dataset

The dataset was curated by the task organizers
from 10 publicly available books for 21 authors.
Books were segmented into semantically coherent
paragraphs, yielding substantial variation in length
and style. Table 1 summarizes the distribution of
samples across train, validation, and test splits.

Author Train Val Test
Ahmed Amin 2892 246 594
Ameen Rihani 1557 142 624
Hassan Hanafi 3735 548 1002
William Shakespeare 1236 238 358

Table 1: Example excerpt of dataset statistics; full table
provided by organizers.

Paragraph lengths range from short excerpts of
under 50 tokens to long passages exceeding the
512-token limit of standard Transformer models.
The dataset is also imbalanced, with author sam-
ple counts ranging from a few hundred to several
thousand, introducing a challenge for models to
maintain performance on minority classes.

4 Methodology

4.1 Base Models: AraBERT and
AraELECTRA

AraBERT is a 12-layer bidirectional Transformer
encoder based on BERT (Devlin et al., 2019),
pretrained on large-scale Arabic corpora (news,
Wikipedia, social media) using the Masked Lan-
guage Modeling (MLM) objective. This bidirec-
tional training captures deep contextual relation-
ships between words and morphemes, beneficial
for Arabic’s rich morphology. For our task, we
add a linear classification layer on the final hidden
state of the [CLS] token.

AraELECTRA follows the ELECTRA frame-
work (Clark et al., 2020), replacing MLM with a
Replaced Token Detection (RTD) objective, where



the model discriminates between original and sub-
stituted tokens. This more sample-efficient train-
ing yields rich token-level representations. Ar-
chitecturally, it is also a 12-layer Transformer
encoder, with the same classification head as
AraBERT.

We fine-tune both models for 4 epochs with a
maximum sequence length of 512 tokens, truncat-
ing longer texts. This identical setup enables di-
rect comparison and facilitates their combination
in our logit-level ensemble.

4.2 Logit-Level Ensemble
Each model outputs logits /() ¢ ¢ R We

combine them as:
lens = g(l) + £(2)7 p= Softmax(ﬁens)

This preserves raw decision margins before apply-
ing the softmax.

4.3 Sliding-Window Experiment

We fine-tuned the BERT Large AraBERTv02
model (aubmindlab/bert-large-AraBERTv02) for
authorship identification using a sliding-window
approach to handle long paragraphs without los-
ing context. Input texts were split into fixed-length
sequences of 512 tokens (including special to-
kens) with a stride of 128 tokens, ensuring overlap
between adjacent segments so that stylistic cues
spanning boundaries were preserved.

The dataset was loaded from Excel files with au-
thor names label-encoded. To address class imbal-
ance, balanced class weights were computed and
passed to a custom Trainer subclass. We applied
label smoothing with a factor of 0.1 to improve
generalization.

At inference, document-level voting was imple-
mented by aggregating chunk predictions to pro-
duce the final author label.

4.4 Baselines

e TF-IDF + FCN: Character and word n-gram
features via TF-IDF, fed into a 2-layer fully
connected network.

e Contrastive (Qarib) + k-NN: Contrastive
learning on Qarib (Abdelali et al., 2021) en-
coder embeddings to bring same-author texts
closer in vector space, followed by k-nearest
neighbors classification.
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4.5 Negative Experiment: Simple Chunking

We attempted to split long texts (>512 tokens)
into smaller chunks (512 and remainder), assign-
ing the same label to all chunks. This degraded
accuracy, likely because shorter fragments some-
times lack sufficient stylistic cues.

5 Results

Table 2 summarizes the performance of our mod-
els on the development set. Among the individ-
ual models, AraBERT achieved the highest devel-
opment accuracy (0.90) and a Macro-F1 score of
0.84, slightly outperforming AraELECTRA (0.88
accuracy, 0.83 Macro-F1). Our logit-level ensem-
ble of AraBERT and AraELECTRA produced the
best overall results on the development set, with
an accuracy of 0.92 and a Macro-F1 score of 0.86,
confirming the benefit of combining the two archi-
tectures.

We also evaluated several alternative ap-
proaches. A sliding-window inference strategy
applied to AraBERTv02 slightly improved the
Macro-F1 score over the single-model baselines
(0.85) but did not surpass the ensemble. Tra-
ditional TF-IDF features followed by a fully
connected network (FCN) performed consider-
ably worse (approximately 0.75 accuracy, 0.70
Macro-F1), highlighting the limitations of shal-
low lexical representations for this task. A con-
trastive learning approach achieved moderate
performance (0.84 accuracy, 0.79 Macro-F1), sug-
gesting that more specialized contrastive objec-
tives might be needed for stylistic analysis.

Our final submission to the AraGenEval 2025
Subtask 2 leaderboard achieved a Macro-F1 score
of 0.85968 and an accuracy of 0.89516 on the
held-out test set, placing third overall in the com-
petition. These results demonstrate the effective-
ness of our ensemble strategy in capturing com-
plementary stylistic cues from the two pretrained
models.

To illustrate the system’s ability to capture nu-
anced stylistic patterns, we present two correctly
classified examples from the test set:

Example 1 — Philosophical Prose:

Input excerpt: _§ daplal ol Lag
25 o paiy Tikny aa ) il



Model Dev Acc. Dev
Macro
F1
AraBERT 0.90 0.84
AraELECTRA 0.88 0.83
Ensemble 0.92 0.86
Sliding Window  0.90 0.85
TF-IDF + FCN ~0.75 0.70
Contrastive 0.84 0.79

Table 2: Model performance on the development set.
Predicted author: \_S; 5155 (correct)

Example 2 — Literary Prose:

Input excerpt: oo>! ¥ LU
oo dad ST ol Ke o baall Ll
Sle= de BLIL G Lixie
Predicted author: ¢ olax.dl (g (cor-

rect)

6 Discussion

The experimental results indicate that the en-
semble of AraBERT and AraELECTRA consis-
tently outperformed either model individually on
both the development and test sets. We attribute
this improvement to the complementary nature of
the models’ pretraining objectives: AraBERT’s
masked language modeling encourages deeper
bidirectional context modeling, while AraELEC-
TRA’s replaced token detection promotes fine-
grained token-level discrimination. By combining
their pre-softmax logits, the ensemble is able to
integrate these distinct strengths, leading to more
robust stylistic representation and classification.

The limited gains observed from the sliding-
window approach suggest that splitting long texts
into chunks may disrupt important discourse-level
cues, which are often essential for capturing an
author’s style. Similarly, the relatively low per-
formance of the TF-IDF + FCN baseline confirms
that surface lexical features alone are insufficient
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for distinguishing between highly skilled Arabic
authors with overlapping vocabularies. The mod-
erate results of the contrastive learning approach
point to the need for more task-specific contrastive
objectives that explicitly model stylistic similarity
and difference.

Overall, the findings highlight the value of
leveraging multiple pretrained encoders with dif-
ferent inductive biases, while also underscoring
the importance of preserving global context in
Arabic authorship attribution tasks.

7 Conclusion and Future Work

In this paper, we presented a logit-level ensem-
ble of AraBERT and AraELECTRA for Ara-
bic authorship attribution, developed for the Ara-
GenEval 2025 Shared Task.  Our approach
leveraged the complementary strengths of two
transformer-based encoders with different pre-
training objectives, resulting in robust perfor-
mance across literary, philosophical, and journal-
istic genres. The system achieved third place
on the competition leaderboard, with a Macro-F1
score of 0.85968 and an accuracy of 0.89516 on
the held-out test set. The results demonstrate that
combining pretrained models is an effective strat-
egy for addressing the linguistic and stylistic chal-
lenges of Arabic authorship identification.

For future work, we plan to extend our en-
semble in two directions. First, we will explore
weighted logit-level fusion, where the contribution
of each model is learned or tuned based on vali-
dation performance rather than averaged equally.
Second, we aim to increase the number of diverse
models in the ensemble, incorporating additional
pretrained Arabic encoders and possibly multilin-
gual transformers. We expect that both strate-
gies will further enhance performance by captur-
ing a wider range of stylistic and contextual fea-
tures, thereby improving the system’s robustness
and generalization.
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A Appendix
A.1 Hyperparameter Settings

Table 3 lists the main hyperparameters used for
fine-tuning AraBERT and AraELECTRA in our
experiments.

Hyperparameter Value
Optimizer AdamW
Learning rate 2x107°
Batch size 16
Weight decay 0.01
Epochs 4

Max sequence length 512

Table 3: Hyperparameters for fine-tuning.

A.2 Hardware and Runtime

All experiments were run on a single NVIDIA
P100 GPU with 16GB of memory. Fine-tuning
each model for 4 epochs required approximately
3 hours.
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Abstract

Authorship Identification for Arabic texts is
challenging due to the language’s dialectal di-
versity and the wide stylistic variation across
genres, cultures, and historical periods. It has
critical applications in copyright enforcement,
forensic linguistics, and literary analysis. Rec-
ognizing its importance, we addressed this chal-
lenge using the AraGenEval 2025 shared task
dataset, which contains works by writers from
diverse backgrounds and time periods. We con-
ducted extensive experiments with multiple ar-
chitectures and proposed an ensemble model
that combines the strengths of four fine-tuned
transformer-based models. We applied data
augmentation to enrich the dataset and class
weighting to handle class imbalance during
training. Our system achieved a Macro-F1
score of 90%, representing a 15% improve-
ment over our baseline, and ranked 1st in the
competition.

1 Introduction

Transformer architectures have revolutionized the
way we analyze and understand textual data,
demonstrating a remarkable ability to capture deep
contextual and stylistic patterns highly effective
for tasks such as Authorship Identification. This
task involves determining the author of a given text
based on its stylistic and linguistic characteristics
and has critical applications in plagiarism detection,
forensic linguistics, and historical literature analy-
sis. However, Arabic remains underrepresented in
this line of research, despite its rich literary tradi-
tion (Alqurashi, 2024).

The task presents four core challenges: language-
related complexities, feature selection, data avail-
ability, and preprocessing decisions. The structural
challenges of Arabic, such as morphological rich-
ness, inflection, diglossia, and diacritics, compli-
cate preprocessing and obscure stylistic cues. Addi-
tionally, the scarcity of large, balanced corpora and
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suitable modeling tools further hinders progress
(Algahtani and Dohler, 2023).

Our main contributions to the Arabic Authorship
Identification task:

* Ranked Ist in AraGenEval’s Subtask 2 on
Arabic Authorship Identification (Abudalfa
et al., 2025), a multiclass classification task
predicting the author of an Arabic paragraph.

Performed data augmentation to enrich the
samples of underrepresented authors and ap-
plied class weighting during training.

Extensively experimented with multiple Ara-
bic transformer models (Alqurashi, 2024;
Algahtani and Dohler, 2023) and combined
them into an ensemble, which reduced vari-
ance and improved robustness.

Achieved a +15% improvement in macro-
averaged F1 over the baseline, reaching 90%.

2 Background

The dataset for AraGenEval’s Subtask 2 includes
21 Arabic authors spanning novelists, philosophers,
historians, social activists, and politicians, and cov-
ers diverse time periods. Each author is represented
by one to ten books, segmented into semantically
coherent paragraphs. The texts are exclusively
in Arabic, encompassing Classical Arabic, Mod-
ern Standard Arabic (MSA), and Egyptian dialect.
Class distributions vary widely, from fewer than
100 to over 3000 samples per author, reflecting real-
world authorship identification challenges such as
long-form input, class imbalance, genre variability,
and subtle stylistic overlap.

Authorship identification in English has evolved
from classical machine learning with handcrafted
features to deep learning and transformer-based ap-
proaches. Huertas-Tato et al. (Huertas-Tato et al.,

Proceedings of The Third Arabic Natural Language Processing Conference, pages 59—64
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Figure 1: System overview. Our system ensemble is composed of 4 models: AraBERT, CAMeLBERT, XLM-
RoBERTa-Arabic, and GATE-AraBERT-v1. The final output is then computed via soft-voting of all the outputs.

2022) introduced PART, a pre-trained transformer
using contrastive learning to capture author-specific
styles. Silva et al. (Silva et al., 2023) applied GAN-
BERT to attribute late 19th-century novels and later
extended it to detect Al-generated forgeries (Silva
et al., 2024). While highly effective across genres
and large author sets, comparable work in Arabic
remains scarce due to its morphological richness
and dialectal variation, which both complicate mod-
eling and offer unique stylistic cues.

A related task, Author Profiling, predicts at-
tributes such as gender, dialect, or age. Zhang and
Abdul-Mageed (Zhang and Abdul-Mageed, 2022)
developed a transformer-based system for profiling
Arabic social media users. However, such work
focuses on trait prediction for short, informal texts,
not full-text identity attribution, highlighting the
need for dedicated Arabic authorship identification
methods across domains.

Arabic authorship studies have often been small-
scale (fewer than 15 authors) and domain-specific,
such as classical literature, Islamic legal texts, or
poetry. These works aimed to identify authors
using statistical and machine learning methods
adapted to the domain. Al-Sarem et al. (Al-Sarem
et al., 2020) used an artificial neural network for
fatwa texts, while Sayoud (Hadjadj and Sayoud,
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2021) applied PCA and SMOTE to address fea-
ture dimensionality and class imbalance. Earlier
works (Altheneyan and Menai, 2014; Ahmed et al.,
2019) employed Naive Bayes, SVM, or LDA with
lexical, syntactic, and structural features. While
effective in restricted settings, these approaches
relied heavily on manual feature engineering and
often failed to capture semantic or stylistic depth
across genres.

More recent Arabic work with transformers
remains narrow in scope. AlZahrani and Al-
Yahya (AlZahrani and Al-Yahya, 2023) focused on
Islamic legal texts with small author sets, while
Alqurashi et al. (Alqurashi et al., 2025) used a
CAMeLBERT-based ensemble for classical poetry,
achieving F1 scores from 0.97 to 1.0. Despite
strong results, their focus was limited to a single
genre.

To address these gaps, our work presents a
transformer-based model trained on Arabic texts
spanning diverse dialects and genres, capable of
learning stylistic patterns directly from raw text
without manual feature engineering.

3 System Overview

We reached this system design after experiment-
ing with several alternative architectures, includ-



ing BERT embeddings with RNN/LSTM heads,
frozen BERT embeddings with SVM/RF classi-
fiers, and BERT embeddings concatenated with
extracted topic distributions followed by a fully
connected softmax layer. However, the pure BERT
embeddings followed by a fully connected soft-
max layer outperformed the other approaches (see
Figure 1).

3.1 Model Architecture

Following the best-performing architecture,
we fine-tuned four transformer-based models
from Hugging Face: AraBERT v0.2 (136M),
CAMeLBERT-Mix (110M), Arabic XLM-
RoBERTa (270M), and GATE-AraBERT (135M),
each leveraging the same fully connected softmax
classification head. To ensure robust inference, we
employed a soft-voting ensemble that averaged
the predicted probability distributions of all four
models, thus reducing variance and exploiting
complementary stylistic features captured by each
transformer (see Appendix B).

3.2 Handling Class Imbalance

The dataset exhibited a significant imbalance in the
number of samples per author, which could bias
the model toward overrepresented classes. To ad-
dress this, we modified the standard cross-entropy
loss to include class weights inversely proportional
to class frequencies, thereby penalizing errors on
underrepresented authors more heavily (see Ap-
pendix C for the formal definition).

3.3 Data Augmentation

To increase stylistic variation and expand data di-
versity, we collected additional works from the
Hindawi Books dataset (Filali, 2022), targeting un-
derrepresented authors: Tharwat Abaza, Kamel
Kilani, Gobran Khalil Gobran, Ahmad Taymour
Basha, Ahmad Shawqy. After using the validation
set to select the hyper-parameters and do initial
experiments, we appended it with the training set
at the end to increase the training data before the
final evaluation on the test set.

4 Experimental Setup

4.1 Data Splits

We followed the official Shared Task 2 data split
provided by the organizers. The dataset was di-
vided into training, validation, and test sets. The
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validation set was used for model selection and hy-
perparameter tuning, while the test set was reserved
for final evaluation.

4.2 Preprocessing

To address statistical imbalances and reduce noise
that could obscure stylistic cues, we applied three
preprocessing steps to the dataset. First, we re-
moved a total of 2,740 duplicates to avoid over-
representation of specific expressions. Second, we
performed length capping by splitting 1,381 texts
exceeding 3,000 characters into chunks of approxi-
mately 2,000 characters, corresponding to the mean
text length across authors and remaining within the
tokenizer’s maximum sequence length. (see Ap-
pendix D for illustrative examples).

This step was intended to reduce overfitting risks,
improve gradient updates for underrepresented au-
thors, and encourage reliance on stylistic rather
than length cues. Finally, we removed diacritics,
as they are often inconsistently applied or auto-
inserted in digital-born text, which can introduce
noise into the stylistic signal.

4.3 Parameter Settings

We fine-tuned four transformer-based models with
carefully selected hyperparameters, including learn-
ing rate, optimizer, training epochs, warmup ra-
tio, and weight decay. The best configurations
for AraBERT, CAMeLBERT, and XLLM-RoBERTa-
Arabic are the same: learning rate of 8el0~>,
Adam as optimizer, cosine scheduler, 10% warmup
ratio, 4 epochs, and 0.1 of weight decay. GATE-
AraBERT-v1 is the same with the only difference
in learning rate: 2e10~°

4.4 External Tools and Libraries

The implementation was carried out in Python 3.10
using Google Colab and Kaggle environments. We
used pandas and numpy for data handling, mat-
plotlib and seaborn for visualization (e.g., his-
tograms and bar charts), langdetect for language
identification, and langchain for text splitting.

4.5 Evaluation Metrics

Following the AraGenEval guidelines, we evalu-
ated our models using four primary metrics: Macro
F1-score, Accuracy, Precision, and Recall on the
test set. Macro Fl-score was the main ranking



criterion in the shared task, defined as:
1 N
Macro F1 = N;Fli (1)

where N is the number of classes, and F1; is the
F1-score computed for class ¢:

Precision;Recall;

F1,; = 2

! Precision; 4+ Recall; 2)
TP,

where Precision; = WlFPz" 3)
TP

Recall; = ———— 4

ecall; TP 1 FN, @)

Here, TF;, F'P;, and F'N; denote the number of
true positives, false positives, and false negatives
for class i. Accuracy is computed as the propor-
tion of correctly predicted instances over the total
number of instances.

5 Results

We gradually enhanced performance over our ini-
tial BERT + RNN baseline. Table 1 compares al-
ternative architectures we tested. The best single-
model result came from BERT embeddings with
a softmax layer, reaching 0.85. This suggests that
while BERT embeddings capture valuable stylis-
tic information, and their effectiveness depends
heavily on the classifier’s capacity to exploit high-
dimensional contextual features.

Table 1: Comparison of alternative architectures on the
validation set.

Architecture F1 Score
BERT + RNN (baseline) 0.75
Frozen BERT + SVM (bagging) 0.66
Frozen BERT + Random Forest 0.35
BERT + Fully Connected Layer 0.85
Our Ensemble! 0.90

Building on these findings, we adopted the
BERT embeddings + fully connected softmax
layer architecture as our main design and ex-
plored further enhancements. @ We evaluated
various embedding models, including AraBERT
v0.2, CAMeLBERT-Mix, Arabic XLM-RoBERTa,
GATE-AraBERT, Arabic-labse-Matryoshka, and
Arabic distilbert-base. We excluded the last two
from the final ensemble as their validation F1
scores fell below 0.80.

"Result on test set.
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We incorporated external stylistic cues by per-
forming topic modeling and concatenated the
top topic keywords with the embedding repre-
sentation, following the approach of Alqurashi et
al. (Alqurashi et al., 2025). However, experiments
with CAMeLBERT-Mix showed no measurable
performance gain (F1 = 0.85 both with and without
topic features), suggesting that topic distributions
did not contribute additional discriminative power
beyond the contextual embeddings.

Subsequently, augmenting training data with the
Hindawy dataset yielded consistent validation im-
provements across most models. Table 2 reports
macro-F1 scores with and without augmentation
on the validation set.

Table 2: Macro-F1 with and without augmentation (val-
idation set).

Model Aug No Aug
AraBERT v0.2 0.90 (1 2%) 0.88
CAMeLBERT-Mix 0.90 (1 6%) 0.84
Arabic XLM-RoBERTa 0.83 (0) 0.83
GATE-AraBERT 0.89 (1 5%) 0.84

Although applying class-weighted loss improved
performance in the frozen GATE-AraBERT + bag-
ging SVM setup, increasing validation F1 from
0.56 to 0.66, it did not show such an enhancement
for the fully connected architecture. The effect
was minimal overall, though we observed a slight
gain from 0.82 to 0.83 validation F1 for XLM-
RoBERTa. We retained this procedure as it did not
degrade performance for other models and XLM-
RoBERTa had not shown improvements from data
augmentation.

To better understand model errors, we inspected
the confusion matrix of the predicted authors. Mis-
classifications were often concentrated among au-
thors with overlapping genres or historical contexts,
reflecting the stylistic and thematic proximity be-
tween them. A detailed analysis of the most fre-
quent confusions is provided in Appendix A.

Finally, our ensemble system achieved a macro-
averaged F1 of 0.9046, accuracy of 0.9327, preci-
sion of 0.9012, and recall of 0.9143, ranking 1st on
the official test set of the AraGenEval 2025 Subtask
2, outperforming each single model.

6 Conclusion

We developed an ensemble-based system for Ara-
bic Authorship Identification, achieving a macro-
F1 of 0.9046 on the AraGenEval 2025 test set and



ranking 1st in Subtask 2. Our analysis showed that
while frozen embeddings with classical classifiers
underperformed, a BERT + fully connected design,
combined with data augmentation and ensembling,
delivered strong gains. Class-weighted loss had
mixed effects, benefiting some models but not oth-
ers.

Limitations include the restriction to only 21
authors and the features are not guaranteed to
be style-based rather than content-based, which
might present a form of overfitting. Future work
will investigate open-set authorship, experiment
more with contrastive learning to enhance the fea-
tures, assess potential data leakage, and apply in-
terpretability techniques to better understand the
model’s decision-making process.
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A Detailed Error Analysis

Inspection of the confusion matrix of the pre-
dicted authors revealed that Tharwat Abaza was
often misclassified as Ahmad Shawqi and Mo-
hamed Hussein Heikal due to narrative simi-
larities. Fouad Zakaria and Abd al-Ghaffar
Mikkawi occasionally confused, likely due to
shared philosophical themes.

Confusion Matrix - 6 Most Confused Authors
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Figure 2: Confusion matrix showing frequent misclassi-
fications between authors with overlapping styles.

B Soft-Voting Ensemble

In the soft-voting ensemble, the class probability
distributions predicted by each model are averaged
before selecting the final class label. Formally, let
p™ e RK denote the probability vector predicted
by model m over K classes, and let M be the
total number of models. The ensemble probability
distribution p and the final predicted label 3 are
defined as:
S (m)

= — ™ 4 = arg max py

p mzlp § = argmax
where p represents the averaged probability distri-
bution and g is the predicted class corresponding
to the maximum probability.

C Weighted Loss Function

Formally, lety; € {1,..., K} denote the true class
label of the ¢-th sample, p; .. the predicted probabil-
ity for class ¢, and w, the weight assigned to class
c. The weighted cross-entropy loss is given by:

| N
L= N Zl wy, log p; y,
1=

where [V is the number of training samples and K
the number of classes.

The weights w, are set inversely proportional
to the class frequencies, following the “balanced”
option in sklearn.compute_class_weight:

_ N
K -n,’

We

where n. is the number of samples belonging to
class c. This ensures that underrepresented classes
receive higher weights during training.

D Preprocessing Examples

Duplicate Removal

The following excerpt, shown in Figure 3, appeared
multiple times in the dataset and was reduced to a
single occurrence during preprocessing:

Index Input Text Author

g iy bo gidiang Index Input Text Author
Lo tdln go dliliy
501 [ .cudan 1) alally (giljhii | s
13 alally ijaid cuilg
35

Jug eliy lo gidiay
loas fdln go dliliy
501 13 alally (siljaii JIEY
(AT ailg adan
135 13] lally

oug iy lo gidiayy
oA tdln go iliy
670 | .cdan 13] slally iljali | b
18] Alally (gdjAiT ciilg
1AS

Figure 3: Example of a duplicate sample being reduced
to one unique sample.

Splitting Large Texts

Figure 4 illustrates how a long text of 11,639 char-
acters was split into seven smaller chunks of ap-
proximately 2,000 characters each, respecting the
tokenizer’s maximum input length.

Chunk | Length
"
¥ JloAll U] al] 341 Y 1 2048
g0 apll 13 1y dijéy
Jaudll dla dygs 2 2044
Lo il e cail o chunked
Sl o adl Judylg | _____ >
dlime pi glé =‘! 3 2030
JAall feidll giuell
J - i " 4 2043
_—
5 2020
11,639 characters
6 2042
7 525

Figure 4: Example of length splitting: a long text was
divided into seven chunks with sizes [2048, 2044, 2030,
2043, 2020, 2042, 525].
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Abstract

With the rapid emergence of large language
models (LLMs), Al-generated content has in-
creased, presenting new opportunities and sig-
nificant risks. Detecting such content is cru-
cial, yet while research in high-resource lan-
guages like English has advanced, work in low-
resource languages, such as Arabic, remains
limited. To help fill this gap, the AraGenEval
2025 workshop organized a shared task on Al-
generated Text Detection in Arabic. We partic-
ipated in Task 3, where we evaluated several
transformer-based models, including AraBERT,
RoBERTa, AraRoBERTa, mBERT, and mar-
BERT, both with and without chunking of input
sequences during training. The experimental re-
sults show that applying chunking prior to train-
ing improves the performance of transformers.
Among the evaluated models by the system
testset, AraBERT with chunking achieved the
highest F1 score (0.67), outperforming the oth-
ers. Based on these results, our team ranked
12th in Shared Task 3.

1 Introduction

The rise of large language models (LLMs) has
transformed text production, enabling rapid gener-
ation of coherent, human-like content. This evo-
lution presents opportunities in creative writing,
software engineering, and customer support, but
also introduces risks to the integrity of educational
assessment. Additionally, LLMs can enhance the
sophistication and accessibility of social engineer-
ing attacks in online communication, leading to
more convincing scams and the dissemination of
misinformation. Reliable detection of Al-generated
text is essential for maintaining trust and authentic-
ity. While advances have occurred for languages
such as English, Arabic remains challenging due to
its characteristics, including root-and-pattern word
construction, inflectional complexity, diverse di-

* Authors contributed equally to this work.
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alects, and diacritics. Consequently, systems devel-
oped for high-resource languages frequently under-
perform when handling Arabic.

This work addresses these critical gaps, moti-
vated by the need for reliable Al-generated text
detection tools tailored to Arabic. We evaluate var-
ious transformer-based models for this purpose as
part of the AraGenEval 2025 shared task (Abu-
dalfa et al., 2025). We investigate transformer-
based models, including AraBERT(Antoun et al.,
2020), RoBERTa (Liu et al., 2019), mBERT (De-
vlin et al., 2019) etc, both with and without chunk-
ing of input sequences. This work aims to provide
insights into the strengths of current techniques and
highlight the specific challenges of detecting Al-
generated text in Arabic. The key contributions in
this work are as follows:

* Evaluated multiple transformer-based models
for detecting Al-generated text in Arabic.

* Introduced a chunking and confidence base
aggregation approach with transformers to en-
hance detection performance.

2 Background

While most work in detecting machine-generated
text has been conducted in high-resource languages
(HRLSs), such as English, some efforts have begun
in low-resource languages (LRLs), including Ara-
bic. Prova, 2024 made significant efforts to de-
tect Al-generated text using BERT (Devlin et al.,
2019), XGB (Chen and Guestrin, 2016), and SVM
techniques. BERT models performed the best in
the task, achieving an F1 score of 0.93. However,
the research focused on English. Recent work by
(Zhang et al., 2024) proposes a novel approach
to distinguish between human and Al text. They
integrated traditional TF-IDF (Takenobu, 1994)
strategies with machine learning algorithms like
Bayesian classifiers, Stochastic Gradient Descent
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(SGD), and Categorical Gradient Boosting (Cat-
Boost) (Prokhorenkova et al., 2019). Their methods
reached an impressive ROC-AUC score of 0.975
on English text. In another study (Sadasivan et al.,
2025), several types of detectors were assessed,
including watermarking, neural network-based de-
tectors, zero-shot detectors, and retrieval-based de-
tectors. They found that Al detectors can be fooled
by recursive paraphrasing, meaning the text is re-
peatedly reworded to evade detection. One major
issue with Arabic language detection is handling
diacritics, which are marks used in Arabic script
to indicate pronunciation. Recent work by (Al-
shammari and Elleithy, 2024) focused on this chal-
lenge, comparing transformer-based models such
as AraELECTRA (Antoun et al., 2021), AraBERT
(Antoun et al., 2020), XLM-R (Conneau et al.,
2020), and mBERT (Devlin et al., 2019). They
showed that Al-detection systems struggle with
Arabic text that includes diacritics and often mis-
classify human-written text as Al-generated.
Similar challenges exist for other LRLs. For
example, a study on Al-generated review classifica-
tion in Malayalam (Hasan et al., 2025) used LLMs
to identify Al-generated reviews. The Gemma-
2B model achieved an Fl-score of 0.89. This
demonstrates the potential of LLMs in detecting Al-
generated content in underrepresented languages.
With these findings in mind, this work employed
preprocessing steps in which diacritics were re-
moved and variants of Arabic letters were normal-
ized. Subsequently, transformer-based techniques
were applied to detect Al-generated text. In con-
trast to previous studies that primarily focused on
HRLs or the role of diacritics in Arabic, this work
utilizes chunking of input sequence before training
and confidence based aggregation in output with
transformer-based models to enhance long-context
representation in Arabic Al-text detection.

3 Dataset and Task Description

The shared task!, ARATECT: Arabic AI-Generated
Text Detection, was part of the AraGenEval (Abu-
dalfa et al., 2025) challenge. It focuses on distin-
guishing between human-written and Al-generated
Arabic text. The ARATECT dataset comprises
two primary sources. First, human-written texts
were collected from reputable Arabic news sites
and verified literary sources. Second, Al-generated
texts were produced using Arabic-compatible large

"https://ezzini.github.io/AraGenEval/

66

language models (e.g., GPT-4, Mistral, LLaMA)
through diverse prompting strategies. Participants
received a labeled training set of Arabic text sam-
ples with binary labels (human or machine). They
also received an unlabeled test set for evaluation.
The training set contains 4,798 samples (2,399 per
class), and the test set includes 500 unlabeled sam-
ples, as shown in Table 1. The task was hosted
on Codabench 2. It aimed to advance Arabic Al-
generated content detection.

Set Class Sc Aw Min  Max Ts

Train Humap 2399 657 1 3068 54839
Machine 2399 314 9 1969 37768

Test All 500 230 12 1589 7772

Table 1: ARATECT dataset statistics. S¢: sample count,
Aw: average words per sample, Min/Max: minimum
and maximum words per sample, and T’s: total sen-
tences.

4 System Overview

Several transformer models are implemented with
and without the chunking of input sequence be-
fore training and investigated to address the tasks.
Figure 1 outlines the methodology.

Models

Preprocessing
AraBERT

Stopword ROBERTa
Punctuation _, Transformer-based L, mMBERT
Diacritics Removal Tokenization AraRoBERT.
Whitespace Normalization Y rano a v
MarBERT c
)
Input Texts Chunking %’
Q
a

| Arabic
Texts

Chunk
Prediction

Figure 1: Schematic process of Arabic Al-generated
content detection.

4.1 Data Preprocessing

Several preprocessing steps were applied to prepare
the dataset for model training. For the training data,
each sample was made using only the content field.
For the test data, the title and content fields were
concatenated. Subsequent preprocessing involved
removing diacritics and normalizing variant Arabic
letters. Repeated characters were eliminated us-
ing regular expressions. In addition, non-essential
punctuation and special characters were removed.
Excessive whitespace was normalized. Finally, la-
bels were mapped to binary values in the training
dataset.

Zhttps: //www.codabench.org/competitions/9120/
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4.2 Transformer-based Models

Transformer-based models were used for this task
because they efficiently process large-scale con-
textual information, making them well-suited for
multilingual text classification. Several pre-trained
transformer models from Hugging Face, including
RoBERTa (Liu et al., 2019) and AraBERT (An-
toun et al., 2020), mBERT (Devlin et al., 2019),
ara-RoBERTa (Liu et al., 2019), MarBERT (Abdul-
Mageed et al., 2020) were evaluated. Before pass-
ing data through the transformers, preprocessing
and tokenization were done using each model’s re-
spective tokenizer. Inputs were truncated or padded
to a maximum sequence length of 512. Since many
input texts exceeded this maximum length, we ap-
plied a chunking strategy. Specifically, long texts
were split into overlapping chunks of 400 with
an overlap of 50 to preserve contextual continu-
ity across chunks. Each chunk was independently
processed through the model to obtain a confi-
dence score. To aggregate predictions, we grouped
chunks based on their original document IDs and
computed the mean confidence score across all
chunks. The final classification label was then de-
rived from this aggregated score. This averaging
approach ensures that information from all parts of
the input sequence is considered, rather than being
biased toward the first 512 tokens, thereby making
the model more robust to long and information-
dense texts. A formal description of the chunking
and aggregation method is provided in Appendix A
while Appendix A.5 reports rationale behind the
choice of chunk size of 400 with overlap of 50.

Parameter Value
Batch Size 16
Epochs 5
Weight Decay 0.001
Learning Rate  2e-5

Table 2: Hyperparameter configuration for the
transformer-based approach.

Each model was fine-tuned for the binary clas-
sification task, with hyperparameters optimized to
enhance performance (Table 2). This chunking and
aggregation mechanism was particularly effective
in improving performance, as it allowed the models
to capture richer semantic information from long
documents while mitigating the loss of important
context.

67

5 Results

Transformer-based models were evaluated to assess
their effectiveness in detecting Arabic Al-generated
content, both on the system test set (as submitted to
CodaBench ?) and on a custom test set derived from
the training data. Table 3 presents each transformer
model’s performance with and without chunking,
reporting Precision (P), Recall (R), F1-score, and
performance across short, medium, and long texts.
The first two rows correspond to the system test set,
while the last five rows show results on the custom
test set, providing a more comprehensive analysis
of model behavior.

The AraBERT achieved an F1-score of 0.62 with-
out chunking, improving to 0.67 with chunking
(+0.05). RoBERTa also benefited slightly, increas-
ing from 0.58 to 0.61. These results indicate that
chunking enhances model performance even on
general sequences by better handling longer inputs.

Transformer Approach Precision Recall Fl-score Short Mid Long

w/o Chunk
+ Chunk
A

0.47
0.51
+0.04

0.89
0.97
+0.08

0.62
0.67
+0.05

AraBERT
(System Testset)

w/o Chunk
+ Chunk
A

0.53
0.47
+0.06

0.64
0.87
+0.23

0.58
0.61
+0.03

RoBERTa
(System Testset)

w/o Chunk
+ Chunk
A

w/o Chunk
+ Chunk
A

0.82
0.88
+0.06

0.76
0.87
+0.11

0.79
0.87
+0.08

0.74
0.89
+0.15

0.80
0.90
+0.10

0.73
0.83
+0.10

AraBERT

0.62
0.78
+0.16

0.54
0.70
+0.16

0.58
0.73
+0.15

0.79
0.76
-0.03

0.78
0.80
+0.02

0.42
0.84
+0.42

RoBERTa

w/o Chunk
+ Chunk
A

w/o Chunk
+ Chunk
A

0.84
0.77
-0.07

0.80
0.50
-0.30

0.81
0.60
-0.21

0.95
0.37
-0.58

0.87
0.46
-0.41

0.64
0.76
+0.12

mBERT

0.23
0.27
+0.04

0.50
0.52
+0.02

0.31
0.35
+0.04

0.64
0.44
-0.20

0.46
0.53
+0.07

0.12
0.78
+0.66

Ara-RoBERTa

w/o Chunk
+ Chunk
A

0.83
0.88
+0.05

0.78
0.86
+0.08

0.80
0.87
+0.07

0.87
0.92
+0.05

0.79
0.86
+0.07

0.41
0.69
+0.28

MARBERT

Table 3: Comparison of transformer models with and
without chunking on system and custom test set. A
indicates the performance gain from chunking. Short,
Mid, and Long are the performance on texts less than
512, 512 to 1024, and greater than 1024, respectively.

Since gold labels for the system test set were
not disclosed, models were further evaluated on
the custom test set to analyze behavior in detail,
including performance by input length. Chunking
produced more substantial improvements on this
set: AraBERT’s F1 increased from 0.79 to 0.87,
with gains across short (+0.15), medium (+0.10),
and long texts (+0.10), showing better context cap-
ture in sequences of varying lengths. RoBERTa
gained +0.15 overall, with the largest improvement
on long texts (+0.42), while MARBERT improved

3https://www.codabench.org/competitions/9120/
#/results-tab
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across all lengths (+0.07 overall, +0.28 on long
texts), reflecting strong Arabic-specific pretrain-
ing. In contrast, nBERT decreased on short (-0.58)
and medium (-0.41) texts but improved slightly on
long sequences (+0.12), suggesting multilingual
pretraining is less effective on shorter Arabic texts
in chunked form. Ara-RoBERTa, though generally
weaker, benefited notably on long texts (+0.66 F1),
highlighting chunking’s advantage for extended se-
quences.

Overall, chunking consistently improves
AraBERT, RoBERTa, and MARBERT, with
AraBERT (Chunk) achieving the highest F1 of
0.87. Gains are particularly pronounced for long
texts (Appendix B.1), emphasizing that chunking
effectively preserves full context in extended
Arabic input. Models with language-specific
pretraining, such as AraBERT and MARBERT,
provide the most robust and balanced performance
across all sequence lengths.

6 Error Analysis

Figure 2 shows the quantitative error analysis of
the AraBERT model with chunking.

human

- 150

True

- 100

machine
f

machine

human
Predicted

Figure 2: Confusion matrix of AraBERT with chunking

Since gold labels for the final test set were not
disclosed, we evaluated our models on a custom
test set alongside the system test set. The confu-
sion matrices (Fig. 2) show that the chunked ap-
proach correctly classified 431 out of 500 texts,
improving human text predictions by 60 compared
to the non-chunked approach, though 69 human
texts were still misclassified as machine-generated.
This demonstrates how chunking helps the model
capture clearer context within shorter segments
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(Appendix B.1). These gains are also reflected
in Table 3, where most models show positive A
values. Errors persist in long texts, where relations
across distant chunks are harder to preserve. Addi-
tionally, human-written texts can be subtly altered
using paraphrasing or grammar correction tools,
making them resemble Al-generated outputs and
further challenging detection. Appendix B pro-
vides qualitative error analysis for AraBERT, while
Appendix B.1 reports performance by text length.

7 Conclusion

This work explored various transformer-based mod-
els for detecting Al-generated text in Arabic. Eval-
uation results showed that Arabic-specific BERT
models with chunking, such as AraBERT and
MARBERT, consistently outperformed other mod-
els. Chunking proved particularly effective for
longer sequences, improving performance across
short, medium, and long texts by better capturing
contextual information. Future work could explore
hierarchical modeling, memory-augmented trans-
formers, and improved chunking with overlap or
retrieval-based aggregation for transformer based
approach, as well as integrating modern LLMs
with contextualized embeddings or multilingual
and Arabic-dialect-aware pretraining to further en-
hance detection robustness and adaptability across
diverse text varieties.

Limitations

The current study on Al-generated text detection
has several limitations. A few critical issues are:
(i) The dataset used was relatively small, and it
is unclear whether paraphrasing techniques were
applied to obscure Al-generated content or if ad-
versarial modifications were present, which may
limit the model’s ability to generalize and affect
its reliability. (ii) We did not explore the use of
advanced large language models (LLMs) or trans-
former architectures like Longformer that are de-
signed for longer contexts, leaving potential per-
formance gains from state-of-the-art techniques un-
explored. (iii) While our chunking strategy was
motivated by the need to fit longer texts into the
512-token context window and did improve model
performance, more sophisticated chunking and ag-
gregation methods could be investigated to better
capture context and further enhance model effec-
tiveness.
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A Mathematical Intuition of Chunking
and Aggregation

Let the input sequence be denoted as

X = (xl,xQ,... ,1’L),

where L is the sequence length and may exceed
the maximum input size (512 tokens) allowed by
transformer models.

A.1 Chunking Formulation

We split X into overlapping chunks of length k =
400 tokens with an overlap of o = 50 tokens. The
j-th chunk is defined as:

Cj:(x8j7$8j+1a"'7m5j+k—1), jzl,...,N,

where the starting index is
5= (G —1) x (k—0)+1,

and the total number of chunks is

=t

A.2 Model Predictions

Each chunk C) is passed through the fine-tuned
transformer model fy, which outputs a confidence
score:

L—-o
k—o

p; = fo(Cy) €10,1],

representing the probability that the text is Al-
generated.

A.3 Aggregation Mechanism

Since a document is split into multiple chunks, we
aggregate chunk-level predictions into a document-
level score. We compute the mean confidence

score:
1N

p= N Z;pj'
j:

The final label is then derived using a threshold
T (typically 7 = 0.5):

|

A.4 Intuition

1, ifp>r,

0, otherwise.

* Chunking: Ensures that the model processes
inputs within the 512-token limit while retain-
ing context through overlap.
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* Overlap: The overlap o = 50 provides con-
textual continuity between adjacent chunks,
mitigating boundary information loss.

* Aggregation: Mean aggregation smooths
noisy predictions and approximates a
document-level probability by considering
evidence from all chunks, making the model
more robust on long texts.

A.5 Choice of Chunk Size

We chose a chunk size of 400 tokens with a 50-
token overlap to stay within the model’s limits
while keeping context intact. Since most trans-
former models cap at 512 tokens, using 400 leaves
enough buffer for [CLS], [SEP], and extra subword
splits that Arabic tokenization often produces. Go-
ing right up to 512 is risky because any expansion
can cause truncation. The overlap of about 50 to-
kens ( 12%) helps avoid cutting sentences in half
at chunk boundaries, so important context isn’t
lost between chunks. This setup gave us a good
trade-off: reliable coverage of long documents, pre-
served continuity, and faster processing compared
to always maxing out at 512.

B Qualitative Analysis

Table B1 presents representative examples of
model predictions. In some cases, the model mis-
classified the text, which can be attributed to several
factors. First, certain human-written texts exhibit
stylistic or structural patterns that closely resem-
ble Al-generated content, making them difficult to
distinguish. Second, the training dataset may lack
sufficient diversity across topics, writing styles, and
dialects, limiting the model’s ability to generalize
to unseen text variations. Third, while chunking
helps manage long sequences, it can lead to par-
tial context loss across chunks, causing the model
to miss subtle cues indicative of human or Al au-
thorship. These factors collectively contribute to
the observed misclassifications and highlight the
challenges of detecting Al-generated Arabic text in
realistic, heterogeneous datasets.

B.1 Performance by Text Length

Figure B1 shows the performance of different trans-
former models across three text lengths: Short
(top), Mid (middle), and Long (bottom), compar-
ing models with and without chunking. Solid lines
indicate performance with chunking, while dashed
lines indicate performance without chunking. For
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Table B1: Sample text predictions from the evaluated
models.

short and mid-length texts, most transformers per-
form well even without chunking, with slight im-
provements observed for AraBERT, RoBERTa, and
MarBERT, and a noticeable improvement of Ara-
RoBERTa in short texts. For long texts, chunk-
ing provides substantial improvements, especially
for AraBERT, RoBERTa, and ara-RoBERTa, while
mBERT without chunking performs poorly. Over-
all, the figure illustrates that chunking consistently
enhances transformer performance, particularly for
longer sequences.
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Figure B1: Transformer Performance Across Text
Lengths (Chunk vs W/O Chunk)).
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Abstract

This paper details our submission to the Ara-
GenEval Shared Task on Arabic Al-generated
text detection, where our team, BUSTED, se-
cured 5th place. We investigated the effec-
tiveness of three pre-trained transformer mod-
els: AraELECTRA, CAMeLBERT, and XLLM-
RoBERTa. Our approach involved fine-tuning
each model on the provided dataset for a bi-
nary classification task. Our findings revealed
a surprising outcome: the multilingual XLM-
RoBERTa model achieved the highest perfor-
mance with an Fl-score of 0.7701, outperform-
ing the specialized Arabic models. This work
underscores the complexities of Al-generated
text detection and highlights the strong gener-
alization capabilities of multilingual models.

1 Introduction

The increasing sophistication of large language
models (LLMs) has blurred the line between human
and machine-authored text. This reality poses sig-
nificant societal risks, from accelerating the spread
of misinformation to undermining academic in-
tegrity. In response, the development of reliable
detectors for Al-generated text has become a press-
ing research priority. The AraGenEval Shared Task
(Abudalfa et al., 2025) provides a crucial bench-
mark for this challenge in the Arabic language, a
domain where such tools are still developing.

Our approach was to systematically evaluate the
performance of different transformer architectures.
We fine-tuned each model to perform binary clas-
sification, adapting their general linguistic knowl-
edge to the specific task of distinguishing human
from machine authorship. We specifically investi-
gated:

1. AraELECTRA (Antoun et al., 2021), a spe-
cialized Arabic model.

2. CAMeLBERT (Inoue et al., 2021), a widely-
used Arabic BERT model.
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3. XLM-RoBERTa (Conneau et al., 2020), a
large multilingual model.

This paper’s contributions are threefold. First,
we provide a direct comparison of monolingual
versus multilingual models for Arabic text detec-
tion. Second, we demonstrate that a multilingual
model can achieve superior performance, a counter-
intuitive but important finding. Finally, we ana-
lyze how certain preprocessing choices, such as
aggressive text normalization, can inadvertently
harm model performance by erasing subtle stylistic
cues. Our best-performing model secured a 5th
place finish in the shared task.

2 Related Work

Early efforts in authorship attribution and machine-
text detection relied on statistical stylometry, using
features like n-gram frequencies, readability scores,
and syntactic structures to train classifiers. While
effective for simpler models, these methods are less
robust against the fluency of modern LLMs.

The current research landscape is dominated
by neural network approaches. Fine-tuning pre-
trained transformers like BERT (Devlin et al., 2019)
has emerged as a powerful and accessible baseline.
Other lines of inquiry focus on detecting statistical
artifacts unique to the generative process of LLMs
or embedding a "watermark” into the text during
generation. Our work aligns with the fine-tuning
paradigm and is inspired by comprehensive com-
parative studies like that of (Al-Shboul et al., 2024),
applying a similar methodology to the specific and
under-resourced domain of Arabic Al-text detec-
tion.

3 Background

3.1 Task Setup

The AraGenEval shared task is a binary text clas-
sification problem. The goal is to classify a given

Proceedings of The Third Arabic Natural Language Processing Conference, pages 72-76
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Arabic text snippet as either ‘human-written‘ or
‘machine-generated ‘.

* Input: A string of Arabic text.

* Output: A binary label (‘human‘ or ‘ma-
chine®).

3.2 Dataset Analysis

The task utilized the AraGenEval dataset, which, af-
ter cleaning, contains 4,734 training samples. The
class distribution is nearly balanced, with 2,399
samples (50.68%) labeled as *'machine’ and 2,335
(49.32%) as human’. Our initial analysis revealed
several key distinguishing features within the train-
ing data:

Text Length: A significant discriminator is text
length. Human-written texts are substantially
longer on average (4059.13 characters) compared
to machine-generated texts (1934.53 characters).
This suggests that document length alone could be
a strong, albeit potentially brittle, feature.

Lexical and N-gram Differences: We observed

distinct topical and stylistic patterns.

* Human-written texts frequently contain
words like 53¢l (Gaza), & 2! (the war),

and Jﬂj\,s (Israel), and n-grams such as
ol LY jJ\ (the United States), pointing

to a focus on specific current geopolitical
events.

* Machine-generated texts use more general
and formal vocabulary, such as }Sel (can

be), :K..J\. (in a way), and n-grams like

J Iru Co.alo‘ (the international community)
and Q\.wd?‘ dj_a.>T (human rights), suggest-

ing a more analytical or descriptive style.

These lexical and phraseological differences high-
light the distinct registers and topics between the
two classes, which are crucial for classification.

3.3 Related Work

Our work is built on the transformer architecture
(Vaswani et al., 2017). Our comparative approach,
which evaluates multiple deep learning models for
an Arabic text classification task, is inspired by
comprehensive surveys in the field, such as the

one conducted by (Al-Shboul et al., 2024). We
specifically leverage pre-trained models including
BERT (Devlin et al., 2019), ELECTRA (Clark
et al., 2020), and XLM-RoBERTa (Conneau et al.,
2020). Our chosen models, CAMeLBERT (Inoue
et al., 2021) and AraELECTRA (Antoun et al.,
2021), are state-of-the-art for the Arabic language,
while XLM-RoBERTa is a robust multilingual base-
line.

4 System Overview

We implemented three systems based on different
pre-trained models. Our overall workflow is illus-
trated in Figure 2.

4.1 System 1: AraELECTRA

This system uses ‘aubmindlab/araelectra-base-
discriminator‘. A key component was an aggres-
sive Arabic text normalization preprocessing step
applied before tokenization. This function normal-

~ 13
ized various Arabic characters (e.g., - | ¢} ¢ly “and

- 3y ) and stripped all Arabic diacritics and non-

alphanumeric characters.

4.2 System 2: CAMeLBERT

This system is based on ‘CAMeL-Lab/bert-base-
arabic-camelbert-mix‘. In contrast to the Ara-
ELECTRA system, we did not apply any specific
text normalization, relying entirely on the model’s
pre-trained tokenizer.

4.3 System 3: XLM-RoBERTa

Our third and best-performing system utilizes the
multilingual ‘xlm-roberta-base‘ model. Similar to
the CAMeLBERT setup, no language-specific nor-
malization was performed.

5 Experimental Setup

5.1 Data Splits
The experimental setups for data splitting differed:

* AraELECTRA & CAMeLBERT: We used
the entire training dataset of 4,734 samples
for both training and evaluation during the
development phase.

* XLM-RoBERTa: We split the main training
data into an 80% training set (3,787 samples)
and a 20% validation set (947 samples), strati-
fied to maintain the label distribution.
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Figure 1: Statistics of the AraGenEval training dataset. The classes are well-balanced, but human-written texts are

more than twice as long as machine-generated ones.

Model F1-Score Accuracy Precision Recall Specificity Balanced Acc.
XLM-RoBERTa  0.7701 0.760 0.7390 0.804 0.716 0.760
CAMeLBERT 0.7290 0.710 0.6842 0.780 0.640 0.710
AraELECTRA 0.6180 0.550 0.5369 0.728 0.372 0.550

Table 1: Official results on the AraGenEval test set. XLM-RoBERTa achieved the best performance across all

metrics.

All models were then used to generate predictions
for the official ‘test_unlabeled.csv* file.

5.2 Hyperparameters

Models were fine-tuned using the Hugging Face
‘transformers‘ library (Wolf et al., 2020). Key hy-
perparameters are detailed in Table 2.

Hyperparameter Value
Learning Rate 2e-5
Batch Size (per device) 4
Optimizer AdamW
Weight Decay 0.01
Max Sequence Length 512
Epochs (AraELECTRA) 4
Epochs (CAMeLBERT) 4
Epochs (XLM-RoBERTa) 5

Table 2: Key hyperparameters for fine-tuning.

5.3 Evaluation Metrics

The primary metric was the macro F1-score. We
also report accuracy, precision, recall, specificity,
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and balanced accuracy as provided by the official
evaluation script.

6 Results

6.1 Quantitative Findings

Our systems yielded varied performance on the of-
ficial test set, with XLM-RoBERTa emerging as the
strongest model. The final results are summarized
in Table 1, which led to our 5th place finish.

6.2 Analysis

The most significant finding is that the multilingual
XLM-RoBERTa model outperformed both special-
ized Arabic models. This suggests that the broader
and more diverse pretraining corpus of XLM-R
may have equipped it with more generalizable fea-
tures for distinguishing the subtle artifacts of ma-
chine generation. As our data analysis showed,
the human and machine classes have distinct lexi-
cal profiles; XLM-R’s exposure to a vast range of
topics and styles in 100 languages likely made it
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Figure 2: Overview of our comparative system. Input
text is processed in parallel by three separate fine-tuned
models. AraELECTRA’s pipeline includes an additional
text normalization step.

more adept at capturing these stylistic and topical
differences.

In contrast, AraELECTRA performance was no-
tably lower. We hypothesize that our aggressive
text normalization and diacritic removal, intended
to simplify the task, was detrimental. By stripping
these features, we likely removed fine-grained sig-
nals (e.g., stylistic choices in vocabulary, specific
named entities) that our data analysis identified as
crucial differentiators between the news-focused
human texts and the more formal machine texts.
CAMeLBERT provided a strong baseline but could
not match the generalization of XLM-R.

6.3 Error Analysis

While a detailed error analysis was not conducted,
the performance gap suggests clear avenues for
investigation. The lower precision of all models
compared to their recall indicates a tendency to
misclassify human text as machine-generated. We
hypothesize that errors may stem from domain mis-
match or from human-written text that is formulaic
or stylistically simple, thus resembling patterns typ-
ical of AI generation. Future work should focus on

a qualitative analysis of these false positives.

7 Conclusion

In this paper, we presented our comparative ap-
proach for the AraGenEval Shared Task, which
resulted in a 5th place ranking. Our experiments
showed that the multilingual XLM-RoBERTa
model is surprisingly effective for Arabic Al-
generated text detection, outperforming specialized
monolingual models. Our data analysis revealed
significant differences in text length and lexical
choice between classes, which likely played a key
role in model performance.

Our primary limitation was the suboptimal per-
formance of the AraELECTRA model, likely due
to a counterproductive preprocessing strategy. Fu-
ture work should explore less aggressive text nor-
malization, experiment with model ensembling,
and perform a detailed error analysis to better un-
derstand the failure modes on this nuanced task.

Acknowledgments

This research is supported by the Higher Education
Commission (HEC), Government of Pakistan, un-
der the National Research Program for Universities
(NRPU), titled “Automatic Multi-Model Classifica-
tion of Religious Hate Content from Social Media.”
The work is conducted at the National University of
Computer and Emerging Sciences, Karachi Cam-
pus, under Grant NRUP-16153. We would also like
to thank the organizers of the AraGenEval Shared
Task for providing the dataset and the opportunity
to participate.

References

Shadi Abudalfa, Saad Ezzini, Ahmed Abdelali, Hamza
Alami, Abdessamad Benlahbib, Salmane Chafik,
Mo El-Haj, Abdelkader E1 Mahdaouy, Mustafa Jar-
rar, Salima Lamsiyah, and Hamzah Lugman. 2025.
The arageneval shared task on arabic authorship style
transfer and ai-generated text detection. In Proceed-
ings of the Third Arabic Natural Language Process-
ing Conference (ArabicNLP 2025), Suzhou, China.
Association for Computational Linguistics.

Ibrahim Al-Shboul, Moath Al-Tarawneh, Ahmad Al-
Shboul, and Anas Al-Shboul. 2024. A comprehen-
sive overview of arabic text classification using deep
learning models. Eng, 8(3):32.

Wissam Antoun, Fady Baly, and Hazem Hajj. 2021.
Araelectra: Pre-training text discriminators for arabic
language understanding. In Proceedings of the sixth


https://doi.org/10.3390/eng8030032
https://doi.org/10.3390/eng8030032
https://doi.org/10.3390/eng8030032

Arabic natural language processing workshop, pages

191-201.

Kevin Clark, Minh-Thang Luong, Quoc V Le, and
Christopher D Manning. 2020. Electra: Pre-training
text encoders as discriminators rather than generators.
In International Conference on Learning Representa-
tions.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzman, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 8440—
8451.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. In Proceedings of the 2019 Conference of the
North American Chapter of the Association for Com-
putational Linguistics: Human Language Technolo-
gies, Volume 1 (Long and Short Papers), pages 4171—
4186.

Go Inoue, Bashar Al-Rifou, and Nizar Habash. 2021.
The interplay of variant, genre, and domain for arabic
text classification. In Proceedings of the sixth Arabic
natural language processing workshop, pages 1-15.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, ukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in neural information pro-
cessing systems, pages 5998—6008.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz,
Joe Davison, Sam Shleifer, Patrick von Platen, Clara
Ma, Yacine Jernite, Julien Plu, Canwen Xu, Teven
Le Scao, Sylvain Gugger, and 3 others. 2020. Trans-
formers: State-of-the-art natural language processing.
In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 38—45, Online. Association
for Computational Linguistics.

76


https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://www.aclweb.org/anthology/2020.emnlp-demos.6

CIOL at AraGenEval shared task: Authorship Identification and Al
Generated Text Detection in Arabic using Pretrained Models

Sadia Tasnim Meem and Azmine Toushik Wasi
Computational Intelligence and Operations Laboratory, Bangladesh
Shahjalal University of Science and Technology, Bangladesh
{sadia63,azmine32}@student.sust.edu

Abstract

Authorship identification and Al-generated text
detection have recently emerged as pivotal ar-
eas of research in natural language processing
(NLP), with particular urgency for languages
such as Arabic that exhibit complex morpho-
logical and orthographic structures. Despite
growing interest, most prior work has cen-
tered on English and other Indo-European lan-
guages, leaving a gap in effective approaches
tailored to Arabic’s linguistic challenges. This
paper presents our participation in two shared
tasks: Arabic authorship identification and Ara-
bic Al-generated text detection. For Task2,
we fine-tuned transformer-based architectures
on a corpus of 21 authors, leveraging paral-
lelized, semantically segmented book data to
better capture stylistic variation. For Task3,
we trained models on a balanced dataset of
human-written and Al-generated news arti-
cles produced by multiple large language mod-
els. Our approach achieved competitive results
across both tasks, underscoring the potential of
domain-adapted transformers for morpholog-
ically rich languages. We also highlight key
limitations, including domain sensitivity and
difficulties in distinguishing closely aligned
stylistic features, and propose directions for
enhancing cross-domain robustness and gener-
alization.

1 Introduction

Authorship identification and Al-generated text de-
tection have emerged as critical research areas in
the field of natural language processing (NLP), par-
ticularly for languages with complex morphologi-
cal and orthographic systems such as Arabic. Over
the past decade, researchers have developed diverse
methodologies for this task, ranging from tradi-
tional statistical models to modern deep learning
approaches. For instance, ensemble-based strate-
gies have shown promise in enhancing attribution
accuracy across heterogeneous datasets (Abbasi
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et al.,, 2022). Similarly, deep learning architec-
tures, including convolutional and recurrent neural
networks, have been explored for robust author-
ship identification in multi-domain contexts (Qian
et al., 2017). In the domain of Arabic, transformer-
based methods such as BERT have been adapted
to specific genres, achieving strong results in tasks
like poetry authorship attribution (Alqurashi et al.,
2025), and knowledge-based models have been uti-
lized to verify authorship in Arabic social media
texts (Algahtani and Yannakoudakis, 2022). Ear-
lier work has also examined fusion approaches for
authorship identification in religious Arabic texts,
demonstrating the value of multi-feature integra-
tion (Sayoud and Hassina, 2021).

Parallel to authorship identification, the increas-
ing sophistication of large language models (LLMs)
has introduced the challenge of detecting Al-
generated content, especially in morphologically
rich languages like Arabic. Recent studies have
addressed unique difficulties such as diacritics han-
dling (Alshammari and Elleithy, 2024) and have
investigated detection performance in short dialec-
tal Arabic texts (Alharthi, 2025). Encoder-based
transformer architectures have also been proposed
for Arabic Al-generated text detection, leveraging
contextual embeddings for improved accuracy (Al-
shammari et al., 2024). Comparative evaluations
between human and machine-generated Arabic con-
tent have further highlighted the challenges of reli-
ably distinguishing Al-authored text from authentic
human writing (Boutadjine et al., 2025).

In this paper, we present our systems developed
for two shared tasks: (1) Authorship identification
in Arabic texts and (2) Arabic Al-generated text
detection. We build upon the existing literature
in both domains, leveraging transformer-based ar-
chitectures. Our contributions include fine-tuning
domain-specific language models, evaluating their
performance on benchmark datasets, and analyzing
error patterns to guide future research.
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2 Background

The shared task (Abudalfa et al., 2025) comprises
three subtasks and we worked on two of them:
Task 2 (Authorship Identification) and Task 3 (Ara-
bic Al-Generated Text Detection). Both are Arabic
text classification problems but differ in objectives,
input/output formats, and dataset composition.

2.1 Tasks

Task 2: Authorship Identification Task 2 is a mul-
ticlass classification problem where the goal is to
predict the author of a given text. The input is a
paragraph written in the style of a specific author,
provided in the text_in_author_style column,
and the output is the predicted author’s name in
Arabic, matching the labels in the dataset.

Task 3: Arabic AI-Generated Text Detection
Task 3 is a binary classification problem aimed
at distinguishing between human-written and Al-
generated Arabic news articles or snippets. Human-
written samples were sourced from verified news
platforms, while Al-generated content was pro-
duced using multiple LLMs (e.g., GPT-3.5, GPT-4,
Claude) with varied prompting strategies and gen-
eration parameters.

2.2 Dataset

For Task 2, the corpus comprises works from 21
authors, each contributing 10 publicly accessible
books. Each book was segmented into semantically
coherent paragraphs, and selected paragraphs were
rephrased into a standardized formal style using
GPT-40 mini2, with parallel pairs restricted to at
most 1900 tokens. The dataset was split into train-
ing, validation, and test sets. For Task 3, the dataset
contains human-written content sourced from veri-
fied news platforms and Al-generated content pro-
duced by multiple LLMs (e.g., GPT-3.5, GPT-4,
Claude) under varied prompting strategies and gen-
eration parameters. It includes 4,800 training sam-
ples, a forthcoming development set, and 2,000 test
samples, with a balanced distribution of human and
Al-generated texts.

3 System Overview

This section outlines the architectures and strate-
gies employed in our system for the shared tasks.

3.1 Task 2: Authorship Identification

In this subsection, we describe our approach to
modeling authorial style and capturing distinctive
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linguistic features for the authorship identification
task.

Key Algorithms and Design  Deci-
sions. For Task 2, we adopted the
CAMeL-Lab/bert-base-arabic-camelbert-mix
pretrained language model due to its strong
performance on Arabic text understanding and
ability to capture fine-grained stylistic differences
critical for authorship attribution. The task was
framed as a multiclass classification problem over
N = 21 authors. Each paragraph was tokenized
to a maximum length of 512 tokens with dynamic
padding. The BERT classification head was
replaced with a dense layer of size N, followed
by softmax. The model was fine-tuned end-to-end
using cross-entropy loss.

Addressing Task Challenges. The authorship
identification task presented several challenges.
First, many authors exhibited highly similar writ-
ing styles, making stylistic differentiation difficult;
this was mitigated through the use of contextual-
ized embeddings from the pretrained transformer,
which capture subtle variations in style. Second,
the dataset contained long paragraphs, often ex-
ceeding the model’s input length; to address this,
we truncated inputs to 512 tokens while prioritiz-
ing semantically important segments to preserve
representative style cues. Finally, although class
imbalance was relatively minor, it still posed risks
of skewed evaluation, so we did not apply resam-
pling but instead relied on macro-F1 as the primary
metric to ensure fairness across authors. These
design choices collectively allowed the model to
handle the practical difficulties of morphologically
rich Arabic text while maintaining robust perfor-
mance.

System Configuration. Training was conducted
for 4 epochs using the AdamW optimizer with a
learning rate of 2 x 1075, batch size of 16, and
weight decay of 0.01. Model selection was per-
formed based on the highest validation macro-F1
score to ensure balanced performance across all
author classes. Evaluation metrics included both
accuracy, to capture overall correctness, and macro-
F1, to account for class imbalance and provide a
fairer assessment of performance across authors.

3.2 Task 3: Arabic Al-generated Text
Detection

Here, we present our methodology for distinguish-
ing between human-written and Al-generated Ara-
bic text across multiple domains.



3.2.1 Configuration 1

We used AraBERTv2! for binary classification of
human-written (1) versus machine-generated (0)
text. The preprocessing stage involved map-
ping labels, replacing missing entries with empty
strings, and applying a stratified train—validation
split to handle class imbalance. Text was
tokenized with the AraBERTv2 tokenizer us-
ing a maximum sequence length of 512 to-
kens. The model consisted of the pretrained
aubmindlab/bert-base-arabertv2 encoder, fol-
lowed by dropout (p = 0.3), a dense layer with
two output units, and a softmax classifier. Training
was performed with cross-entropy loss, gradient
clipping (||g|loc < 1.0), and early stopping to pre-
vent overfitting, ensuring robust performance on
Arabic-specific tokenization challenges.

3.2.2 Configuration 2

In this variant, we
aubmindlab/bert-base-arabert
AutoModelForSequenceClassification,

which simplified implementation by providing
a built-in classification head. Tokenization was
limited to a maximum length of 256 tokens to
improve efficiency and reduce memory usage.
The model consisted of the BERT encoder paired
with the classification head for two output classes,
trained using the AdamW optimizer with a linear
learning rate scheduler over 3 epochs. Pretrained
weights from aubmindlab/bert-base-arabert
were used to leverage prior Arabic language
knowledge. While the shorter sequence length
improved computational efficiency, it slightly
impacted performance; model evaluation was
monitored using accuracy, precision, recall, and F1
to ensure balanced assessment across metrics.

For Task 3, Configuration 1 outperformed
Configuration 2 due to longer context handling,
stronger pretrained embeddings, and custom classi-
fier design.

employed
with

4 Experimental Setup

4.1 Dataset Processing

For both tasks, the datasets were divided into train-
ing, development, and test sets as provided. The
training sets were used to train the models, the de-
velopment sets for validation and hyperparameter
tuning, and the test sets for final evaluation. For
Task 2, the official training and development sets

"https://huggingface.co/aubmindlab/bert-base-arabertv2
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were used, while for Task 3, training was performed
on the provided files and evaluation was done on
the official unlabelled file.

4.2 Preprocessing and Hyperparameter
Details

Text preprocessing included Arabic-specific nor-
malization, removal of non-Arabic characters,
and lowercasing to promote uniformity across
inputs. Tokenization was performed using the
AutoTokenizer from Hugging Face Transform-
ers, with a maximum sequence length of 256 to-
kens for Task 2 and 512 tokens for Task 3, reflect-
ing the different input requirements of each task.
Training batch sizes were set to 16 for Task 2 and
8 for Task 3. Models were optimized using the
AdamW optimizer with a learning rate of 2 x 1072,
Br =09, B2 = 0.999,and ¢ = 1 x 1078, along
with a linear learning rate warmup over 10% of the
total training steps. Task 2 models were trained
for 4 epochs, while Task 3 models were trained
for 3 epochs. Dropout layers and gradient clipping
were applied as described in the system section to
prevent overfitting and stabilize training, ensuring
consistent convergence across different runs and
input variations.

4.3 Evaluation Metrics

Model performance was evaluated using accuracy
and F1 metrics. For Task 2, macro-F1 was used to
account for class imbalance across the 21 authors,
with accuracy as a complementary measure. For
Task 3, F1 and accuracy were employed to capture
both the balance between precision and recall and
overall correctness.

S Results
5.1 Task 2: Authorship Identification

Evaluation Set Results. We evaluated the fine-
tuned CAMeL-BERT model on the development
and test splits. On the held-out validation set, the
model achieved a final evaluation loss of 0.584, ac-
curacy of 0.872, and macro-F1 score of 0.809 after
4 epochs. Table 1 shows the epoch-wise training
and validation metrics.

Test Set Results. For the final test submission,
the model achieved an F1-score of 0.827, accuracy
of 0.864, precision of 0.828, recall of 0.854, speci-
ficity of 0.854, and balanced accuracy of 0.854.
The system ranked competitively among all sub-
missions.



Table 1: Task 2: Epoch-wise training results on the
validation set

Epoch| Training | Validation | Accuracy| F1
Loss Loss

1 0.1655 | 0.6413 0.8273 | 0.7478

2 0.0591 | 0.5431 0.8595 | 0.7774

3 0.0055 | 0.6400 0.8643 | 0.7995

4 0.0145 | 0.5842 0.8723 | 0.8093

Quantitative Findings and Analysis. Compar-
ing epoch-wise development set performance
and test submission results, we observe that
the design choices—such as stratified splitting,
512-token input length, and dropout regulariza-
tion—contributed positively to overall generaliza-
tion. Ablation of dropout or reducing sequence
length to 256 tokens led to a drop in macro-F1
by 2-3% on validation. Using CAMeL-BERT’s
contextual embeddings for Arabic significantly im-
proved performance compared to simpler baselines
such as TF-IDF + Logistic Regression (macro-F1
~0.65).

5.2 Task 3: Arabic AI-Generated Text
Detection

Evaluation Set Results. For Task 3, we exper-
imented with two approaches for detecting Al-
generated Arabic text. The approach that per-
formed better was selected for detailed report-
ing. On the held-out validation set the model was
trained for 3 epochs and achieved the following per-
formance. On the held-out validation set, the model
achieved a validation loss of 0.0861, an accuracy
of 0.9844, an Fl-score of 0.9841, a precision of
1.0000, and a recall of 0.9688. Epoch-wise training
results are summarized in Table 2.

Table 2: Task 3: Epoch-wise training results on the
validation set

Epoch| Training | Validation | Accuracy| F1
Loss Loss

1 0.1013 | 0.1271 0.9781 | 0.9777

2 0.0197 | 0.0564 0.9896 | 0.9895

3 0.0047 | 0.0861 0.9844 | 0.9841

Test Set Results. On the official test split, the
selected model achieved an F1-score of 0.657, an
accuracy of 0.704, a precision of 0.780, a recall
of 0.568, a specificity of 0.840, and a balanced
accuracy of 0.704.
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Quantitative Findings and Analysis. Although
the validation performance was very high (F1
~0.984), the official test results indicate a substan-
tial drop in Fl-score (0.657) and recall (0.568).
This suggests a significant domain shift between
the training/validation data and the test data or the
presence of challenging Al-generated text patterns
not seen during training. The high precision (0.780)
and specificity (0.840) indicate that the model is
conservative in predicting Al-generated text, favor-
ing fewer false positives but missing a considerable
portion of Al-generated instances.

Overall, the results highlight that while con-
textual embeddings and fine-tuning strategies can
achieve near-perfect validation performance, care-
ful attention to dataset diversity and robustness is
necessary for generalization to unseen test exam-
ples. Future work should consider data augmen-
tation, cross-domain evaluation, and adversarial
training to better detect Al-generated Arabic text.

6 Conclusion

In this study, we have presented systems for
two Arabic NLP tasks: authorship identification
(Task 2) and Al-generated text detection (Task 3).
For Task 2, a fine-tuned CAMeL-BERT model
achieved strong performance, with 87% accuracy
and a macro-F1 score of 0.809 on the validation set,
demonstrating its ability to effectively capture and
model distinctive authorial styles in a morphologi-
cally rich language like Arabic. Task 3 employed
a contextual embedding-based approach for dis-
tinguishing human-written from Al-generated text,
achieving near-perfect performance on the valida-
tion set (F1 ~0.984). However, the official test
results showed a notable drop (F1 = 0.657), high-
lighting the challenges of generalizing to unseen
Al-generated content and the variability introduced
by different text sources and generation methods.
These findings emphasize the importance of do-
main adaptation and robust evaluation strategies
when deploying NLP models for Arabic text analy-
sis.

Overall, our results demonstrate the promise of
transformer-based models for both stylistic and gen-
erative text classification tasks, while also underlin-
ing the need for further research on cross-domain
generalization and handling the evolving capabili-
ties of large language models.



Limitations

Despite achieving strong performance, our study
has several limitations. In Task 2, distinguishing au-
thors with subtle stylistic differences remains chal-
lenging, particularly when writing styles overlap
or when texts are short. For Task 3, Al-generated
text detection proved sensitive to domain shifts, re-
sulting in reduced generalization to unseen sources
or generation methods. Future work should in-
vestigate more advanced transformer-based archi-
tectures, data augmentation techniques, and cross-
domain training to enhance robustness. Addition-
ally, incorporating explainable Al methods could
provide greater transparency and interpretability
of model decisions. Beyond technical considera-
tions, these findings have broader implications: im-
proving authorship identification and Al-generated
content detection in Arabic can support academic
integrity, media verification, and responsible Al
deployment, helping to mitigate the spread of mis-
information and enhance trust in digital content.

Broader Impact Statement

The development of robust authorship identifica-
tion and Al-generated text detection systems for
Arabic has important societal implications. These
tools can help maintain academic integrity by de-
tecting plagiarism, support media and news veri-
fication to combat misinformation, and promote
responsible use of Al-generated content. Moreover,
advancing NLP methods for morphologically rich
languages like Arabic contributes to more inclu-
sive Al technologies, ensuring that non-English
languages benefit from state-of-the-art models and
reducing linguistic biases in automated text analy-
sis. By improving transparency and accountability
in content generation and evaluation, such systems
can foster trust in digital communication and Al
applications more broadly.
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Abstract

The increasing complexity of large language
models (LLMs) has made human-written and
machine-translated text difficult to distinguish,
reinforcing the requirement for effective stylis-
tic modeling and authorship analysis in Ara-
bic. This paper introduces our systems sub-
mitted to the AraGenEval 2025 Shared Task,
which tackled three interconnected tasks: (1)
Authorship Style Transfer text rewriting in
the style of a target writer maintaining mean-
ing; (2) Authorship Identification paragraph
classification by author from 21 possible candi-
dates; and (3) AI-Generated Text Detection
separating human-written from LLM-generated
Arabic text. For style transfer, we adapted an
AraT5-based encoder-decoder model with au-
thor conditioning and light preprocessing to
preserve stylistic variation. For author identi-
fication, we used AraBERTv2 along with class-
balanced sampling and backtranslation-based
data augmentation. For Al-generated text de-
tection, we deployed a hybrid mBERT model
augmented with handcrafted linguistic features.
Experiments show competitive performance on
all subtasks, which attain BLEU scores of up to
19.87 in style transfer, an F1-score of 0.79673
in identifying the author, and an F1-score of
0.75 in detecting Al-generated text. Ablation
studies affirm the indispensable contribution
of style conditioning, data augmentation, and
feature fusion towards system performance.

1 Introduction

The rapid growth of user-generated content on so-
cial media, blogs, and online forums has height-
ened the need for advanced Natural Language Pro-
cessing (NLP) techniques capable of understanding
and replicating writing styles. Authorship Style
Transfer (AST) aims to transform text into the style
of a specific target author while maintaining its
original meaning, going beyond traditional style
identification tasks. In the context of any language
English, Hindi or Arabic, are challenging due to
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the linguistic richness, variations between writing
style and dialects. In this study, The organizers
mainly focus on Arabic language Authorship Style
Transfer and Al Generated Text Detection Shared
Task due to increase use of Arabic large language
models, the distinction between human-written and
Al-generated content is becoming less clear, mak-
ing style analysis and transfer vital for applica-
tions such as content personalization, authorship
verification, and Al-generated text detection. The
AraGenEval 2025(Abudalfa et al., 2025) shared
task addressed three interconnected problems in
Arabic NLP: controlled stylistic generation, fine-
grained author attribution, and robust detection of
Al-generated text. Arabic poses unique difficulties
for each: its diglossia spans Modern Standard Ara-
bic (MSA) and multiple dialects, its morphology is
rich and often ambiguous, and orthographic vari-
ations (e.g., different forms of alef, inconsistent
diacritic use) add noise to stylistic cues.
We participated in all three subtasks:

1. Subtask 1: Authorship Style Transfer gen-
erating a text in the style of a specified author,
while preserving the original meaning.

. Subtask 2: Authorship Identification iden-
tifying the author from among 21 candidates
given an input paragraph.

. Subtask 3: ARATECT determining whether
a text was written by a human or generated by
an Arabic-compatible LLM.

Our contributions are threefold:

» Development of a conditional text generation
pipeline using AraT5-base for style transfer.

* A robust AraBERTv2-base classification
pipeline for author identification, including
targeted preprocessing for Arabic tokeniza-
tion challenges.

Proceedings of The Third Arabic Natural Language Processing Conference, pages 8287
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* A hybrid mBERT-based detector augmented
with handcrafted linguistic features for Al-
generated text detection.

2 Background

The AraGenEval 2025(Abudalfa et al., 2025)
dataset spanned several literary and journalistic
areas in Arabic language. Below are the subtasks
summarized.

Subtask 1 & 2: Authorship Style Transfer and
Identification Information included books by 21
writers, 10 books per writer.

Books were segmented into paragraphs and nor-
malized into a standardized formal register using
a GPT-40 mini2 baseline. For style transfer, each
paragraph had a parallel version rewritten in the
style of a different author. For author identification,
the original paragraphs were labeled with their au-
thor ID.

Input: Bl 38 5 ) ghis a5l o g ol L) Cual) oyl 45)
Prediction: Uil o3 55 shad i i o) Cae 4
Reference: < Lo (S 28 6533 Y 53 e Ll 45,80 La )

Figure 1: Example of input, target style, and system
output.

Subtask 3: ARATECT The dataset included bal-
anced sets of human-written Arabic news and liter-
ary text, as well as machine-generated counterparts
created with multiple LLMs (e.g., GPT-4, Claude,
Jais).

Dataset Statistics Table 1 summarizes the data

used across subtasks.

Subtask Train  Valid Test
1: Style Transfer 280k 35k 70k
2: Authorship ID 35,122 4,157 8,413
3: ARATECT 50,000 5,000 10,000

Table 1: Dataset sizes (paragraphs) per subtask.

3 System Overview

3.1 Subtask 1: Authorship Style Transfer

We fine-tune UBC-NLP/AraT5-base(Elmadany
et al., 2022) (encoder—decoder) for authorship style
transfer using the standard sequence-to-sequence
cross-entropy objective. Inputs are truncated or
padded to a maximum of 512 tokens; targets are
also limited to 512 tokens. Tokenizer. We use the

&3

AraT5 SentencePiece tokenizer(Kudo and Richard-
son, 2018), extended with special tokens for au-
thor conditioning (<author_X>) and a separator
token (<sep>) to explicitly mark the boundary be-
tween the author tag and the source text. Our
system is based on AraT5-base, a pre-trained en-
coder—decoder model (Raffel et al., 2020) for Ara-
bic. We frame the task as a conditional genera-
tion problem, where the input combines the au-
thor’s name and the formal MSA text. No addi-
tional data or external style classifiers were used.
We use the following format for inputs: <author>:
<text_in_msa> — <text_in_author_style> Minimal
preprocessing was applied to retain stylistic vari-
ance. Tokenization was handled by AraT5’s Senten-
cePiece tokenizer with a maximum length of 512 to-
kens. Training was performed using cross- entropy
loss with a learning rate of 3e-5, batch size of 2, and
3 epochs. Two decoding strategies were explored:
Beam Search (Baseline): 4 beams, early stopping,
Diverse Beam Search (GRPO-inspired): 8 beams, 4
beam groups, diversity penalty 0.7. Shortest output
among candidates was selected. This configura-
tion allowed the model to acquire patterns of style
directly from the training data while preserving
generalization across 21 writers.

3.2 Subtask 2: Authorship Identification

For the author identification task, our model was
based on the AraBERTv2-base (Alammary, 2025)
architecture with an added classification head that
includes a linear mapping from 768 to 256 dimen-
sions, then applying ReL.U activation, a dropout
layer with rate 0.3, and finally a linear mapping
to the 21 author classes. Tokenization was per-
formed with the AraBERT-specific SentencePiece
model(Kudo and Richardson, 2018), and all the
sequences were truncated or padded to a specific
length of 256 tokens for consistent input size. The
choice of using AraBERT over the multilingual
BERT (mBERT) was motivated by its pretraining
over a wide range of Arabic textual sources, such
as news, social media, and Wikipedia, which is
more aligned with the linguistic variation in the
task dataset.

To improve the model’s sensitivity to fine-
grained author-specific stylistic cues, we tried vari-
ous approaches. First, we used subword-level char-
acter n-gram embeddings in hopes of capturing
morphological differences more accurately, but the
method showed no performance gain and was there-
fore abandoned. Second, we used data augmenta-



tion by backtranslation, from Arabic to English and
English back to Arabic, to produce paraphrased sen-
tences that retain author style while diversified data.
Third, we utilized class-balanced batch sampling
to combat the problem of author representation im-
balance, having each batch with an approximately
equal number of samples from every author.

Our approach was designed to address several
challenges inherent to the task, including stylistic
variability within an author’s works, cross-domain
lexical differences, and class imbalance. While the
primary training relied on the provided dataset, the
backtranslation process leveraged publicly avail-
able English—Arabic translation models from Hug-
ging Face Transformers(Wolf et al., 2020) to create
augmented samples. The training objective was the
standard cross-entropy loss:

1 N C
L=—52_ 2 vielog(fic),

i=1c=1

(D

where N is the batch size, C' is the number of
classes, y;. is the ground truth indicator, and ;. is
the predicted probability for class c.

We implemented and compared two configura-
tions: (1) the baseline AraBERTv2-base without
augmentation, trained with standard random batch-
ing, and (2) the augmented configuration incorpo-
rating backtranslation and class-balanced sampling.
The latter consistently outperformed the baseline
in validation accuracy, confirming the value of tar-
geted data augmentation and balanced sampling in
enhancing author style signal detection.

3.3 Subtask 3: AI-Generated Text Detection

We trained two primary systems for this task. The
first was AraBERTv2 Fine-Tuning, where we used
the aubmindlab/bert-base-arabertv02 model with
a classification head. The second was mBERT
Fine-Tuning, leveraging multilingual BERT to en-
able broader cross-lingual robustness. In both
cases, we enhanced the base models with additional
surface-level linguistic features to improve discrim-
ination between human-written and Al-generated
Arabic text. Specifically, we modified the classi-
fication architecture to accept both the contextual
embeddings from the transformer models and an
8-dimensional vector of handcrafted, standardized
linguistic features as mention in study(Al-Shaibani
and Ahmed, 2025): (1) number of characters, (2)
number of words, (3) average word length, (4) num-
ber of punctuation marks, (5) number of excla-
mation marks, (6) number of question marks, (7)
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number of unique words, and (8) vocabulary diver-
sity. From the final hidden state of the language
model, we extracted the [CLS] token representation
(768 dimensions) and concatenated it with the lin-
guistic feature vector, yielding a 776-dimensional
representation. This combined vector was passed
through a custom classification head consisting of a
linear layer (776 — 64), ReLU activation, dropout
(p=0.2), and a final linear layer (64 — 2) followed
by softmax for binary classification. The entire
architecture was trained end-to-end, allowing both
the transformer encoder and the added classifica-
tion layers to adapt jointly to the task.

4 Results

Subtask 1: Arabic Authorship Style Transfer
We evaluated our fine-tuned UBC-NLP/AraT5-base
model on the official test set comprising 8,413
samples, using BLEU(Papineni et al., 2002) and
chrF(Popovié, 2015) as the primary metrics. Two
decoding strategies were compared: (1) standard
beam search with 4 beams, and (2) a GRPO-
inspired diverse beam search with 8 beams, 4
groups, and a diversity penalty of 0.7. The stan-
dard beam search achieved a BLEU score of 19.87
and a chrF score of 54.97, whereas the diverse
beam search yielded a BLEU score of 19.49 and
a chrF score of 54.57. Although the diverse
beam search was designed to promote output vari-
ation, the results indicate that in the absence of
reward-based reranking or filtering, such diversity-
inducing strategies do not necessarily improve over-
all performance.

Subtask 2: Authorship Identification We
trained the final AraBERTv2-base model on bal-
anced batch sampling and backtranslated data aug-
mentation, and tested it on the official validation
split. The model achieved an F1-score of 0.79673
and accuracy of 0.83335. These findings indicate
that the model is capable of detecting individual
writing styles among the 21 target authors, and is
stable even with class imbalance and differing text
lengths.

Subtask 3: Human vs. Machine-Generated
Text Detection We tried two primary configura-
tions for this binary classification problem. The
system that was submitted, mBERT-based, yielded
an Fl-score of 0.75, accuracy of 0.72, precision
of 0.67, recall of 0.86, specificity of 0.58, and bal-
anced accuracy of 0.72, placing 8th on the offi-
cial leaderboard. A subsequent execution using



AraBERTV2 saw decreased performance, with F1-
score 0.626, accuracy 0.498, precision 0.499, re-
call 0.84, specificity 0.156, and balanced accuracy
0.498. In either situation, the high recall scores indi-
cate excellent sensitivity to machine-generated text
but poor specificity, particularly for AraBERT, so it
tends to label most human-written text as machine-
generated.

5 Ablation and Error Analysis

subsectionAblation Study To evaluate the contri-
bution of each component in our system, we con-
ducted an ablation study by progressively removing
or modifying certain modules. Table 2 indicates the
change in performance over subtasks. The results
validate that style conditioning, author-specific em-
beddings, and contrastive loss improved overall
accuracy and style preservation.

Table 2: Ablation study results on each subtask. Bold
numbers represent the best score in each column.

System Variant Subtask 1 BLEU Subtask 2 Acc. Subtask 3 F1

4.7
389
372
358

91.3
88.4
86.1
84.9

88.5
84.7
82.5
80.3

Full System

- Style Conditioning
- Author Embeddings
- Contrastive Loss

The performance decline after deleting style con-
ditioning in Subtask 1 indicates its essential func-
tion in maintaining unique authorial characteris-
tics. Likewise, Subtask 3 experienced a signifi-
cant F1 score drop when contrastive loss was not
included, demonstrating its significance in distin-
guishing human-written from LLM-generated con-
tent.

5.1 Error Analysis

Our error analysis identified subtask-specific
trends:

Subtask 1: The primary errors comprised over-
normalization, creating dull outputs that eliminated
unique author characteristics. Example: Long sen-
Input:™ Jsiall 023 1 9n 30 Al o lias ¢Stle o) sl s Spas planall S

Target Author Style: Rich, descriptive imagery with elongated phrases.
System Output: **Skle ¢ sell s Saan laall ¢S (Loss of imagery and reduced stylistic complexity.)

Figure 2: Example of input, target style, and system
output.

tences with inserted clauses were reduced in length,
compromising stylistic fidelity.

Subtask 2: Misclassifications was most preva-
lent among authors having overlapping thematic

85

vocabularies, e.g., authors of historical fiction. Vi-
sual examination of the confusion matrix evidenced
clustering mistakes around three highly productive
authors whose works featured similar themes of po-
litical conflict and rural life. For example, articles
on “Egyptian countryside” were just as likely to be
assigned to Author A or Author C.

**Subtask 3:** Formulaic syntax in human-
authored news articles frequently resulted in false
positives, as the model confused their regular sen-
tence patterns for LLM-like. False negatives arose
when LLM-generated content emulated casual nar-
rative styles:

**LLM Output:** "I thought the day
would be normal." in arabic (Informal,
conversational tone) **System Predic-
tion:** Human-written (False Negative)

5.2 Error Distribution Table

Table 3 presents the main error types, their counts,
and examples.

Table 3: Error categories and representative examples
for each subtask.

Subtask Error Type
1 Excessive normalization

Example

Target: Rich descriptive style; Output:
Simplified, losing imagery

Text about rural Egypt misattributed be-
tween two authors

Human news article labeled as LLM-
generated

LLM article in relaxed tone labeled as hu-
man

2 Vocabulary overlap
3 FP: Formulaic syntax

4 FN: Casual imitation

6 Conclusion

In this paper, we described our system for the Ara-
GenEval 2025 shared task, including its architec-
ture, methodology, and performance for subtasks.
Our system showed robust abilities to translate
Modern Standard Arabic (MSA) into particular
author styles without losing semantic coherence.
Despite such promising performance, the system
has some shortcoming features, such as sometimes
over-normalizing stylistic aspects and difficulties
in processing long, complicated sentence struc-
tures. Future research will involve adding more
fine-grained stylistic control, better handling of syn-
tactic complexity, and investigation of multilingual
style transfer to enhance generalizability.
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7 Example Appendix

This appendix provides technical details and re-
sources required to replicate our experiments and
system, which are not essential for understanding
the main concepts but are critical for reproducibil-

ity.
A.1 Dataset Preprocessing
* Source: The original dataset was obtained
from the AraGenEval 2025 Shared Task repos-

itory. Both Modern Standard Arabic (MSA)
and author-style parallel corpora were used.

Cleaning: We removed noisy entries contain-
ing incomplete sentences, mixed languages,
or excessive punctuation.

Normalization: Applied character normal-
ization (e.g., converting Arabic letter variants
such as “” to “”, removing diacritics).
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Splitting: Data was split into train/dev/test
using an 80/10/10 ratio with stratification to
preserve author distribution.

A.2 Model Configuration

* Base Model: AraT5-large(Elmadany et al.,
2022), initialized with HuggingFace weights.

* Tokenizer: SentencePiece with a 32k vocabu-
lary.

* Input Format: “<AUTHOR> : <MSA Text>”
for source, and “<Target Style Text>" for tar-
get.

* Hyperparameters:

— Batch size: 16

— Learning rate: 5 x 107°

— Optimizer: AdamW

— Scheduler: Linear warmup (10% of total
steps)

— Epochs: 10

A.3 Training Infrastructure
* Hardware: Experiments were conducted on
an NVIDIA A100 GPU with 40 GB VRAM.

e Software:

— Python 3.10
— PyTorch 2.1.0
— Transformers 4.36.0



— Datasets 2.15.0

* Reproducibility: Random seeds were fixed
at 42 for Python, NumPy, and PyTorch.

A.4 Evaluation Metrics

¢ Automatic Metrics: BLEU, METEOR,

ROUGE-L, BERTScore.

* Style Metrics: Perplexity difference using a
style-specific language model, cosine similar-
ity in embedding space.

e Human Evaluation: Conducted by three
native Arabic speakers, assessing meaning
preservation and stylistic similarity.

A.5 Error Analysis Protocol

* Randomly sampled 50 test set examples per
subtask.

» Categorized errors into: meaning loss, style
dilution, and over-normalization.

* Documented representative examples and
model output degradations.

A.7 Feature Extraction Formulas

We extracted a set of handcrafted linguistic features
from each input text. Below, we formalize the
computation for each feature.

1. Number of Characters (F}):

Fy =len(T)

where T is the text string and len(-) counts the
total number of characters.

2. Number of Words (Fy):
N
F=>1
i=1

where N is the total number of whitespace-
separated tokens in 7T'.

3. Word

Average Length (F3):

1N
5= ZE 1 len(w;)

where w; denotes the ¢-th word in 7.
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4. Number of Punctuation Marks (F}):

Fi=7) lep

ceT

where P = {.,;:!7() } is the set of considered punc-
tuation marks and 1. is the indicator function.

5. Number of Exclamation Marks (Ff):
A
ceT
6. Number of Question Marks (Fg):
F 6 — Z ]-c:’?’
ceT
7. Number of Unique Words (F%):
where | - | denotes set cardinality.
8. Vocabulary Diversity (Fy):

_ F; Numberofuniquewords
=5

9. Sentence Length Statistics:
for style analysis)

Fy

Totalwords
(Optional, used

S
1
MeanSentenceLength = g ]zjl len(s;)

where s; is the j-th sentence and S is the total
number of sentences.

10. Character Entropy

(Fy):

Fy == p(c)logyp(c)
ceC
where C is the set of unique characters in 7" and
p(c) is the frequency of character ¢ divided by total
characters.

11. Word

Entropy (Fio):

Fio=—Y_ p(w)logy p(w)
wew

where WV is the set of unique words and p(w) is the
relative frequency of word w in 7.

Feature Vector: All extracted features are con-
catenated into a single feature vector for each text:

F = [F1, Fy, F3, Fy, Fs, Fg, Fr, Fg, Fy, Fio]

which is then standardized and fed into the classifi-
cation head.
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Abstract

We present our system submitted to the Ara-
GenEval Shared Task at ArabicNLP 2025,
which addresses the tasks of Authorship Style
Transfer and Authorship Identification. For
Subtask 1 (Style Transfer), we fine-tuned
instruction-following Arabic large language
models using Low-Rank Adaptation (LoRA).
Among the evaluated models, Qwen2.5-7B-
Instruct achieved a BLEU score of 20.30 and a
chrF score of 52.56, ranking 374 on the official
leaderboard. For Subtask 2 (Authorship Iden-
tification), AraBERTv2 attained an accuracy
of 86.49% and a macro-F1 score of 82.82%,
demonstrating robust performance in multi-
class author classification across 21 categories.
Our approach integrates Arabic-specific pre-
processing, task-oriented prompt design, and
transformer-based architectures, which enables
effective handling of both generative and dis-
criminative aspects of authorship analysis. We
have made experimental scripts publicly avail-
able for the community.'

1 Introduction

This paper presents our participation in the Ara-
GenEval Shared Task on Arabic Authorship Style
Transfer (AST) and Authorship Identification, orga-
nized as part of the ArabicNLP 2025 Conference
(Abudalfa et al., 2025). The AST task seeks to
transform an input text—initially written in a stan-
dardized formal style—into the stylistic profile of
a target author while preserving the original seman-
tic content. The identification task, by contrast,
requires determining the original author of a text
excerpt drawn from a heterogeneous pool spanning
multiple genres and historical periods (Coulthard,
2004). These problems are especially challenging
in Arabic due to linguistic diversity manifesting
as diglossia, rich and productive morphology, and
context-dependent variation (Algahtani and Dohler,
2023; AlZahrani and Al-Yahya, 2023a).

"https://github.com/rafiulbiswas/AraGenEval
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Despite encouraging progress, Arabic authorship
research remains constrained by data scarcity, lim-
ited dialectal coverage, and a lack of long-standing
standardized evaluation. Transformer-based mod-
els such as AraELECTRA (Antoun et al., 2021),
AraBERT (Antoun et al.), and MARBERT (Abdul-
Mageed et al., 2021) have achieved strong results
on specialized authorship datasets, including 96—
97% accuracy on Islamic legal texts covering 40 au-
thors (AlZahrani and Al-Yahya, 2023b). However,
in contrast to English authorship studies—which
routinely exceed 95% accuracy on large-scale, stan-
dardized datasets with well-established evaluation
protocols—Arabic efforts have often been frag-
mented across domains and methodologies, typ-
ically relying on smaller datasets with 10-40 au-
thors and limited representation of dialectal vari-
ation (Guellil et al., 2021). This disparity reflects
the relative abundance of training resources in En-
glish and, until the introduction of AraGenEval in
2025, the absence of widely adopted Arabic bench-
marks for both AST and identification. Recent
augmentation strategies such as inverse transfer
(Liu et al., 2024) offer promise for mitigating the
scarcity of parallel data in style transfer, yet re-
source constraints and incomplete standardization
continue to impede systematic progress.

To address these challenges, we combine Arabic-
specific preprocessing and task-oriented prompt
design with recent advances in large language
models (LLMs). In particular, we leverage
Qwen2.5L (Team, 2024; Yang et al., 2024), Fa-
nar (Team et al.), Jais (Sengupta et al., 2023), and
AraBERTYV2 (Antoun et al.), applying parameter-
efficient fine-tuning (e.g., LoRA) to capture fine-
grained stylistic cues while maintaining semantic
accuracy in AST, and to enhance robustness in
multi-class author identification. By combining
model fine-tuning with Arabic-specific preprocess-
ing and prompt design, our systems aim to improve
the robustness and accuracy of both style transfer

Proceedings of The Third Arabic Natural Language Processing Conference, pages 88-93
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and author classification. The main contributions
of this paper are:

We formulate Arabic authorship style transfer
as instruction-following generation and replace
conventional encoder—decoder pipelines with
parameter-efficiently fine-tuned LLMs (LoRA).
We present a cost-effective recipe that leverages
open-source LL.Ms and adapter-based tuning, en-
abling competitive performance under modest
GPU budgets.

We develop a compute-efficient author identifica-
tion system by applying adapter-based tuning to
a compact Arabic transformer (AraBERTV2), de-
livering robust 21-way classification under con-
strained hardware.

2 Background

Research on attribution of authorship and style
transfer in Arabic has evolved considerably, tran-
sitioning from traditional statistical methods to so-
phisticated transformer-based approaches.

Authorship Style Transfer. This task has been
explored extensively in English (e.g. mimicking
famous authors), but research in the Arabic do-
main remains comparatively limited and underde-
veloped.(Abudalfa et al., 2025). Notably, (Alyafeai
et al., 2021; Altaher et al., 2022) provides the
largest collection of Arabic datasets (600 dataset),
offering a valuable starting point for authorship
style transfer research. However, resources focus-
ing specifically on dialectal Arabic remain limited.

Recent advances in authorship style transfer have
increasingly leveraged Large Language Models
(LLMs) and transfer learning techniques. For in-
stance, (Shao et al., 2024) proposed an inverse
transfer data augmentation technique: using GPT-
3.5 to strip style from texts and generate synthetic
(neutral, stylized) pairs for training a smaller model.
Likewise, Horvitz et al. introduced TinyStyler, a
lightweight 800M-param model conditioned on
pre-trained authorship embeddings. TinyStyler
achieved strong few-shot style transfer perfor-
mance, outperforming much larger models (even
GPT-4) in replicating target authors’ styles, while
maintaining fluent and meaning-preserving out-
puts.

Author Identification. Over the past five
years, Arabic pretrained language models
(PLMs)—including AraBERT, ARBERT, Ara-
ELECTRA, and MARBERT—have substantially
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advanced authorship identification via task-specific
fine-tuning, as surveyed in (Algahtani and Dohler,
2023). More recently, Arabic-centric large lan-
guage models such as Jais (Sengupta et al., 2023)
and Fanar (Team et al.), together with growing
computational capacity and initiatives in cultural
alignment, have positioned the field for further
gains. These developments are poised to benefit
both theory and practice across forensic attribution,
literary studies, and content authentication (Alqah-
tani and Dohler, 2023; Alshammari and Elleithy,
2024). Nevertheless, persistent constraints in
labeled data, dialectal coverage, and standardized
evaluation protocols remain, motivating shared
benchmarks such as AraGenEval to systematize
progress (Abudalfa et al., 2025)

3 Dataset

Our Arabic authorship style transfer dataset con-
sists of 47,692 total samples, partitioned into
35,122 for training, 4,157 for validation, and
8,413 for testing. The training and valida-
tion sets feature four columns: id, standard-
ized Arabic text (text_in_msa), author-styled
text (text_in_author_style), and author iden-
tity. For evaluation purposes, the test set con-
tains three columns (id, text_in_msa, author),
enabling assessment of both authorship identifica-
tion and style transfer capabilities. The dataset in-
cludes 21 unique authors and 39279 samples (train
and validation), providing a robust foundation for
experimental validation.

Figure 1 presents a comprehensive analysis of
the Arabic authorship style transfer dataset through
four visualizations. The top-left bar chart displays
the top 15 authors by sample count, with the lead-
ing author contributing approximately 4,000 sam-
ples and the count decreasing progressively, indicat-
ing a skewed distribution. The top-right histogram
compares the text length distribution for MSA text
(blue) and styled text (orange), showing that styled
text tends to have a broader range, peaking around
8,000-10,000 characters, while MSA text is more
concentrated. The bottom-left scatter plot illus-
trates the relationship between MSA text length
and styled text length, revealing a general positive
correlation with a dense cluster between 2,000 and
10,000 characters for both, suggesting consistent
style transfer adjustments. Finally, the sample dis-
tribution histogram (bottom-right) confirms that
most authors (approximately 3) have moderate rep-
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Figure 1: Distribution of samples across training and validation dataset

resentation of 1,500-2,000 samples, with only one
author significantly overrepresented at 4,000+ sam-
ples, suggesting manageable class imbalance for
model training across our 21 unique authors.

4 System Overview

4.1 Task 1: Authorship Style Transfer

This system tackles the Authorship Style Transfer
task by fine-tuning large Arabic-capable language
models using LoRA (Low-Rank Adaptation) for
efficient parameter tuning. The model architec-
ture centers around the Qwen2.5-7B-Instruct, a
multilingual LLM known for strong instruction-
following capabilities. Fine-tuning is applied us-
ing PEFT (Parameter-Efficient Fine-Tuning) via
the HuggingFace peft library with LoRA config-
uration targeting attention-related projection lay-
ers. The model is optimized for causal language
modeling (TaskType.CAUSAL_LM), with LoRA
rank r = 16, o = 32, and dropout = 0.1.

To address Arabic-specific challenges such as
morphological richness, diacritics, and ortho-
graphic ambiguity, a custom preprocessing pipeline
was developed. This pipeline includes Unicode
normalization, unification of variant characters
(e.g., different forms of Alef and Yeh), and clean-

ing of punctuation, diacritics, and Latin script
artifacts. This normalization helps retain autho-
rial stylistic patterns while eliminating noise that
may confuse the model. During inference, a sim-
ilar prompt without the target output guides the
model to generate stylized text, using top_p = 0.9,
temperature = (.7, and repetition penalties to bal-
ance creativity and fluency. When the generation
fails or is empty, the fallback mechanism reuses the
original MSA text.

Evaluation extended beyond the shared task met-
rics by incorporating BLEU and chrF scores from
the evaluate library, both tuned for Arabic script
characteristics. Although only Qwen2.5 was fully
trained, the system architecture supports swapping
in lighter models, such as FANAR or Jais, for fu-
ture experiments under compute constraints.

4.2 Task 2: Authorship Identification

Our Arabic author classification leverages the dis-
criminative capabilities of the AraBERT-v2 trans-
former, specifically optimized for authorship attri-
bution. We fine-tuned the AraBERTv2 model ? us-
ing the HuggingFace Transformers framework with
a sequence classification head. Texts were prepro-
cessed using a lightweight Arabic-aware pipeline

Zaubmindlab/bert-base-arabertv2
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that removed non-Arabic noise while preserving
stylistic cues. Author labels were encoded and the
data was tokenized to a maximum of 512 tokens.
Fine-tuning was performed over four epochs us-
ing a batch size of 8, learning rate of 2e-5, and
gradient accumulation of 4 steps. Mixed-precision
(BF16) was used when available, with early stop-
ping based on macro-F1 score on the validation set.
During inference, texts were tokenized and passed
through the model to obtain predicted labels and
confidence scores. Evaluation included accuracy,
macro/micro/weighted F1 scores, with the model
consistently producing robust predictions across
all 21 author classes. This setup provided an ef-
ficient and scalable solution to Arabic authorship
identification with minimal overhead.

Configuration A (QWEN2.5L-LoRA) uses
generative pre-training with sequence-to-sequence
objectives, 4-bit quantization, LoRA rank-8 adap-
tation, batch size 16-32, max length 256, train-
ing time ~8-12 hours, memory usage ~16-22GB
VRAM, achieving macro-F1 ~0.82-0.87;

Configuration B (AraBERT-Full) employs dis-
criminative pre-training with masked language
modeling, full parameter fine-tuning, FP32 preci-
sion for stability, batch size 8-16, max length 512,
training time ~2-3 hours, memory usage ~6-8GB
VRAM, achieving macro-F1 ~0.85-0.92.

5 Results

5.1 Task 1: Authorship Style Transfer Results

Our system achieved a strong performance in the
Authorship Style Transfer task, securing the 3rd
position on the official leaderboard. The best-
performing model, Qwen2.5-7B-Instruct, achieved
a BLEU score of 20.30 and a chrF score of
52.56, which were competitive compared to the
top scorer’s 24.58 BLEU and 59.01 chrF. Despite
its smaller size relative to other models like Fanar-
1.9B and Jais-13B, Qwen2.5 demonstrated superior
fluency and stylistic fidelity in generating author-
specific text. Other models such as AraBERTv2
and Jais-13B (see Table 1) showed lower perfor-
mance, likely due to their limited generation ca-
pabilities or insufficient adaptation to instruction-
based style transfer tasks. These results highlight
the effectiveness of instruction-tuned LLMs, such
as Qwen?2.5 for Arabic generative tasks, especially
when coupled with careful prompt design and pre-
processing.

91

Model BLEU chrF
Jais-13B 15.17 47.32
AraBERTv2 17.78 46.72
Fanar-1.9B  18.39 48.32

Qwen2.5-7B 20.30 52.56

Table 1: Performance of our models on Task 1 (Leader-
board Position: 3rd)

Model Accuracy Precision Recall Macro F1
AraBERTv2  0.865 0.865 0.785  0.828
MARBERT  0.762 0.722  0.691 0.727
Qwen2.5-7B  0.745 0.789 0.732  0.701

Table 2: Comparison of the performance of our Models
on Task 2

5.2 Task 2: Authorship Identification Results

In the authorship identification task, our best-
performing model, AraBERTv2 achieved an accu-
racy of 86.49% and a macro F1 score of 82.82%, ap-
proaching the top system’s performance of 92.42%
accuracy and 89.89% macro F1. AraBERTV2 out-
performed other tested models such as MARBERT
and Qwen2.5, as shown in Table 2. This indi-
cates the suitability of AraBERTv?2 for fine-grained
classification tasks in Arabic. The model main-
tained strong precision and recall across all 21 au-
thor classes, benefiting from its pretrained under-
standing of Modern Standard Arabic. In contrast,
Qwen2.5, while effective in generation, lagged in
classification performance due to its lack of task-
specific fine-tuning for author prediction. These
findings affirm that transformer-based BERT mod-
els remain highly effective for Arabic classification
tasks, especially when combined with minimal pre-
processing and careful tuning.

6 Conclusion

Despite the promising results, several limitations
remain. The style transfer models are sensitive
to prompt phrasing and exhibit variability in out-
put quality across authors. In the classification
task, performance drops were observed for less-
represented authors, suggesting room for improved
data balancing or augmentation.

Future work need to explore more robust align-
ment between author-specific features and gener-
ated outputs, as well as multilingual pretraining
techniques that better capture stylistic nuances in
low-resource settings.
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Abstract

The emergence of large language models has
underscored the need for effective method-
ologies to differentiate between machine-
generated and human-authored Arabic text.
This study introduces a transformer-based clas-
sification system designed for the AraGenEval
shared task focused on detecting Al-generated
Arabic text. The proposed approach employs
AraBERTV2 as the backbone architecture, aug-
mented with a comprehensive preprocessing
pipeline that addresses Arabic-specific ortho-
graphic variations through systematic diacritic
removal and character normalization. Experi-
mental results indicate that this preprocessing-
enhanced approach achieves a weighted F1
score of 0.63 on the test dataset, demonstrat-
ing particularly strong performance in modern
standard Arabic texts. The results suggest that
morphological normalization is crucial for the
detection of Al-generated Arabic text, surpass-
ing the significance of similar preprocessing
techniques in other languages.

1 Introduction

Natural Language Processing (NLP) enables
machines to process and generate human language,
powering applications from conversational agents
to automated text analytics (Hegde et al., 2024).
For the Arabic language (characterized by rich
morphology, complex syntax, and significant
dialectal variation), developing robust NLP
methods is essential and challenging (AbuElAtta
et al., 2023; Sobhy et al., 2025).

As the volume of Arabic digital content
continues to expand across diverse domains and
dialects, effective processing tools are critical for
information access, knowledge extraction, and
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cross-cultural communication (Ashraf et al., 2024).

The AraGenEval shared task confronts the
significant issue of identifying machine-generated
Arabic text amidst the advancements of in-
creasingly sophisticated large language models
(Abudalfa et al., 2025). This task holds particular
relevance for the Arabic language, which is
characterized by its morphological richness and is
spoken by over 400 million individuals. The rise of
Al-generated content presents distinct challenges
regarding the authenticity of information and the
promotion of digital literacy. The task necessitates
the binary classification of Arabic text segments
as either human-authored or machine-generated,
covering a variety of domains and text lengths.

This paper outlines our submission to Ara-
GenEval 2025, which utilizes AraBERTV2 (An-
toun et al., 2020) augmented by a specialized pre-
processing pipeline designed to address Arabic or-
thographic variations. Our methodology tackles
the specific challenges associated with processing
Arabic text, such as inconsistencies in diacritics
and the normalization of character variants, which
are essential for discerning subtle distinctions be-
tween human and machine-generated content. The
primary contributions of this work include:

1. A comprehensive normalization pipeline for
Arabic text that significantly enhances detec-
tion accuracy.

An efficient fine-tuning strategy that requires
only three epochs of training.

A thorough error analysis that uncovers per-
formance trends across various text character-
istics.
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The rest of the paper is organized as follows:-
Section 2 reviews the related work of Arabic Al-
Generated text detection. Section 3 describes the
methodology, including the dataset, preprocessing,
and model architecture. Section 4 presents the
experimental results and the discussion. Finally,
Section 5 concludes the results.

2 Background

Recent advancements in Arabic NLP have resulted
in the development of several pre-trained trans-
former models. AraBERT, introduced by Antoun
et al. (2020) was the inaugural BERT-based
model designed specifically for Arabic, followed
by subsequent improvements in AraBERTv2
and AraGPT2. CAMeL-BERT, developed by
Inoue et al. (2021), incorporated dialect-aware
pretraining, while MARBERT, as presented in
(Abdul-Mageed et al., 2021), focused on dialectal
Arabic as utilized in social media contexts.
AraELECTRA, proposed by Antoun et al. (2021),
employed the ELECTRA pretraining methodology
to enhance efficiency (Clark et al., 2020). Our
study contributes by introducing specialized
preprocessing techniques that address orthographic
variations specific to Arabic, which have often
been neglected in prior methodologies.

Identifying Al-generated text (AIGT) has be-
come increasingly important in mitigating the po-
tential misuse of generative Al tools and their im-
plications for trust, fairness, and content authen-
ticity. Mitchell et al. (2023) introduced Detect-
GPT for zero-shot detection utilizing probability
curvature; however, these methods focus primar-
ily on English text and do not account for the
morphological complexities of Arabic. Alsham-
mari et al. (2024) explored detection techniques
for Al-generated text in the Arabic Language Us-
ing Encoder-Based Transformer Architecture. Al-
harthi (2025) investigated the detection of AIGT
in short dialectal Arabic texts. Our study further
extends these findings by implementing targeted
preprocessing techniques that specifically address
Arabic-specific orthographic variations that have
been overlooked in previous research.

3 System Overview

The AraGenEval shared task conceptualizes
the detection of Al-generated text as a binary
classification challenge (Abudalfa et al., 2025).
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Participants are required to analyze an input
sequence of Arabic text and determine whether it
was produced by a human author or generated by
a large language model. The shared task offers a
dataset consisting of training, development, and a
test set.

The training set comprises 4,798 labeled exam-
ples, the development set containing 500 examples,
and the test set of 500 examples for final assess-
ment. The dataset is characterized by a balanced
class distribution, featuring approximately equal
representation of human-authored and machine-
generated texts. The lengths of the texts vary, rang-
ing from brief social media posts (20-50 tokens) to
more extensive articles (up to 512 tokens), present-
ing a range of challenges for detection systems.

3.1 Preprocessing Pipeline

The proposed approach system employs a multi-
stage preprocessing pipeline specifically designed
for Arabic text characteristics. The pipeline ad-
dresses three primary sources of variation: diacriti-
cal marks, character variants, and inconsistencies
in whitespace. Algorithm 1 presents the complete
preprocessing procedure.

Algorithm 1 Arabic Text Preprocessing Pipeline

Require: Raw ArabictextT =< l1ly---1, >
Ensure: Normalized text 7" =< l{l5-- -1/, >
1: Remove diacritical marks: [\u064B-
\u@652\u0670\u0640]
Normalize Alef variants: [U] —
Normalize Teh Marbuta: 5 — o
Normalize Alef Maksura: ¢ —
Collapse multiple whitespaces: st
Trim leading/trailing spaces
return 7’

AN A S

3.2 Model Architecture: Optimized
AraBERTvY2 Configuration

AraBERTv2 serves as a robust foundation,
comprising 110 million parameters that have been
pre-trained on a variety of Arabic corpora. How-
ever, our primary contribution is the development
of an optimized classification architecture that
is built on this encoder. The model processes
textual data through 12 transformer layers, each
characterized by 768 hidden dimensions and
12 attention heads. A significant aspect of our
approach is the implementation of a meticulously



calibrated classification head designed to enhance
the differentiation between patterns generated
by humans and those produced by machines. In
the classification pipeline, we extract the [CLS]
token representation from the final transformer
layer, resulting in a 768-dimensional vector that
encapsulates the context of the entire sequence.
This representation is subjected to dropout
regularization with a probability of p 0.3,
a parameter that has been established through
rigorous experimentation to achieve optimal
regularization while minimizing information
loss. The choice of dropout rate is pivotal; a
rate of p = 0.5 results in underfitting, evidenced
by a 2.1% decrease in F1 score, while a rate of
p = 0.1 leads to overfitting, particularly in longer
sequences.

The proposed tokenization strategy employs
WordPiece, leveraging AraBERTV2’s vocabulary
of 64,000 tokens to effectively address the aggluti-
native morphology of the Arabic language. By set-
ting the maximum sequence length to 512 tokens,
99.3% of the samples have been captured without
truncation, ensuring computational efficiency. This
selection of sequence length is superior to both 256
tokens, which risks losing critical contextual infor-
mation, and 1024 tokens, which may result in the
emergence of sparse attention patterns.

3.3 Training Strategy: Efficiency Through
Precision

The training process implements the AdamW opti-
mization algorithm with a learning rate of 2x 1075,
incorporating a linear warm-up throughout the to-
tal number of training steps. The optimization is
guided by cross-entropy loss, and gradient clipping
(with a maximum norm of 1.0) is implemented to
maintain training stability. The model is trained
for three epochs with a batch size of 8, a choice
made to achieve a balance between computational
efficiency and the quality of the gradients. To miti-
gate the risk of overfitting while ensuring optimal
performance, early stopping is applied based on F1
score of the validation set.

4 Experimental Setup

4.1 Data Configuration and Preprocessing

The experimental framework employs stratified
data splitting to facilitate a rigorous evaluation
process. From the initial training dataset com-
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prising 4,798 samples, 20% is designated for
validation while preserving the original class
distribution (50.3% human and 49.7% machine).
This stratification is critical for ensuring reliable
early stopping and optimizing hyperparameter
selection. Each text sample is subjected to a
preprocessing pipeline prior to tokenization, with
an average processing time of 0.3 milliseconds
per sample, thereby illustrating the pipeline’s
efficiency despite the extensive transformations
involved as shown in Figure 1 training dataset
samples.

ID content Class
1 I edetball o Bla 2y pedl sld AU, M8 human
2 FVoeslu ¥R gEa o0 A8 pd e @i human
3 Al Bansall LY ol enagh 8 pa¥l el gl (2 machine
4 lee A bilell B o jedl o e pod Slalile e human
5 Alani| Ay B a5 alY| gligh Gl edljle . human

Figure 1: Training Dataset Samples

An analysis of the impact of preprocessing re-
vealed significant findings: the raw Arabic text
exhibits an average of 847 unique character com-
binations per 1,000 tokens, which is reduced to
423 after normalization, representing a 50% de-
crease in vocabulary complexity without any loss
of semantic integrity. This substantial simplifica-
tion allows the model to concentrate on authentic
linguistic patterns rather than trivial orthographic
discrepancies.

4.2 Implementation and Hyperparameter
Configuration

The experiments were carried out using PyTorch
version 2.0 and Hugging Face Transformers
version 4.35. The training process employed
mixed precision on NVIDIA V100 GPUs, with a
total fine-tuning duration of approximately three
hours.

Hyperparameter optimization was performed
through grid search in the validation set, with the
configuration yielding the best performance being
reported. To ensure reproducibility across differ-
ent runs, a random seed of 42 was utilized. Ta-
ble 1 presents the final optimized parameters that
achieved the best validation performance.



Parameter Selected Value Tested Range
Learning Rate 2 x107° [1,2,5] x 107°
Batch Size 8 [4,8,16]
Dropout Rate 0.3 [0.1,0.3,0.5]
Max Seq. Length 512 [256, 512]
Warm-up Proportion 10% [0%, 10%, 20%)]
Gradient Clipping 1.0 [1.0,5.0]
Weight Decay 0.01 [0.01,0.1]
AdamW 0.9 Fixed
AdamW (2 0.999 Fixed
AdamW e 1x107® Fixed

Table 1: Optimized Hyperparameter Configuration

Through systematic experimentation, a learning
rate of 2x 10~° was identified as optimal. Although
the batch size of 8 is smaller than that convention-
ally used, it yields more accurate gradient estimates
for this particular task. Larger batch sizes, such
as 16 and 32, exhibited diminished performance,
likely attributable to a decrease in the stochasticity
of the updates.

4.3 Evaluation Metrics

The principal criterion for assessment was the
weighted F1 score, which incorporates both preci-
sion and recall across multiple classes. Additional
metrics comprised overall accuracy, precision and
recall specific to each class, and confusion matrices
utilized for error analysis. All metrics were calcu-
lated using scikit-learn in conjunction with the
official evaluation scripts designated for the task.

5 Results and Discussion

The proposed system achieved a weighted F1 score
of 0.63 on the AraGenEval 2025 test set. Table 2
presents the comprehensive performance metrics
across all evaluation criteria.

Metric Score
F1-score 0.63
Accuracy 0.65
Precision 0.66
Recall 0.60
Specificity 0.69
Balanced Accuracy | 0.65

Table 2: System Performance on AraGenEval 2025 Test
Set
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The precision score of 0.66 indicates that when
the system designates content as Al-generated, it
is accurate approximately two-thirds of the time.
This reliability metric is essential for practical
implementation, as erroneous accusations of
Al authorship can erode trust in human writers.
The recall score of 0.60 reveals that the system
successfully detects 60% of actual Al-generated
content, thereby failing to identify 40% of machine-
generated texts. This shortcoming highlights
potential vulnerabilities to advanced generation
models that can produce highly human-like Arabic
text.

The specificity score (0.69) reflects a greater
ability to accurately identify human-authored con-
tent, with the system correctly recognizing gen-
uine human text in nearly 70% of instances. The
higher specificity in comparison to recall (0.69 ver-
sus 0.60) indicates a conservative bias in classifi-
cation. The balanced accuracy of 0.65 takes into
account the equal representation of human and Al
texts within the test set, offering a more reliable
performance metric than the raw accuracy alone.
The close correspondence between balanced accu-
racy (0.65) and raw accuracy (0.65) supports the
validity of our evaluation on this balanced dataset.

6 Conclusion

This paper outlines our contribution to the
AraGenEval 2025 shared task, proposing an
integration of Arabic-specific preprocessing
techniques with pre-trained language models for
the identification of machine-generated Arabic
text. The proposed system achieved a weighted F1
score of 63%, with ablation studies indicating that
morphological normalization plays a significant
role in improving performance.

The findings emphasize the significance of
language-specific strategies in the detection of Al-
generated text, particularly for morphologically
complex languages such as Arabic. As advances in
large language models continue, the development
of robust linguistically informed detection method-
ologies remains essential to preserve the integrity
of information within Arabic digital content. Fur-
thermore, the analysis reveals systematic variations
in performance based on text length and domain,
with shorter sequences (less than 50 tokens) pos-
ing greater challenges for classification. This study



establishes a solid baseline for the detection of
Al-generated Arabic text and illustrates the appli-
cability of Arabic pre-trained language models in
subsequent authenticity verification tasks.
Notable limitations of the current approach
include the fixed sequence length, which restricts
the analysis of longer documents, and the potential
for overfitting to specific generation models
present in the training dataset. Future research
should investigate ensemble methodologies that
incorporate multiple pre-trained language models,
as well as dynamic sequence length management
and cross-domain adaptation, to bolster robustness
across various text types and generation models.
Furthermore, exploring adversarial training
techniques may improve the model’s resilience to
the evolving landscape of text generation methods.
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of Arabic LLMs for Authorship Style Transfer and Classification
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Abstract

We benchmark two adaptation strategies
for Arabic LLMs across three tasks in the
AraGenEval Shared Task: (1) parameter-
efficient fine-tuning (LoRA) applied to
decoder-based generative models (Gemma,
Qwen) for author style transfer, and (2)
full fine-tuning applied to encoder-based
models (AraBERTV2, AraModernBert) for
author classification and human-
machine text detection. LoRA-equipped
Gemma achieves the strongest performance
in style transfer (highest BLEU and chrF),
while fully fine-tuned AraBERTv2 and
AraModernBert reach near-perfect macro-
F1 (>0.99) in classification and detection.
These results highlight the complementary
strengths of PEFT (efficiency in generative
tasks) and full fine-tuning (robustness in
classification). A layer-wise analysis further
reveals that intermediate transformer layers
encode richer stylistic and discriminative
features than final layers, underscoring the
importance of representation depth in
Arabic NLP. All code and models are

available at:
https://github.com/mtami/AraG
enkEval2025.

1 Introduction

Large language models (LLMs) have transformed
natural language processing (NLP) in recent years,
enabling impressive progress in tasks ranging from
machine translation to text generation (Ashqgar &
Tami, 2025). However, Arabic remains
underexplored compared to English and other high-
resource languages, despite being one of the most
widely spoken languages worldwide, with over 400
million speakers across diverse dialects and
stylistic registers (Al-Sarem et al.,, 2020). The
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morphological richness, diglossia, and wide
stylistic variability of Arabic present unique
challenges for adapting LLMs to downstream
tasks. Prior benchmarks for Arabic LLMs are
limited in scope, typically focusing on sentiment
analysis or question answering, leaving important
areas such as style transfer, author classification,
and Al-generated text detection largely under-
studied (A. Najjar et al., 2025; A. A. Najjar et al.,
2025).

LLM (1B)
E / +—
Predicted (Generated) Tranfered Text
\ Adapter
Source Text (LoRA) '
¢ H
o N
Figure 1: Parameter-efficient fine-tuning

applied to Arabic LLMs for generative tasks.

In this paper, we address these gaps by providing
a multi-task evaluation of Arabic LLMs, targeting
three representative tasks, which is part of a
AraGenEval Shared Task (Abudalfa et al., 2025):

[1] Author Style Transfer (AST): rephrasing
Modern Standard Arabic into the stylistic
voice of prominent Arabic authors.

[2] Author classification: predicting the author
of a given text based on linguistic and stylistic
cues.

[3] Human vs. machine text detection:
distinguishing between human-written and
Al-generated Arabic text, a growing concern
with the rise of generative Al.

To tackle these tasks, we explore parameter-
efficient fine-tuning (PEFT) methods, focusing on
LoRA (Low-Rank Adaptation) for decoder-based
models (e.g., Gemma, Qwen) as shown in Figure 1,
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and full fine-tuning for encoder-based BERT

variants (AraBERTv2, AraModernBert). We

further introduce a layer-wise analysis framework
to probe which layers in transformer models best
capture stylistic and discriminative signals for

Arabic, offering interpretability alongside

performance.

Our experiments reveal that Gemma with LoRA
achieves strong results in author style transfer,
outperforming Qwen by large margins. For
classification tasks, AraBERTV2 and
AraModernBert achieve near-perfect macro-F1
scores (>0.99), establishing state-of-the-art results
for Arabic author identification and machine-text
detection. The layer-wise analysis shows that
intermediate transformer layers often encode richer
stylistic and discriminative features than final
layers, challenging assumptions about relying
solely on [CLS] representations.

The contributions of this paper are threefold:

e A benchmark-style evaluation of Arabic
LLMs across diverse stylistic and
discriminative tasks.

e Empirical evidence of the effectiveness of
parameter-efficient fine-tuning for Arabic
LLMs.

e A novel layer-wise interpretability analysis
revealing how Arabic stylistic cues are
encoded across model depths.

2 Tasks and Background

In this section, we introduce the three core tasks
investigated in the AraGenEval Shared Task:
Author  Style  Transfer (AST), Author
Classification, and Human vs. Machine Text
Detection. Each task targets distinct challenges in
Arabic NLP, ranging from generative stylistic
modeling to discriminative classification.

2.1  Author Style Transfer (AST)

Definition. Author Style Transfer involves
rewriting an input passage in Modermn Standard
Arabic (MSA) into the stylistic voice of a target
author while preserving semantic meaning. For
example, a neutral MSA passage such as “ Js//
isai e _my i padd] i )5 0a 5 aseelly. ” may be
restyled into Hassan Hanafi’s philosophical
thetoric as “ s (asasl IS5 odn g apaell Jodll,
Motivation. This task is essential for studying how
Arabic stylistic variation can be captured and

reproduced by large language models. Unlike
sentiment transfer or formality transfer in English
(Patel et al., 2022; Han et al., 2024), Arabic lacks
large-scale benchmarks for stylistic generation.
Related Work. Prior Arabic NLP efforts have
concentrated mainly on sentiment analysis, named
entity recognition, and QA/reading
comprehension, supported by resources such as
AraBench and ArabicGLUE (Almanea, 2021;
Algahtani & Dohler, 2023; Masri et al., 2024;
Sammoudi et al., 2024; Tami et al., 2024). Style-
focused tasks remain underexplored in Arabic,
despite recent work in English (Almarwani &
Aloufi, 2023; Han et al., 2024; Patel et al., 2022).
Our study addresses this gap by presenting one of
the first large-scale evaluations of AST for Arabic
LLMs.

2.2  Author Classification

Definition. Author Classification aims to predict
the author of a given text based on stylistic and
linguistic cues rather than topical content. The task
requires capturing subtle features such as sentence
rhythm, vocabulary preference, and discourse
markers.

Motivation. Authorship identification is critical for
applications in literary studies, plagiarism
detection, and digital forensics (Al-Sarem et al.,
2020; Algahtani & Dohler, 2023). For Arabic, the
challenge is amplified by diglossia and the high
variability of stylistic registers across writers.
Related  Work. While AraBERT  and
AraELECTRA have been widely applied to
sentiment and topic classification tasks, studies on
stylistic authorship attribution in Arabic are rare
(Joshi et al., 2024; Khoboko et al., 2025; Lv et al.,
2023). Our work extends the scope of classification
tasks by systematically benchmarking Arabic
LLMs on multi-author attribution.

2.3 Human vs. Machine Text Detection

Definition. Human vs. Machine Text Detection is
the binary classification task of distinguishing
between Arabic texts written by humans and those
generated by large language models.

Motivation. The rise of generative Al has
intensified concerns about misinformation,
academic integrity, and authorship verification
(Najjar et al., 2025; Najjar A.A. et al., 2025). For
Arabic, such concerns are particularly pressing
given the limited availability of tools tailored to this
language.
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Related Work. Al-generated text detection has
been studied in English using tools such as GLTR
and DetectGPT, but Arabic benchmarks remain
scarce. Our work provides one of the first
systematic evaluations for this language (A. Najjar
et al., 2025; A. A. Najjar et al., 2025).

3 Datasets

All datasets used in this work were released as part
of the AraGenEval Shared Task (Abudalfa et al.,
2025). They focus exclusively on Modern Standard
Arabic (MSA) and cover literary, philosophical,
and journalistic domains. The datasets are designed
to support three subtasks: Author Style Transfer
(AST), Author Classification, and Human vs.
Machine Text Detection.

The Appendices (A) provide additional graphical
analyses of the datasets, including:

Distribution of samples across authors
(Figure 4),

Distribution of text lengths (Figure 5),
Word clouds highlighting lexical
fingerprints of authors (Figure 6),

t-SNE visualizations of author clustering
based on AraBERT embeddings (Figure
7).

These visualizations highlight the stylistic diversity
of the dataset and support its suitability for
evaluating both generative and discriminative
models.

3.1 Author Style Transfer (AST) Dataset

The AST dataset consists of 39,279 paired samples
of MSA passages rewritten into the stylistic voice
of 17 prominent Arabic authors spanning modern
literature and philosophy.

Average length: ~335 words per
sample.

Range: short phrases to long essays, up
to 1,843 words.

Total size: ~13.1M words.

This dataset enables the training and evaluation of
models that can learn fine-grained stylistic cues and
apply them consistently in text generation. The
distribution of samples is skewed toward authors
such as Hassan Hanafi, Ahmad Amin, and
Mohammad Hussein Heikal, providing richer
stylistic coverage for these figures.
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3.2 Author Classification Dataset

The author classification dataset is directly
reformulated from the AST corpus, with the
same set of 17 authors. Instead of paired
transformations, the task is framed as multi-class
classification, where each paragraph is assigned its
original author label.

This dataset provides a benchmark for evaluating
whether encoder-based models can capture
stylistic discriminative features beyond topical
differences, a challenge rarely studied in Arabic
NLP.

3.3 Human vs. Machine Text Detection

Dataset

The detection dataset, named ARATECT, was
newly created within the shared task to address the
growing need for Arabic resources in Al-generated
text detection. The construction followed these
steps:

Human-written texts: Collected from
reputable Arabic news outlets and
verified literary sources, then manually
curated for quality.
Machine-generated texts: Produced by
Arabic-capable LLMs (e.g., GPT-4,
Mistral, LLaMA) under diverse
prompting strategies.

Annotation: Assigned binary labels
(Human vs. Al), with balanced domain
coverage across news and literature.

This resource is among the first to systematically
benchmark Arabic machine-text detection,
complementing the generative and classification
datasets.

4 System Overview

We adopt a hybrid adaptation strategy combining
parameter-efficient  fine-tuning (PEFT) for
generative decoder-based models and full fine-
tuning for encoder-based models. This section
details the overall strategy and then presents task-
specific configurations.

4.1 Opverall Strategy

Our approach combines PEFT for decoder-based
models (Gemma, Qwen) and full fine-tuning for



encoder-based BERT variants (AraBERTV2,
AraModernBert). This division leverages the
efficiency of LoRA in large generative models
and the robustness of full fine-tuning for smaller
encoder models.

4.2  Task-Specific Configurations

For AST, we used Gemma3-1B and Qwen2.5-1.5B
fine-tuned using LoRA. The algorithm includes
conditional  generation. = While input s
concatenation of source text and target author name
as a control token, output is a rewritten passage.
The loss function is a standard cross-entropy on
next-token prediction. To address the challenge of
preventing semantic drift and to preserve meaning
while shifting style, we add content-preservation
constraints by penalizing high cosine distance
between embeddings of input and output (using
Sentence-BERT) (Liu et al., 2024; Radhakrishnan
et al., 2023). This is shown in Figure 1.

AraBERTV2 and AraModernBert were used for
the author classification task. The algorithm
includes sequence classification using the [CLS]
token representation. We fully fine-tuned with
cross-entropy loss over 17 author classes. We also
introduced Layer-Wise analysis for this task (Pasad
etal., 2021; Van Aken et al., 2019). Instead of using
only the final [CLS], we extract hidden states from
each layer and train a logistic regression classifier
on top. To address the challenge overfitting due to
class imbalance, we used stratified splits and early
stopping based on validation F1. This equation
shows the Layer-Wise analysis:

h' = BERT,(x),9' = (Wh! + b)

where we report F1 across layers [ = 1..12 to
identify the most informative depth.

Figure 2: Layer-wise analysis.

For Human vs. Machine Detection, we also
used fine-tuned AraBERTV2 and AraModernBert
for binary classification with labels are {Human,
Al}. We addressed the challenge of high lexical

overlap between human and machine texts by
applying data augmentation by paraphrasing
human samples to expand stylistic variance and
make the classifier robust.

4.3 Distinguishing Configurations

LoRA vs. Full Tine-Tuning: LoRA was used only
for decoder models (Gemma, Qwen) due to
efficiency in large generative models. Encoder
models (AraBERTv2, AraModermnBert) were fully
fine-tuned since they are relatively small.

Intermediate vs. Final Layers: For
classification, we explicitly compared performance
across layers to uncover interpretability insights
using layer-wise analysis.

S Experimental Setup

For all tasks, data was split into training,
development, and test sets (70/15/15 for style
transfer and author classification; 80/10/10 for
human vs. machine detection), stratified by class to
preserve distribution. Preprocessing included
standard  Arabic  normalization (removing
diacritics, unifying punctuation, and normalizing
character variants) and model-specific tokenization
with a maximum sequence length of 512. Results
are summarized in Table 1.

Encoder-based models (AraBERTv2,
AraModernBert) were fully fine-tuned using
AdamW (Ir = 2e — 5, batch size= 4, epochs= 3,
5% warmup). Decoder-based models (Gemma,
Qwen) employed LoRA adapters ( r €
{16,32,64} , dropout =0.05, lr=1e—4),
applied to attention and projection modules.

Implementation used Hugging Face
Transformers (v4.41.2), PEFT (v0.11.1), PyTorch
(v2.3.0), and scikit-learn (v1.5.0). Evaluation
metrics varied by task: BLEU/chrF for style
transfer, accuracy and macro-F1 for classification,
and accuracy/F1 for machine-text detection.

Task Split Models Metrics
[1] 70/15/15 | Gemma, Qwen BLEU, chrF
AraBERTV2, Accuracy,
(2] T0115/15 AraModernBert Macro-F1
Accuracy,
[3] 80/10/10 All Macro-F1

Table 1: Experimental Setup Summary.

6 Results

In this section, we present results separately for
each sub-task: Author Style Transfer (AST),
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Author Classification, and Human vs. Machine
Detection.  This  structure  highlights the
comparative strengths of parameter-efficient fine-
tuning (LoRA) and full fine-tuning across tasks.

6.1 Author Style Transfer (AST)

Table 2 reports BLEU and chrF scores for Gemma
and Qwen models fine-tuned with LoRA adapters
of varying ranks. The results indicate that Gemma
consistently outperforms Qwen across both
metrics. The best configuration is Gemma with
rank r=32r=32r=32, which achieves a BLEU score
of 19.04 and a chrF score of 55.14. In contrast,
Qwen at rank r=16r=161=16 performs considerably
worse, obtaining a BLEU of 10.18 and chrF of
44.42.

Table 2: Results on 100 unseen Arabic articles.

Model Variant | BLEU Score | chrF Score
Gemma (r=64) | 18.85 55.00
Gemma (r=32) | 19.04 55.14
Gemma (r=16) | 18.13 54.75
Qwen (r=16) 10.18 44.42

6.2 Author Classification

The results for author classification are presented
in Table 3. AraBERTv2 achieved the highest
performance, with an accuracy of 89.7% and a
macro-F1 score of 0.89. AraModemBert followed
with an accuracy of 87.1% and a macro-F1 score of
0.87. The layer-wise analysis provides additional
insights: AraBERTV2 shows peak discriminative
performance in intermediate layers (7—-10), while
AraModernBert encodes stylistic information more
evenly across deeper layers. These findings
highlight that intermediate transformer layers
carry stronger stylistic signals than final layers,
suggesting that representation depth plays a
critical role in modeling stylistic variation in
Arabic text

Table 3: Results for author classification.

Model Accuracy | F1 Best Layer
AraBERTv2 89.71% 0.89 7
AraModernBert | 87.1% 0.87 20

6.3 Human vs. Machine Detection

The binary classification results for
distinguishing human- from Al-generated text
are shown in Table 4. Both models reached
near-ceiling performance, with
AraModernBert  achieving the highest
accuracy of 99.4% and AraBERTV2 achieving
the best macro-F1 of 0.9932.

Table 4: Results for human vs. machine detection.

Model Accuracy F1
AraBERTV2 99.3% 0.9932
AraModemnBert | 99.4% 0.9923

6.4 Comparative Insights

The comparison between full fine-tuning (for
classification tasks) and LoRA (for generative
tasks) highlighted clear trade-offs. Full fine-tuning
enabled stable convergence and higher robustness
under limited data, while LoRA delivered strong
performance with fewer trainable parameters,
making it attractive for scaling across multiple
tasks.

To improve interpretability, we conducted a layer-
wise probing analysis. Instead of relying only on
the final [CLS] token, we extracted hidden states
from each transformer layer (1= 1..12) and trained
lightweight classifiers on them. Results show that
mid-level layers (7-10 in AraBERTv2) captured
the strongest stylistic and discriminative cues,
while final layers tended to compress information
and reduce distinctiveness. This suggests that
intermediate layers preserve stylistic richness,
consistent with findings in English models (Pasad
et al,, 2021; Van Aken et al.,, 2019). Figure 3
illustrates  this trend for AraBERTv2 vs.
AraModernBert.

Figure 3: Layer-wise performance comparison
between AraBERTV2 and AraModernBert for the
author classification task. Both accuracy and
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macro-F1 scores are shown across transformer
layers.

Figure 3 also illustrates how performance
evolves across layers of AraBERTv2 and
AraModernBert. AraBERTv2 reaches peak
accuracy and F1 around the middle layers (7-10),
stabilizing near 0.99, while AraModernBert shows
steadier gains across layers, with slightly lower but

more consistent performance. This suggests
AraBERTvV2 encodes discriminative stylistic
features earlier in its hierarchy, while

AraModernBert distributes them more evenly,
indicating differences in representational depth and
efficiency.

6.5 Error Analysis

For author classification, common confusions
occurred between authors with overlapping
stylistic traits (e.g., similar sentence lengths or
frequent religious expressions). For AST, errors
often manifested as partial rewrites where the
system retained source author lexical choices rather
than fully adapting to the target style. For Al-
generated text detection, misclassifications were
rare but notable: in a few cases, highly fluent
ChatGPT-like generations were labeled human,
while noisy user-generated social media text was
mislabeled as machine, showing the limits of
surface-level stylistic cues.

7 Conclusion

We benchmarked Arabic LLMs on three
challenging tasks including AST, author
classification, and Al-generated text detection:
comparing full-tuning and PEFT. Results showed
that Arabic-specialized models, particularly
AraBERTV2, achieve strong performance, with
layer-wise analysis revealing where task-relevant
features emerge. While domain sensitivity and
limited benchmark resources remain challenges,
this work offers one of the first multi-task
evaluations of Arabic LLMs, establishing a
replicable foundation and pointing toward broader
dialectal coverage, cross-lingual transfer, and
improved interpretability as key directions for
future research.

This work highlights that PEFT, combined with
careful layer-wise analysis, can unlock the full
potential of Arabic LLMs, which brings stylistic
shade, discriminative power, and robustness
against Al-generated text detection into closer
reach for underrepresented languages.
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A Appendices

For AST dataset, Figure 4 illustrates the
distribution of text samples collected for various
authors in a dataset used to fine-tune a LLM for
Arabic author style transfer. The dataset includes
prominent Arabic literary and philosophical
figures, with Hassan Hanafi, Ahmad Amin, and
Mohammad Hussein Heikal having the highest
number of samples, indicating a richer
representation of their stylistic patterns for training
the model. The horizontal bars visualize the
number of samples per author, supporting tasks like
stylistic imitation and authorship transformation.

Number of Samples per Author

3000 4000

mp!

Figure 4: Number of Samples per Author in Arabic
Author Style Transfer Dataset.

Moreover, Figure 5 displays the distribution of
MSA text lengths, measured in number of words,
across the dataset used for fine-tuning the author
style transfer model. The distribution is highly
concentrated around 350-400 words, with a sharp
peak indicating that most samples fall within this
range. The presence of a kernel density estimate
(KDE) overlay highlights the unimodal and right-
skewed nature of the data, where very few samples
exceed 600 words. This suggests a consistent and
controlled sample length throughout the dataset,
which is beneficial for stable training and style
learning in LLMs.

ﬂ

Distribution of MSA Text Lengths
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Figure 5: Distribution of MSA Text Lengths in the
Arabic Author Style Transfer Dataset.

Figure 6 shows 17-word cloud subplots
visualizing the most frequent and prominent words
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in the writings of each author from the Arabic AST
dataset. The diversity of themes is evident: authors
like Nawal El Saadawi and Abbas Al-Aqqad focus
on gender and humanism, while Taha Hussein and
Ahmad Amin emphasize thought and knowledge.
Poets like Ahmed Shawqi and Gibran Khalil
Gibran favor expressive and emotional lexicons,
whereas philosophers such as Fuad Zakaria and
Hassan Hanafi employ rational and abstract
terminology.

These visualizations highlight the unique lexical
fingerprints of each author, showcasing their
stylistic identity. Such distinctions are foundational
for fine-tuning language models to perform
accurate author style transfer, as the model must
learn to emulate not just surface-level vocabulary,
but the deeper thematic and stylistic choices each
author consistently demonstrates.

(a) (b)

(d) ()

(@ (h)

() (3]

(m)

® @

Figure 6: Word Clouds of Most Frequent Words
Across 17 Arabic Authors. (a—q) show the most
frequent words used by different authors in the
dataset: (a) Youssef Idris, (b) Tharwat Abaza, (c)
Taha Hussein, (d) Robert Barr, (¢) Nawal El
Saadawi, (f) Najib Mahfouz, (g) Hassan Hanafi, (h)
Mohammad Hussein Heikal, (i) Gustave Le Bon,
() Gibran Khalil Gibran, (k) Fuad Zakaria, (1)
Ahmed Taymour Pasha, (m) Ameen Al-Rihani, (n)
Ahmed Shawqi, (o) Ahmad Amin, (p) Abbas
Mahmoud Al-Aqqad, and (q) Abdel-Ghaffar




Mekkawi. Each subplot highlights the author’s
dominant vocabulary, providing insight into their
unique lexical and thematic style.

For Author Classification, the t-SNE
visualization shown in Figure 7 represents the
clustering of Arabic text samples based on [CLS]
token embeddings produced by a fine-tuned
AraBERTvV2 model, trained for the task of author
classification. Each point represents a text sample,
and colors correspond to different authors. The
embeddings were projected into 2D space using t-
SNE for visualization purposes.

Figure 7 illustrates how well the fine-tuned
AraBERTV2 model captures the distinct stylistic
and semantic features of different authors in the
dataset. Clear and well-separated clusters, such as
those for Nawal El Saadawi, Taha Hussein, and
Robert Barr, suggest that the model has
successfully learned author-specific linguistic
patterns,  enabling  high  confidence in
distinguishing between them.

Some clusters are positioned close to others
(e.g., Ahmad Amin and Mohammad Hussein
Heikal), indicating potential stylistic or thematic
similarities between those authors' writing.
Meanwhile, others like William Shakespeare
(likely translated texts) or George Zaidan show
strong separation, hinting at distinct lexical or
structural traits.

Figure 7: Author Clustering Based on Fine-Tuned
AraBERT CLS Embeddings.
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Abstract

We introduce AraHealthQA 2025, the Com-
prehensive Arabic Health Question Answer-
ing Shared Task, held in conjunction with
ArabicNLP 2025 (co-located with EMNLP
2025). This shared task addresses the paucity
of high-quality Arabic medical QA resources
by offering two complementary tracks: Men-
talQA, focusing on Arabic mental health Q&A
(e.g., anxiety, depression, stigma reduction),
and MedArabiQ, covering broader medical do-
mains such as internal medicine, pediatrics, and
clinical decision making. Each track comprises
multiple subtasks, evaluation datasets, and stan-
dardized metrics, facilitating fair benchmark-
ing. The task was structured to promote mod-
eling under realistic, multilingual, and cultur-
ally nuanced healthcare contexts. We outline
the dataset creation, task design and evaluation
framework, participation statistics, baseline sys-
tems, and summarize the overall outcomes. We
conclude with reflections on the performance
trends observed and prospects for future itera-
tions in Arabic health QA'.

1 Introduction

Large Language Models (LLMs) have demon-
strated substantial potential across a wide range
of healthcare applications, including clinical deci-
sion support, patient triage, and automated question
answering. Despite this progress, their effective-
ness in the Arabic medical domain remains largely
underexplored, mainly due to a lack of high-quality,
domain-specific datasets and standardized bench-
marking efforts. Existing resources for Arabic
healthcare are limited in size, coverage, and linguis-
tic diversity, particularly for mental health, which
presents unique challenges related to cultural con-
text, language variation, and sensitive content.

To address these limitations, AraHealthQA 2025
introduces a new shared task aimed at evaluating

! Author order, excluding the first two lead authors, is al-
phabetical. The final author served in an advisory role.

and advancing the performance of LLMs on Arabic
medical question-answering tasks. The shared task
provides carefully curated datasets covering both
general health and mental health inquiries, along
with clearly defined subtasks for classification and
answer generation. By establishing a structured
evaluation framework, AraHealthQA 2025 enables
systematic benchmarking of models, encourages
reproducible research, and fosters the development
of LLMs that can provide accurate, contextually
aware, and culturally sensitive responses in realistic
healthcare scenarios.

AraHealthQA 2025 consists of two complemen-
tary tracks, each targeting a distinct area of Arabic
healthcare question answering. Figure 1 shows an
overview of the AraHealthQA 2025 Shared Task.
The first track, Arabic Mental Health QA (Men-
talQA), focuses on mental health topics including
anxiety, depression, cognitive disorders, therapeu-
tic practices, and stigma reduction. This track is
designed to evaluate models across three subtasks:
question classification, answer classification, and
question answering. The dataset for this track in-
cludes 500 question-answer pair, enabling partici-
pants to build models capable of understanding di-
verse question types, answer strategies, and generat-
ing contextually appropriate responses. This track
emphasizes the importance of culturally aware and
clinically relevant NLP systems in the Arabic men-
tal health context.

The second track, General Arabic Health QA
(MedArabiQ), addresses a broader spectrum of
medical domains, such as internal medicine, car-
diology, pediatrics, and medical education. It in-
cludes two subtasks: multiple-choice question an-
swering and open-ended question answering. This
track allows evaluation of models on both struc-
tured and open-ended formats, assessing their abil-
ity to provide accurate, relevant, and well-formed
responses across general medical knowledge.

By providing these two tracks, AraHealthQA

107

Proceedings of The Third Arabic Natural Language Processing Conference, pages 107-118
November 8-9, 2025 ©2025 Association for Computational Linguistics



4 Track 1: N
Mental QA

This track evaluates the capability of
large language models to handle
mental health-related tasks in Arabic.
and includes three subtasks :

1 Question Categorization
9 submissions

2 Answer Categorization

7 submissions

3 Question Answering

6 submissions

! Total: 22 4

AraHealthQA
2025

é Track 2: )
MedArabiQ

This track evaluates the capability
of large language models to perform
general medical tasks in Arabic.

and includes two subtasks :

n

1 Multiple choice question answering
(classification)

77 submissions

\\W=

2 Open-ended question answering
(generation)

11 submissions

! Total: 18 4

Figure 1: An Overview of the AraHealthQA 2025 Shared Task.

2025 aims to create a comprehensive evaluation
framework for Arabic healthcare NLP. Participants
are encouraged to develop systems that not only
perform well in classification or generation tasks
but also demonstrate cultural and domain aware-
ness, supporting practical and research applications
in both mental health and general medical contexts.

2 Related Work

Research on mental health and medical NLP has
gained significant interest in recent years, with par-
ticular attention given to the creation of specialized
datasets and benchmarks. However, most of these
efforts have been concentrated on English, leav-
ing Arabic largely underexplored despite its wide
usage and the pressing healthcare needs of Arabic-
speaking populations. This section reviews prior
work relevant to the two tracks of our shared task:
MentalQA and MedArabiQ.

2.1 Mental Health Benchmarks

Existing mental health studies have largely fo-
cused on specific disorders, including suicidal at-
tempts, self-injury, loneliness, depression, and anx-
iety, which can limit the generalizability of Al
models across broader mental health issues (Shen
et al., 2017; Turcan and Mckeown, 2019; Rastogi
et al., 2022; Garg et al., 2023). More specialized
resources capture emotions associated with partic-
ular conditions: the CEASE dataset (Ghosh et al.,
2020) targets emotions of suicide attempters, while

EmoMent (Atapattu et al., 2022) focuses on emo-
tional states linked to depression and anxiety. Other
datasets support tasks such as identifying pain lev-
els in mental health notes (Chaturvedi et al., 2023)
or extracting causal interpretations from clinical
narratives, as in CAMS (Garg et al., 2022).

Despite these global efforts (Atapattu et al.,
2022; Kabir et al., 2022; Sun et al., 2021; Alas-
mari et al., 2023; Ghosh et al., 2020; Chaturvedi
et al., 2023; Garg et al., 2022; Alasmari, 2025),
Arabic remains an understudied language in men-
tal health NLP. Only a few studies have addressed
mental health tasks in Arabic texts (Aldhafer and
Yakhlef, 2022; Al-Musallam and Al-Abdullatif,
2022; Al-Laith and Alenezi, 2021). For example,
Aldhafer and Yakhlef (Aldhafer and Yakhlef, 2022)
developed depression detection models from Ara-
bic tweets, accounting for cultural stigma, while Al-
Musallam and Al-Abdullatif (Al-Musallam and Al-
Abdullatif, 2022) applied feature-based machine
learning techniques for depression detection in Ara-
bic texts.

To bridge this gap, the MentalQA dataset (Al-
huzali and Alasmari, 2025; Alhuzali et al.,
2024) was developed, providing annotated Ara-
bic question-answer pairs that cover a variety of
question types and answer strategies. This dataset
supports the creation and evaluation of NLP sys-
tems capable of handling various mental health
inquiries, forming the foundation of the Arabic
Mental Health Question Answering Shared Task.
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Using the MentalQA dataset, this track provides
a dedicated benchmark for Arabic mental health
question-answering. It addresses the dual chal-
lenge of classification and response generation, cre-
ating a platform to systematically evaluate models
in a culturally sensitive setting. Through this ef-
fort, MentalQA promotes research on the building
of reliable and context-sensitive NLP systems for
Arabic-speaking communities.

2.2 General Health Benchmarks

The evaluation of LLMs for medical applications
has been dominated by English-centric sources and,
typically, exam-style question-answering datasets.
The Massive Multitask Language Understanding
suite (MMLU) includes a subset derived from
the USMLE (Hendrycks et al., 2021). Similarly,
MedQA assesses board-exam-style QA and broad-
ens multilingual coverage by incorporating tradi-
tional and simplified Chinese alongside English
(Jin et al., 2020). Building on these efforts, Gao
et al. (2023) introduce Dr. Bench, an English-only
diagnostic reasoning benchmark in clinical NLP
that targets understanding of clinical narratives,
medical knowledge reasoning, and the generation
of differential diagnoses.

In contrast, Arabic medical evaluation resources
remain comparatively scarce and unevenly dis-
tributed across tasks. Notable efforts include
AraSTEM, which targets question answering with
a medical subset (Mustapha et al., 2024), and
AraMed, which provides an Arabic medical cor-
pus paired with an annotated QA dataset (Alasmari
etal., 2024). A translation-based dataset also exists,
wherein Achiam et al. (2023) converted MMLU
into 14 languages, including Arabic. While valu-
able, these resources still leave substantial portions
of the Arabic medical task space unattended, high-
lighting the need for dedicated benchmarking.

With the vast potential of LLMs in healthcare,
it is crucial to accommodate Arabic-speaking pa-
tients to ensure fair deployment. This motivated
the development of the MedArabiQ benchmark
(Daoud et al., 2025) for Arabic medical tasks, upon
which this track of the shared task is based. The
benchmark covers medical education and patient-
clinician conversation in Arabic, with initial results
indicating generally poor performance of LLMs
on these tasks. This prompted us to introduce this
shared task, inviting researchers to enhance models’
capabilities in the Arabic medical task domain.

3 Task Overview

3.1 Track 1: MentalQA

The objective of Track 1 is to assess the capabilities
of LLMs in addressing healthcare-related tasks in
Arabic, with a particular emphasis on the mental
health domain. Given the sensitivity and cultural
nuances of mental health conversations, this track
aimed to benchmark models on their ability to clas-
sify questions, identify appropriate answer strate-
gies, and generate supportive, contextually relevant
responses in Arabic. This track was built upon
the MentalQA dataset, the first publicly available
annotated Arabic dataset for mental health support.

The dataset covers a variety of question types
(e.g., diagnosis, treatment, anatomy & physiology,
epidemiology, healthy lifestyle, provider choices,
or other) and answer strategies (information provi-
sion, direct guidance, and emotional support), and
is based on real patient inquiries paired with expert
doctor responses for question-answering. Partici-
pants competed in three subtasks, each targeting a
different aspect of mental health NLP systems. We
now turn to a detailed description of each subtask,
including objectives, dataset splits, and evaluation.

3.1.1 Subtask 1 and 2

We propose Subtask 1: Question Type Classifica-
tion and Subtask 2: Answer Strategy Classifica-
tion, which share a similar multi-label classifica-
tion setup. In Subtask 1, systems must classify
each user question into one of several predefined
types. In Subtask 2, systems must predict the an-
swer strategy employed in a response, noting that
multiple strategies may co-occur.

For both subtasks, the dataset is based on Men-
talQA and is divided into 300 samples for training,
50 samples for development, and 150 samples as a
blind test set for final evaluation. The training set
can be used to fine-tune LLMs or serve as a base for
few-shot learning approaches. The development
set is intended to tune hyper-parameters and eval-
uate performance, while the test set ensures fair
benchmarking of all participants.

3.1.2 Subtask 3

We propose Subtask 3: Question Answering, where
systems are required to generate concise, support-
ive, and contextually appropriate answers in Arabic.
This task forms the basis for a robust question-
answering system capable of providing special-
ized responses to a wide range of mental health-
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related inquiries. The dataset is also based on
MentalQA (Alhuzali and Alasmari, 2025; Alhuzali
et al., 2024) and follows the same split described
in Subtask 1 and 2.

3.2 Track 2: MedArabiQ

The objective of this track was to evaluate the capa-
bilities of LLMs in performing healthcare-related
tasks in Arabic, across a variety of general medical
domains. The track consists of two subtasks that
reflect critical scenarios in clinical education and
practice, aiming to benchmark both classification
and generative performance in realistic medical
settings.

The development set was provided as the entire
original MedArabiQ dataset (Daoud et al., 2025),
consisting of 700 multiple-choice and open-ended
questions, whereas the test set consisted of similar
but entirely new, unseen questions. The order of
questions was entirely random.

3.2.1 Subtask 1

The first subtask focuses on multiple-choice ques-
tion answering as a classification task, with
questions that include standard multiple-choice,
multiple-choice questions with potentially biased
distractors, and fill-in-the-blank questions with a
set of candidate answers. The objective is to assess
the model’s ability to apply clinical knowledge in
structured decision-making scenarios. The dataset
provided to candidates consisted of a development
set of 300 samples, which can be used for model
training and validation, and a blind test set of 100
samples.

The test set for Subtask 1 consisted of 50
multiple-choice questions and 50 fill-in-the-blank
questions with choices. Initially, 100 multiple-
choice questions were randomly sampled from a
larger repository of questions from past regional
Arabic medical exams. These questions were
digitized and extracted from physical exam pa-
pers, eliminating any risk of contamination. Then,
50 of these multiple-choice questions were con-
verted into fill-in-the-blank questions, following
the methodology of previous work (Daoud et al.,
2025). By randomly sampling from the same
source, a similar distribution of medical special-
ties and difficulty levels was retained. Additionally,
74% of questions provided four answer choices,
whereas the remaining 26% offered five.

3.2.2 Subtask 2

The second subtask presents fill-in-the-blank and
open-ended question answering as a generative task.
Participants were tasked with generating free-text
responses to prompts that include questions with-
out predefined options. The goal in this track is to
evaluate model responses for semantic alignment
with the reference answers, either from clinicians
or textbook ground truth answers. The dataset for
this subtask consisted of a development set of 400
samples, which can be used for training and valida-
tion, and a blind test set of 100 samples.

The test set included 50 fill-in-the-blank ques-
tions without choices—constructed from randomly
sampled multiple-choice questions, similar to Sub-
task 1—as well as 50 patient-doctor questions. The
patient-doctor questions were randomly sampled
from AraMed (Alasmari et al., 2024), which is
also used as a source for MedArabiQ (Daoud et al.,
2025).

4 Shared Task Teams

Submission Rules: For Track 1, we allowed par-
ticipant teams to submit up to five runs for each test
set and for each of the three subtasks. For Track 2,
participants were initially allowed 10 submissions
each, which was later increased to 15 submissions
due to platform-specific issues. For each team, only
the submission with the highest score was retained
on the official leaderboard. The official evaluation
relied on a blind test set. To ensure fairness and re-
producibility, each subtask of each track was hosted
as a separate competition on Codabench (Xu et al.,
2022), enabling automatic scoring and ranking of
submissions. These Codabench instances will re-
main active even after the official competition con-
cludes, supporting continued experimentation and
benchmarking on the Mental QA and MedArabiQ
datasets.

4.1 Track 1: MentalQA

Evaluation: Subtask 1 and Subtask 2 are multi-
label classification tasks and are evaluated us-
ing Weighted F1 score and Jaccard score. The
Weighted F1 balances precision and recall while
accounting for class imbalance, whereas the Jac-
card score measures the overlap between predicted
and gold label sets, making it suitable for multi-
label evaluation. Subtask 3 is evaluated using
BERTScore (Zhang et al., 2020), which leverages
contextual embeddings from pre-trained language
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models to capture semantic similarity between gen-
erated responses and reference answers. Together,
these metrics provide a robust assessment of system
performance across the classification and genera-
tion subtasks, reflecting both the accuracy of the
labels and the semantic quality of the outputs.

Participating Teams: A total of 46 unique
teams registered for the shared task. During the
testing phase, teams were allowed up to five sub-
missions each. The breakdown across the subtasks
is as follows: 9 submissions for Subtask 1 from 9
unique teams, 7 submissions for Subtask 2 from
7 unique teams, and 6 submissions for Subtask 3
from 6 unique teams. We received ten description
papers, all of which were accepted for publication
as presented in Table 1.

Baselines: For Subtask 1 and Subtask 2, we em-
ployed a simple yet strong baseline based on the
most frequent label strategy. In this setting, the
model always predicts the most common category
(or set of categories) observed in the training data,
regardless of the input. Although this baseline does
not leverage the semantic content of the questions
or answers, it provides a meaningful lower bound
for performance and highlights the inherent class
imbalance in the dataset. This baseline is com-
monly used in shared tasks to establish a reference
point against which more sophisticated approaches
can be fairly compared.

4.2 Track 2: MedArabiQ

Evaluation: For Subtask 1, we used accuracy as
the evaluation metric, given that it is a classifica-
tion task. Since Subtask 2 is a generation task, sub-
missions were evaluated against the ground truth
answers using BERTScore to capture semantic sim-
ilarity between the two texts.

Participating Teams: A total of 26 participants
registered across both subtasks, including seven
who submitted predictions for Subtask 1 and eleven
who submitted for Subtask 2. System description
papers were received from a total of five teams,
including three for Subtask 1 and five for Subtask
2. A summary of participating teams is provided
in Table 1.

Baselines: For Subtask 1, we chose to use
both Gemini 1.5 Pro (Georgiev et al., 2024)
and DeepSeek v3 (DeepSeek-Al et al., 2025) as
baselines, based on existing results that show
that Gemini achieves the highest accuracy on
multiple-choice questions, while DeepSeek per-
forms the strongest on fill-in-the-blank questions

with choices (Daoud et al., 2025). Since our test
set includes both types of questions, we compare
results to both to ensure a strong, realistic base-
line. For Subtask 2, we only used Gemini 1.5 Pro
as our baseline, seeing as it achieved the highest
BERTScore on fill-in-the-blank questions without
choices and performed comparably to other mod-
els on patient-doctor Q&A. The prompts used for
evaluating baseline models were constructed based
on similar literature (Daoud et al., 2025).

5 Results

5.1 Track 1: MentalQA
5.1.1 Subtask 1

The results of Subtask 1 shown in Table 2 reveal a
range of performances among participating teams,
with Weighted-F1 scores spanning from 0.61 to
0.24 as presented in Table 2. The top-performing
system, mucAl, achieved a Weighted-F1 of 0.61
and a Jaccard score of 0.53, closely followed by
Binary_Bunch with nearly identical results. At the
lower end, the baseline model obtained the weakest
performance, with a Weighted-F1 of 0.24 despite
a relatively higher Jaccard score of 0.40. This in-
dicates that frequency-based methods were insuffi-
cient for handling the task effectively, while most
submitted systems provided substantial improve-
ments over the baseline.

A closer comparison highlights several interest-
ing patterns. While mucAl and Binary_Bunch led
the rankings, other teams such as Sindbad and
Quasar achieved relatively balanced performance
across both metrics, suggesting more consistent
predictions. In contrast, Fahmni attained a lower
Weighted-F1 of 0.44 yet a relatively competitive
Jaccard score of 0.45, pointing to broader label cov-
erage but reduced precision. Moreover, RetAug and
AraMinds produced identical scores, implying com-
parable modeling strategies or effectiveness. These
results collectively illustrate the diversity in sys-
tem behaviors and the varying trade-offs between
precision and recall across participating teams.

5.1.2 Subtask 2

The results of Subtask 2 presented in Table 3 show
overall stronger performance compared to Subtask
1, with Weighted-F1 scores ranging from 0.79 to
0.44 as shown in Table 3. The top-performing
teams, Sindbad and MarsadLab, both achieved
the highest Weighted-F1 score of 0.79, while
Binary_Bunch, AraMinds, and Quasar followed
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Team Affiliation Tasks
Track 1: MentalQA

mucAlI (Abdou, 2025) - 1,2

Binary_Bunch (Bhattacharjee et al., 2025)  Chittagong University, Bangladesh 1,2

MarsadLab (Bessghaier et al., 2025)

Hamad Bin Khalifa University, Qatar; Northwestern University, Qatar 1, 2

Sindbad (Morsy et al., 2025) George Washington University, USA 1,2,3
Quasar (Chowdhury and Chowdhury, 2025) Chittagong University, Bangladesh 1,2
RetAug (AbdelAziz et al., 2025) Nile University, Egypt 1,2,3
AraMinds (Zaytoon et al., 2025) Alexandria University, Egypt 1,2,3
Fahmni (Sabty et al., 2025) MBZUAI, UAE; Gameball Company; German International 1,2,3
University, Egypt; American University in Cairo, Egypt
Sakinah-Al (Elden and Abukar, 2025) Cairo University, Egypt; University of South Wales, UK 1
MindLLM (Eshaq, 2025) King Khalid University, Saudi Arabia 3
Track 2: MedArabiQ

IMSA (Tarek et al., 2025) MSA University, Egypt 1,2
MedLingua (Emad Eldin and Abukar, 2025) Cairo University, Egypt; University of South Wales, UK 1,2
NYUAD (AlDahoul and Zaki, 2025) New York University Abu Dhabi 1,2
MedGapGab (Hikal, 2025) University of Gottingen, Germany 2
Egyhealth (Amer et al., 2025) Nile University, Egypt 2

Table 1: List of teams that participated in Track 1 and Track 2 of AraHealthQA 2025.

Team Weighted-F1 Jaccard Score
mucAl 0.61 0.53
Binary_Bunch 0.60 0.53
MarsadLab 0.55 0.41
Sindbad 0.53 0.49
Quasar 0.52 0.41
RetAug 0.49 0.28
AraMinds 0.49 0.28
Fahmni 0.44 0.45
Sakinah-Al 0.34 0.20
Baseline (MF) 0.24 0.40

Table 2: Performance of the systems on the test set of
Subtask 1 of Track 1. Results are sorted by Weighted
F1 score.

closely with scores between 0.76 and 0.77. At the
lower end, the baseline system attained a Weighted-
F1 of 0.44, which is notably weaker than all sub-
mitted systems, although its Jaccard score of 0.56
was higher than that of some teams, reflecting a
bias toward broader label prediction coverage.

A comparative analysis highlights several impor-
tant trends. While Sindbad and Binary_Bunch ob-
tained identical Jaccard scores of 0.71, suggesting
strong recall and balanced predictions, MarsadLab
matched the top Weighted-F1 but with a slightly
lower Jaccard score of 0.67, indicating stronger pre-
cision but somewhat reduced coverage. Similarly,
Fahmni scored considerably lower on Weighted-F1
(0.69) but still maintained a competitive Jaccard
score of 0.62, suggesting that it captured a broader
set of relevant labels despite less precise predic-
tions. These results highlight the close competition

Team Weighted-F1  Jaccard Score
Sindbad 0.79 0.71
MarsadLab 0.79 0.67
Binary_Bunch 0.77 0.71
AraMinds 0.76 0.68
Quasar 0.76 0.66
Fahmni 0.69 0.62
Baseline (MF) 0.44 0.56

Table 3: Performance of the systems on the test set of
Subtask 2 of Track 1. Results are sorted by Weighted
F1 score.

among top systems and the subtle variations in the
precision—recall balance across teams.

5.1.3 Subtask 3

The results of Subtask 3 depicted in Table 4, eval-
uated using BERTScore, demonstrate a narrower
performance range compared to the earlier sub-
tasks, with scores spanning from 0.679 to 0.646 as
illustrated in Table 4. The best-performing system,
RetAug, achieved a BERTScore of 0.679, closely
followed by MindLLM and Sindbad with scores
of 0.670 and 0.668, respectively. The remain-
ing teams, including AraMinds, MarsadLab, and
Fahmni, all produced scores above 0.64, indicating
that even the lowest-performing system performed
reasonably well within a relatively tight margin.
In contrast to Subtasks 1 and 2, where the dif-
ferences between the top and bottom systems were
more pronounced, the small performance gap in
Subtask 3 highlights the increased difficulty of the
task and the challenge of distinguishing system
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Team BERTScore
RetAug 0.679
MindLLM 0.670
Sindbad 0.668
AraMinds 0.663
Fahmni 0.646

Table 4: Performance of the systems on the test set of
Subtask 3 of Track 1.

quality using automatic evaluation alone. We ob-
served that models often struggled with generat-
ing culturally sensitive and context-appropriate re-
sponses, despite achieving relatively high overlap-
based scores. This suggests that automatic metrics
such as BERTScore, while useful, may not fully
capture the nuances required to evaluate responses
in the mental health domain.

5.1.4 General Description of Submitted
Systems (Track 1)

The following provides an overview of the leading
systems submitted to the AraHealthQA 2025 Men-
talQA Track 1. Each subtask highlights the win-
ning team, their methodology, and the core strate-
gies that enabled high performance.

Subtask 1: The winning team, mucAl (Ab-
dou, 2025), achieved a weighted Fl-score of
0.61 for question classification. Their system,
Explain—Retrieve—Verify (ERV), is a lightweight,
training-free pipeline for multi-label categorization
of Arabic mental-health questions. ERV combines
a chain-of-thought LLM classifier with example-
based retrieval and a verification agent. The LLM
proposes candidate labels and rationales, a similar-
ity agent retrieves top-k nearest questions via mul-
tilingual sentence-transformer embeddings to pro-
vide case-based priors, and the verification agent
reconciles these signals to produce a final label
set with calibrated confidence. A post-processing
step handles code parsing and confidence clamp-
ing. ERV runs efficiently at inference time without
requiring fine-tuning or external data.

Subtask 2: The winning team, Sindbad (Morsy
et al., 2025), achieved a weighted F1-score of 0.71
and a Jaccard score of 0.71 for answer classifica-
tion. Their approach leverages dataset augmenta-
tion to balance underrepresented classes, followed
by a rigorous pipeline that uses state-of-the-art
pre-trained language models (PLMs) and large lan-
guage models (LLMs) for few-shot prompting and
instruction fine-tuning. They utilize Gradient-free
Edit-based Instruction Search (GrIPS) to optimize

prompt selection, improving the quality and consis-
tency of the QA system without extensive manual
intervention.

Subtask 3: The winning team, RetAug (Ab-
delAziz et al., 2025), achieved a BERTScore of
0.679 for generative question answering. Their sys-
tem employs a Retrieval-Augmented Generation
(RAG) framework tailored for Arabic mental health
Q&A. User queries are normalized and enhanced
to handle dialectal variations, then matched with
relevant contexts through hybrid retrieval, combin-
ing dense embeddings (Arabic-SBERT-100K) and
sparse BM25 search. Retrieved contexts are re-
ranked using semantic similarity, BM25 score, text
length, and question similarity, with culturally sen-
sitive filtering to ensure safe and appropriate advice.
Finally, a fine-tuned Saka-14B model generates re-
sponses using prompts that integrate the user query,
top contexts, domain-specific instructions, and cul-
tural constraints. This approach allows RetAug
to produce contextually relevant and culturally ap-
propriate answers while effectively grounding the
generation in retrieved knowledge.

5.2 Track 2: MedArabiQ

5.2.1 Subtask 1

With three teams participating in Subtask 1, the re-
sults shown in Table 5 fall within a close range. The
strongest performing team, NYUAD, achieved an
accuracy of 0.77, while the weakest system was still
a relatively impressive accuracy of 0.74, achieved
by MedLingua. At second place, /MSA achieved a
similar accuracy of 0.76. The lack of variance in
results can be attributed to the small sample size, as
well as similarities in approaches. All three teams
significantly outperform both baselines, Gemini
and DeepSeek.

5.2.2 Subtask 2

Despite the fact that more submissions were re-
ceived for Subtask 2, there was even less vari-
ance observed in the results, as seen in Table 6.
While the strongest team, MedGapGab, achieved
a BERTScore of 0.873, it only outperformed the
second strongest team, /MSA, by a margin of 0.003,
and the weakest team, MedLingua, by a margin
of 0.011. The third and fourth-highest perform-
ing teams, respectively, were NYUAD and Egy-
health, achieving BERTScores of 0.864 and 0.863.
These all appear to indicate strong performance
in open-ended Arabic medical tasks, outperform-
ing the Gemini baseline, which achieves a slighly
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Team Accuracy
NYUAD 0.77
IMSA 0.76
MedLingua 0.74
Gemini 1.5 Pro 0.47
DeepSeek v3 0.51

Table 5: Performance of the systems on the test set of
Subtask 1 of Track 2. Results are sorted by accuracy.
Gemini 1.5 Pro and DeepSeek v3 are included as base-
lines.

Team BERTScore
MedGapGab 0.873
IMSA 0.870
NYUAD 0.864
Egyhealth 0.863
MedLingua 0.862
Gemini 1.5 Pro 0.844

Table 6: Performance of the systems on the test set
of Subtask 2 of Track 2. Results are sorted by
BERTScore. The performance of Gemini 1.5 Pro is
included as a baseline

lower BERTScore of 0.844.

5.2.3 General Description of Submitted
Systems (Track 2)

The following provides an overview of the leading
systems submitted to the AraHealthQA 2025 Men-
talQA Track 2. Each subtask highlights the win-
ning team, their methodology, and the core strate-
gies that enabled high performance.

Subtask 1: The winning team, NYUAD,
achieved an accuracy of 0.77. AlDahoul and Zaki
(2025) employed a multifaceted approach, eval-
uating numerous proprietary base LLMs includ-
ing several models from Gemini, DeepSeek, GPT
(Achiam et al., 2023), and Llama (Grattafiori et al.,
2024). Their findings revealed that Gemini Pro 2.5
achieved the strongest performance at an accuracy
of 0.76, followed by Gemini Flash 2.5 and GPT-03
at 0.74. Prompt engineering and chain-of-thought
(CoT) reasoning were prominent factors in their
success, as they constructed a detailed zero-shot
prompt in Arabic that instructed the model to think
step-by-step, explain relevant concepts, pinpoint
incorrect options, and refer to reputable medical
facts to arrive at an answer. This outperformed
a simple English-language prompt, which did not
involve CoT or any notable prompt engineering.
To further improve the accuracy of their system,
AlDahoul and Zaki (2025) employed a majority

voting technique using predictions from the three
top-performing base LLMs.

Subtask 2: The team that submitted the highest-
performing system was MedGapGab, which
achieved a BERTScore of 0.873. Hikal (2025) de-
veloped a modular, model-agnostic system that ad-
dressed the different subtypes of questions, specifi-
cally fill-in-the-blank questions and patient-doctor
Q&A. For each question, the approach involved ini-
tially classifying the question into either category,
before using Term Frequency-Inverse Document
Frequency (TF-IDF) to retrieve the four most sim-
ilar examples from the development set. These
would then be inserted into a task-specific prompt,
providing detailed context and specific, informative
instructions to the model. Finally, each question
was routed to either Gemini 2.5 Flash or DeepSeek
V3. With the former optimized for precise termi-
nology and the latter optimized for reasoning, the
system exploits the strengths of each model to com-
plete different tasks. The modularity of this system
is instrumental in its success in the shared task.

6 Discussion and Conclusion

The AraHealthQA 2025 shared task represents a
significant step toward advancing Arabic healthcare
NLP, particularly in the underexplored domains of
mental health dialogue and medical question an-
swering. Insights from both tracks highlight recur-
ring challenges and opportunities for progress. A
key finding is the critical role of domain-specific
resources. While large multilingual LLMs have
shown strong performance in general contexts,
many systems struggled to generate accurate and
culturally appropriate responses for Arabic health-
care, especially in mental health. This reinforces
the importance of curated benchmarks such as Men-
talQA and MedArabiQ, which enable models to ad-
dress sensitive topics like depression, stigma, and
medical reasoning with greater nuance.
Differences in modeling strategies further re-
vealed clear trends. Teams variously employed
multilingual or Arabic-specific pretrained models
alongside prompt engineering, instruction tuning,
and parameter-efficient fine-tuning. Systems that
blended domain adaptation with lightweight fine-
tuning generally outperformed zero-shot prompt-
ing baselines, underscoring the value of hybrid ap-
proaches that combine foundation model strengths
with healthcare-specific knowledge. Prompt de-
sign emerged as consistently effective across tracks,
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though interestingly zero-shot prompting some-
times surpassed few-shot setups, suggesting irrel-
evant examples can trigger hallucinations. Sim-
ilarities in approaches employing test-time tech-
niques, combined with relatively small dataset size,
resulted in little variance in results for Track 2.

Evaluation outcomes also highlighted task-
specific trade-offs. Teams achieved stronger results
in structured subtasks (e.g., multi-label classifica-
tion) than in open-ended QA, where correctness
must be balanced with empathy and cultural sensi-
tivity. While automatic metrics such as BERTScore
captured surface-level alignment, they failed to
fully measure appropriateness or trustworthiness,
pointing to the necessity of human-in-the-loop
evaluation, particularly with clinicians and native
speakers. Despite constraints in Track 2, such
as restrictions on fine-tuning with task data and
limited availability of Arabic medical resources,
teams demonstrated that careful prompt design, in-
context learning, and ensemble methods can sub-
stantially improve over baselines. Nevertheless,
progress in Arabic healthcare NLP will require
not only richer datasets but also stronger collabo-
rations between NLP researchers, clinicians, and
mental health professionals to ensure that future
systems are accurate, culturally aware, and ethi-
cally aligned.

Looking ahead, future iterations of Ara-
HealthQA aim to expand both scale and scope.
Planned directions include releasing larger and
more diverse datasets, extending coverage to addi-
tional medical specialties, and incorporating multi-
lingual benchmarks to reflect the linguistic diver-
sity of healthcare in the Arab world. Human-in-
the-loop evaluations with domain experts will be a
key priority to ensure clinical reliability. Through
these efforts, AraHealthQA seeks to catalyze sus-
tained research at the intersection of Arabic NLP,
healthcare, and Al for social good.

7 Limitations and Ethical Considerations

While this shared task provides an important step
toward advancing Arabic NLP for healthcare ap-
plications, several limitations should be acknowl-
edged. First, the datasets used in both tracks are
constrained in size compared to English counter-
parts, which may restrict model generalizability
and lead to overfitting. Furthermore, the focus on
Arabic mental health and medical texts, though
novel, does not yet capture the full diversity of di-

alects, socio-cultural contexts, or clinical domains
within the Arabic-speaking world. This highlights
the need for larger, more representative, and multi-
dialectal datasets in future iterations.

From an ethical perspective, the sensitive na-
ture of healthcare and mental health data raises
significant concerns. Although the Mental QA and
MedArabiQ datasets were curated from publicly
available or anonymized sources, there remains a
risk of models generating misleading, unsafe, or
culturally inappropriate responses. Deploying such
systems in real-world clinical or mental health set-
tings without rigorous human oversight could result
in harm to patients. Therefore, outputs from par-
ticipating systems should be regarded strictly as
research artifacts rather than clinical advice.

We also recognize the ethical imperative of en-
suring inclusivity and fairness. Biases present in
training data may propagate into model predictions,
potentially amplifying stigma or misrepresenting
vulnerable groups. To mitigate these risks, future
efforts should include robust bias evaluation, col-
laboration with domain experts, and incorporation
of human-in-the-loop approaches. By doing so, the
shared task can contribute not only to advancing
NLP research but also to supporting equitable and
responsible healthcare technologies.
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Abstract

Recent progress in large language models
(LLMs) has showcased impressive proficiency
in numerous Arabic natural language process-
ing (NLP) applications. Nevertheless, their ef-
fectiveness in Arabic medical NLP domains has
received limited investigation. This research
examines the degree to which state-of-the-art
LLMs demonstrate and articulate healthcare
knowledge in Arabic, assessing their capabil-
ities across a varied array of Arabic medical
tasks. We benchmark several LLMs using a
medical dataset proposed in the Arabic NLP
AraHealthQA challenge in MedArabiQ2025
track. Various base LLMs were assessed on
their ability to accurately provide correct an-
swers from existing choices in multiple-choice
questions (MCQs) and fill-in-the-blank scenar-
ios. Additionally, we evaluated the capacity
of LLMs in answering open-ended questions
aligned with expert answers. Our results reveal
significant variations in correct answer predic-
tion accuracy and low variations in semantic
alignment of generated answers, highlighting
both the potential and limitations of current
LLMs in Arabic clinical contexts. Our anal-
ysis shows that for MCQs task, the proposed
majority voting solution, leveraging three base
models (Gemini Flash 2.5, Gemini Pro 2.5, and
GPT 03), outperforms others, achieving up to
77% accuracy and securing first place overall
in the challenge! (Alhuzali et al., 2025). More-
over, for the open-ended questions task, several
LLMs were able to demonstrate excellent per-
formance in terms of semantic alignment and
achieve a maximum BERTScore of 86.44%.

1 Introduction

Medicine relies heavily on complex reasoning,
spanning tasks from diagnostic decision-making
to treatment planning, especially when patient out-
comes depend on understanding multi-factorial

"https://www.codabench.org/competitions/8967/
#/results-tab
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Computer Science Department
New York University
Abu Dhabi, UAE
yasir.zaki@nyu.edu

conditions (Qiu et al., 2024; Huang et al., 2025).
Differential diagnosis involves generating and nar-
rowing down possible diagnoses using clinical evi-
dence, requiring both extensive medical knowledge
and logical reasoning to evaluate multiple hypothe-
ses.

LLMs have demonstrated superior performance
across various domains and applications, such as
article debiasing (Kuo et al., 2025), content moder-
ation (AlDahoul et al., 2024b), and political leaning
detection (AlDahoul et al., 2024a). In the health-
care domain, LLMs are reshaping the landscape of
healthcare by transforming the way consultations,
diagnoses, and treatment plans are delivered (Yang
etal., 2023). They offer new avenues for improving
patient education through dynamic, conversational
interactions, thereby enhancing both accessibility
and patient autonomy. Beyond direct patient care,
LLMs also show promise in supporting medical
training and streamlining administrative responsi-
bilities, including the generation of clinical notes,
referral letters, and discharge summaries (Yang
et al., 2023).

Most existing benchmarks focus on English,
leaving a gap in evaluating Arabic LLMs for health-
care due to the lack of high-quality clinical datasets,
Arabic’s linguistic diversity, and the limited perfor-
mance of multilingual models in domain-specific
tasks (Daoud et al., 2025). To fill these gaps,
there is an increasing demand for frameworks that
evaluate LLM performance in clinical tasks for
Arabic-speaking communities. Our analyses and
experiments center around the following research
questions: RQ1: Do state-of-the-art proprietary
base LLMs perform well in Arabic medical tasks?
RQ2: To what extent do state-of-the-art proprietary
base LLMs with reasoning capacity excel in Arabic
medical tasks? RQ3: Do open-source-based Ara-
bic LLMs perform well in Arabic medical tasks?
and RQ4: How does majority voting among sev-
eral LLMs enhance performance in Arabic medical
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tasks?

We address RQ1 by running the APIs of several
LLMs, such as Claude Opus, Grok 3, Deepseek v3,
Llama 4 Maverick, GPT-40-mini, and GPT-40. To
answer RQ2, we utilized APIs of state-of-the-art
LLMs with reasoning capabilities such as GPT-03,
Gemini Flash 2.5, and Gemini Pro 2.5. Moreover,
to address RQ3, we ran Falcon 3, Fanar, and Al-
lam. Additionally, to answer RQ4, we calculated
the majority vote among the predictions of three
LLMs.

2 Related Work

BioBERT (Lee et al., 2020), SCIBERT (Belt-
agy et al., 2019), and PubMedBERT (Gu et al.,
2021) improved biomedical NLP by training on
domain-specific corpora, thereby outperforming
the general BERT model (Yang et al., 2023).
Building on this, Clinical BERT (Alsentzer et al.,
2019) enhanced performance on medical tasks
by fine-tuning BERT and BioBERT using the
MIMICH-III clinical dataset. Expanding further,
GatorTrona (Yang et al., 2022). significantly larger
model trained from scratch on extensive clinical
and biomedical text—demonstrated strong results
across a wide range of clinical NLP tasks (Yang
et al., 2023).

Various benchmarks have been developed to
evaluate LLMs’ proficiency in medical reasoning
and knowledge (Huang et al., 2025; Zuo et al.,
2025). However, significant challenges persist,
ranging from ethical and safety concerns to the
risk of biased outputs and inconsistent perfor-
mance across different languages and cultural set-
tings (Yang et al., 2023; Nazi and Peng, 2024;
Daoud et al., 2025).

To advance medical LLMs, researchers have in-
creasingly focused on creating multilingual med-
ical datasets (Qiu et al., 2024). They introduced
MMedC, a 25.5-billion-token multilingual medi-
cal corpus, and MMedBench, a multilingual QA
benchmark with rationales. By fine-tuning Llama
3 (8B), they found it outperformed all other open-
source models and approached GPT-4 performance.
However, Arabic was not one of the languages in-
cluded (Qiu et al., 2024).

Arabic medical benchmarks are limited and
mostly focused on question-answering tasks.
While resources like MMLU (Hendrycks et al.,
2020), AraSTEM (Mustapha et al., 2024), and
AraMed (Alasmari et al., 2024) offer valuable con-

tributions, they do not fully cover the breadth of
Arabic medical tasks, highlighting the need for
more comprehensive benchmarking efforts. The
previous issue was addressed by the MedArabiQ
benchmark (Daoud et al., 2025).

3 Materials and Methods

3.1 Dataset Overview

The medical data used in this work is the main
dataset utilized in the AraHealthQA shared task in
the MedArabiQ2025 track (Alhuzali et al., 2025)
under one of the Arabic NLP challenges. It fo-
cuses on modern standard Arabic (MSA) and con-
sists of 700 diverse clinical samples, covering
both structured medical knowledge assessments
and real-world patient-doctor interactions (Daoud
et al., 2025; Alhuzali et al., 2025). The dataset has
multiple-choice and open-ended questions that are
distributed as follows:

 arandom set of 100 multiple-choice questions
to evaluate the models’ medical understand-
ing.

* a set of 100 multiple-choice questions with
bias injected to evaluate how LLMs handle
ethical or culturally sensitive scenarios.

* a set of 100 fill-in-the-blank questions with
choices to evaluate the model’s ability to rec-
ognize correct answers, reducing the reliance
on generative capabilities.

* a set of 100 fill-in-the-blank questions with-
out choices to assess LLMs’ reasoning and
generation capabilities.

* a set of 100 patient-doctor Q&As selected
from AraMed (Alasmari et al., 2024) to eval-
uate LLMs with online real-world scenarios
from medical discussion forums.

* a 100 Q&As with grammatical error correc-
tion to handle inflectional patterns and prepare
the dataset for grammatical correction.

* a 100 Q&As with LLM Modifications to mit-
igate potential model memorization and to
assess the model’s reasoning and adaptability.

The previous 700 examples were used for evalu-
ation of LLLMs. Later, another set of 200 examples
(100 MCQs and 100 open-ended questions) was
released for testing the LLMs’ reasoning and un-
derstanding.
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3.2 Methods

We have evaluated state-of-the-art base LLMs to
identify the best in terms of correct answer match
accuracy in MCQs task and alignment score of gen-
erated answers in open-ended questions task. This
LLM can understand the questions, identify the
correct answers utilizing its embedded knowledge
and reasoning capability, and generate the answers
that align with those of experts.

We started assessing several proprietary base
LLMs for the MCQs task to evaluate the accuracy
of the match between real and predicted answers.
We used LLMs’ APIs in the inference mode utiliz-
ing two different zero-shot prompts specialized for
the MCQs task (Prompt 1 and Prompt 2) shown
in the Appendix. The evaluated LLMs are: Gem-
ini Flash 2.5, Gemini Pro 2.5 (Team et al., 2023),
GPT-40-mini’, GPT-40 (Hurst et al., 2024), GPT
03%, Grok 3°, Claude 3 Opus®, Deepseek v3 (Liu
et al., 2024), and Llama 4 Maverick’.

Later, we selected the two LLMs that have
shown high performance in the MCQs task: Gem-
ini Flash 2.5 and Gemini Pro 2.5 and utilized them
in the open-ended question task. We also demon-
strated the performance of small-sized LLMs such
as GPT-4o-mini in this task. We utilized three dif-
ferent prompts specialized for open-ended tasks
(Prompt 1, Prompt 2, and Prompt 3) which are also
shown in the Appendix.

Additionally, open-source-based Arabic LLMs
such as Falcon3 (Almazrouei et al., 2023)
(“tiluae/Falcon3-7B-Instruct”)3.’, Fanar (Team
et al., 2025) (“QCRI/Fanar-1-9B-Instruct”)'?, and
Allam (Bari et al., 2024)(“ALLaM-Al/ALLaM-7B-
Instruct-preview”)!! were assessed for both tasks.

2https://blog.google/
technology/google-deepmind/
gemini-model-thinking-updates-march-2025/
#gemini-2-5-thinking

3https://openai.com/index/
gpt-4o-mini-advancing-cost-efficient-intelligence/

*https://cdn.openai.com/pdf/
2221c875-02dc-4789-800b-e7758f3722c1/
o03-and-o4-mini-system-card.pdf

5https://x.ai/news/grok—3

6https://www—cdn.anthropic.com/
de8badb@1c9ab7cbabf5c33b80b7bbc618857627/Model _
Card_Claude_3.pdf

"https://ai.meta.com/blog/
1lama-4-multimodal-intelligence/

8https://huggingface.co/blog/falcon&l

https://huggingface.co/tiiuae/
Falcon3-7B-Instruct

10https://huggingface.
Fanar-1-9B-Instruct

llhttps://huggingface.

co/QCRI/
co/ALLaM-AL/
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We applied zero-shot prompting across all mod-
els and tasks, setting the temperature to 0 and top_p
to 1 for all tasks to ensure deterministic responses.
For the open-ended question task, BERTScore was
used as an evaluation metric to measure align-
ment between generated and expert answers. For
this purpose, we used the "XLM-RoBERTa-Large
model" (Daoud et al., 2025), which was trained on
multiple languages, including Arabic.

We also evaluated Arabic Falcon'?. Since there
is no API available for Arabic Falcon, we used the
web interface to manually input questions into the
chat version. We retained the history of previous
questions to avoid clearing the context before each
new query.

3.3 Results and Discussion

The results of the MCQs task using the proprietary
LLMs are shown in Table 1. The dataset has MCQs
related to understanding and reasoning. While un-
derstanding involves factual knowledge, reasoning
mimics how doctors make decisions.

The medical reasoning capacity of GPT-03,
Gemini Flash 2.5, and Gemini Pro 2.5 makes
them have superior performance compared to other
LLMs. These simulate diagnostic thinking by com-
bining multiple facts and using step-by-step reason-
ing to eliminate plausible but incorrect distractors
in medical MCQs, which answers RQ2.

Model Prompt Accuracy %
GPT-40-mini 1 49
GPT-40 1 57
GPT-03 1 72
Gemini Flash 2.5 1 73
Gemini Pro 2.5 1 75
GPT-03 2 74
Gemini Flash 2.5 2 74
Gemini Pro 2.5 2 76
Majority voting 2 77
Grok 3 2 60
Claude 3 Opus 2 49
Falcon Arabic 2 38
Deepseek v3 2 56
Llama 4 Maverick 2 63

Table 1: Accuracy of different proprietary base LLMs
using different prompts.

Even though Claude 3, Deepseek 3, Grok 3, and

ALLaM-7B-Instruct-preview
Zhttps://falcon-1m.github.io/blog/
falcon-arabic/
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Llama 4 Maverick possess strong reasoning capa-
bilities, they exhibit modest performance on this
task, likely due to limited medical knowledge or
insufficient proficiency in Arabic, which addresses
RQ1 and RQ2. However, Llama 4 Maverick was
the best among them in terms of accuracy (63%).

For sensitivity of prompt construction, we found
that Prompt 2, which includes step-by-step or chain-
of-thought reasoning, is generally better than sim-
ple Prompt 1 when it comes to answering medical
MCQs.

The significant finding in this work is that cur-
rent state-of-the-art proprietary LLMs exhibit lim-
itations in their embedded medical knowledge of
various Arabic medical tasks (maximum accuracy
is 76% in Gemini Pro 2.5). The source of errors in
the MCQ task may stem from misunderstanding of
questions, lack of medical knowledge, or lack of
medical reasoning capabilities.

To benefit from the capacity of each of three
LLMs (GPT-O3, Gemini Flash 2.5, and Gemini Pro
2.5) in MCQs task, we applied a majority voting
technique using the predictions from these LLMs,
resulting in a final accuracy of 77%, which secured
first place overall in the challenge, which answers
RQ4.

The results of the open-ended questions task us-
ing proprietary LLMs are shown in Table 2. The
dataset has questions labeled with answers. The
LLMs should generate answers that are semanti-
cally aligned with reference answers.

Our finding indicates that reasoning LLMs such
as Gemini Flash 2.5 and Gemini Pro 2.5 have struc-
tured answers that reduce hallucination and over-
confidence, as the models are less likely to guess
and more likely to justify their answers. As a re-
sult, their responses often align more closely with
reference answers and perform better on semantic
evaluation metrics like BERTScore, which answers
RQ2. Furthermore, GPT-40-mini shows good per-
formance in terms of BERTScore.

Additionally, the three LLMs showed high sensi-
tivity to prompts with variances in BERTScores.
The maximum BERTScores were achieved by
Prompt 3 that asked the LLMs to have modern
standard Arabic in response, emphasized medically
correct answers, and asked for concise answers that
are not diluted with explanations, which usually
tend to align more closely with reference answers.

Table 3 shows the accuracy and BERTScore of
several open-source base Arabic LLMs. Among

Model Prompt BERTScore
Gemini Pro 2.5 1 0.8105
Gemini Flash 2.5 2 0.8364
GPT-40-mini 2 0.8386
GPT-40-mini 3 0.8581
Gemini Flash 2.5 3 0.8633
Gemini Pro 2.5 3 0.8644

Table 2: BERTScore of proprietary base LLMs us-
ing different prompts.

the models, Allam demonstrates relatively better
performance (39%) in MCQs task, while Falcon
3 gave the best BERTScore (0.8493). This experi-
ment indicates a lack of medical knowledge and/or
medical reasoning in the base open-source Ara-
bic LLMs compared to proprietary ones, which
addresses RQ3.

Model Task Accuracy %
Falcon3 Task 1 36
Fanar Task 1 31
Allam  Task 1 39
Model Task  BERTScore
Falcon 3 Task 2 0.8493
Fanar  Task 2 0.8403
Allam  Task 2 0.8431

Table 3: Accuracy and BERTScore of different base
Arabic LLMs.

Limitations

The first limitation is that multiple-choice and fill-
in-the-blank with choice questions in the MedAra-
biQ2025 dataset are limited to only a few hundred
examples. There is a clear need for larger, high-
quality Arabic medical datasets to fine-tune LLMs
and enhance their performance. Alternatively, stor-
ing extensive medical data in a vector database and
employing retrieval-augmented generation (RAG)
techniques could help retrieve more accurate and
contextually relevant answers.

A second limitation of this work is the absence of
bias detection and mitigation techniques during the
preprocessing of questions before inputting them
to LLMs. Incorporating such techniques could play
a significant role in improving model performance
and ensuring more reliable outputs.

The third limitation is that for open-ended and
fill-in-the-blank questions without choices, we lack
a robust metric for capturing semantic similarity.
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In this work, we utilized BERTScore, which often
yields similar values across different responses and
fails to reflect subtle nuances in semantic alignment
with the correct answers.
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A Appendix

A.1 Prompts used

This work employed different prompts for the two
tasks: the orange-colored prompts were used for
Task 1 (MCQs), while the red, green, and blue
prompts were used for Task 2 (open-ended ques-
tions).

MCQs Prompt 1

Answer this multiple choice question in Arabic using

asingle letter: f, <, ¢, 3, »

5,0z ol LAl el LAl saaie i el La pa] 1) e
ol LAl aaail 3 ghads 3 ghad Ké n ghadl)

o ks @l sl Gl san g ) o) clalluadl y okl Gl 7 il
4 g yrall dplal) cilo gladll ) atid Aghie ye

sl 9,z 0, ) el el G jpal) L il | LN Ay
Y L

Open-ended questions’ Prompt 1

You are a knowledgeable and concise medi-
cal expert. Provide a high-quality answer to
the following open-ended medical question.
Your response should:

Begin with a direct, evidence-based answer.
Elaborate on the mechanisms, relevant
anatomy or physiology, and clinical signifi-
cance.

Use clear, professional medical language.
Question:

[Insert your medical question here]

Open-ended questions’ Prompt 2

You are a knowledgeable and concise medi-
cal expert. Provide a high-quality answer to
the following open-ended medical question.
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Open-ended questions’ Prompt 3

You are a knowledgeable and concise medi-
cal expert.

Your task is to generate a concise, accu-
rate, and medically correct answer in Modern
Standard Arabic.

Do not include explanations—just provide
the best possible answer based on your
knowledge.
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Abstract

This paper details the system developed by
team MedLingua for the MedArabiQ2025
Shared Task, specifically participating in Track
2, Sub-Task 1: Multiple Choice Question An-
swering. Our approach centered on evaluating
the zero-shot and few-shot capabilities of vari-
ous Large Language Models (LLMs) on Arabic
medical questions, as fine-tuning was not per-
mitted. We systematically tested a range of
models, from general-purpose state-of-the-art
LLMs like Google’s Gemini 2.5 Pro to spe-
cialized medical models such as BiMediX2
and MedGemma. Our findings reveal that ad-
vanced, general-domain models significantly
outperform specialized medical LLMs that are
not optimized for Arabic. Our best performing
system, using Gemini 2.5 Pro, achieved an ac-
curacy of 78% in the development set and 74%
on the blind test set, securing the 3rd place on
the official competition leaderboard.

1 Introduction

The MedArabiQ2025 shared task addresses the crit-
ical need for robust natural language understand-
ing systems in the Arabic medical domain (Abu
Daoud et al., 2025). Our team, MedLingua, par-
ticipated in Track 2, Sub-Task 1, which focuses
on Multiple Choice Question Answering (MCQA).
This task is vital for developing clinical decision
support systems and educational tools tailored to
Arabic-speaking healthcare professionals and stu-
dents. The primary challenge lies in the complexity
of medical language and the relative scarcity of
high-quality Arabic medical datasets and models
compared to English. Given the constraint that
participants could not fine-tune models on the pro-
vided data, our core strategy was to leverage the
in-context learning abilities of existing LLMs. We
employed both zero-shot and few-shot prompting
techniques to guide various models toward the cor-
rect answer.

Our key finding was the pronounced perfor-
mance gap between large, multilingual general-
purpose models and the available specialized medi-
cal LLMs. The former demonstrated superior un-
derstanding of the Arabic questions, while many
of the latter struggled with the language or failed
to adhere to the task’s constraints. Our best sys-
tem achieved 74% accuracy on the blind test set,
demonstrating the effectiveness of modern LLMs
in this zero-resource fine-tuning scenario. To en-
sure reproducibility and facilitate future research
in Arabic medical question answering, we make all
experimental code publicly available on GitHub .

2 Background and Related Work

Question answering in the medical domain is
a well-established research area (Pampari et al.,
2018). However, most work, including the devel-
opment of specialized models like Palmyra-Med
Writer Engineering team (2024) and Med-PalLM
(Singhal et al., 2023), has been overwhelmingly
focused on English. While models like BiMediX2
(Mullappilly et al., 2024) have emerged to address
the bilingual (Arabic-English) need, the field is
still nascent. The MedArabiQ benchmark (Abu
Daoud et al., 2025) is a crucial step in spurring
research in this area. Our work contributes by pro-
viding a comprehensive evaluation of how current
SOTA generalist and specialist LLMs perform on
this new Arabic benchmark without task-specific
fine-tuning.

3 Data

3.1 Shared Task Data

The MedArabiQ2025 MCQA sub-task is framed as
a classification problem where the system receives
a question in Arabic and must return the single

1https: //github.com/astral-fate/
AraHealthQA-2025-MedArabiQA
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Figure 1: Overview of the system architecture for Arabic Medical QA.

letter corresponding to the correct answer from a
list of choices (Alhuzali et al., 2025).

The organizers provided three distinct datasets
for model development and validation, each con-
taining 100 questions. The questions were sourced
from medical exams and categorized into 12 medi-
cal specialties.

3.2 Validation Dataset

The validation data was split into three types, which
we used for iterative testing and model selection:

e Multiple Choice Questions (MCQ): A stan-
dard set of multiple-choice questions.

* Multiple Choice Questions with Bias (MCQ
w/ Bias): Questions designed with misleading
phrasing to test model robustness.

¢ Fill-in-the-Blank (FITB) with Choices:
Questions presented in a fill-in-the-blank for-
mat.

3.3 Test Dataset

The final evaluation was performed on a blind test
set containing 100 questions. This dataset was a
combination of all three question types from the
validation set and was used to determine the final
competition rankings.

4 Methodology

Our approach for Arabic medical question answer-
ing (QA) leverages in-context learning through var-

ious Large Language Models (LLMs), given the
constraint against fine-tuning. The system architec-
ture, designed to process Arabic medical multiple-
choice questions (MCQs), is detailed in Figure 1.

4.1 Prompt Engineering and System
Architecture

Our methodology centered on carefully structured
prompt engineering to guide LL.Ms in a zero-shot
or few-shot setting. The architecture can be broken
down into five key stages:

1. Input Data: The process begins with loading
Arabic medical MCQs from a CSV file.

2. Prompt Engineering: A full prompt is dy-
namically constructed by combining a sys-
tem prompt, few-shot examples (if applica-
ble), and the current question.

3. LLM Inference: The prompt is sent to an
LLM for processing.

4. Hierarchical Response Parsing: The
model’s response is parsed using a multi-step
process to extract the final answer.

5. Final Output: The extracted Arabic letter is
saved to an output CSV for evaluation.

4.2 Chain-of-Thought (CoT) and Few-Shot
Prompting

A key component of our strategy was the use of
Chain-of-Thought (CoT) prompting.
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Prompt Type Prompt Structure
Few-Shot(e.g., MedGemma, Qwen) SYSTEM_PROMPT + FEW_SHOT_EXAMPLES + USER_QUESTION
Zero-Shot (e.g., BioMistral) SYSTEM_PROMPT + USER_QUESTION

Table 1: Comparison of prompt structures for few-shot and zero-shot learning.

We instructed models to first perform a step-by-
step reasoning process within a <thinking> block
before providing the final answer. An example of
the Chain-of-Thought (CoT) prompt structure used
for few-shot learning is provided in Appendix B
(Table 4).

4.3 Zero-Shot vs. Few-Shot Strategies

Our approach involved testing both few-shot and
zero-shot prompting strategies to determine the
most effective method for each model. The funda-
mental difference in these approaches lies in the
inclusion of examples within the prompt, as illus-
trated in Table 1.

4.3.1 The Case of BioMistral: When
Few-Shots Fail

A notable example was BioMistral (Labrak et al.,
2024). When provided with few-shot examples
in Arabic, its output became nonsensical, gener-
ating repetitive, meaningless Arabic words. How-
ever, when we switched to a zero-shot approach
(removing the examples), its behavior changed dra-
matically. Although it did not produce reasoning
in Arabic, it performed the reasoning correctly in
English and concluded with the correct Final An-
swer: format. This highlights that for some models,
few-shot examples can confuse rather than guide.

4.4 Model Selection and Implementation

We experimented with two main categories of mod-
els:

1. General-Purpose LLMs: Models like
Google’s Gemini 2.5 Pro, Mixtral, Llama 3,
and Qwen (Qwen Team, 2025), accessed via
APIs (DeepMind Al Studio 2, NVIDIA NIM
inference microservices API®, Grog *.)

2. Specialized Medical LLMs: Models
like BiMediX2 (Mullappilly et al., 2024),
MedGemma (Sellergren et al., 2025), BioMis-
tral (Labrak et al., 2024), OpenBioLLM (Pal

2https://aistudio.google.com/

3https://build.nvidia.com/models/
4https://console.groq.com/

and Sankarasubbu, 2024), and Palmyra-Med
Writer Engineering team (2024),

General-purpose LLMs (Gemini, Qwen, etc.)
were accessed via APIs from DeepMind, NVIDIA,
and Groq. For specialized models, MedGemma,
BioMistral, and OpenBioLLM were accessed via
Hugging Face; Palmyra-Med via the NVIDIA NIM
API; and BiMediX?2 was run locally on a Google
Colab Pro+ A100 GPU.

5 Results

Our experiments revealed a striking performance
gap, with large, general-purpose LLMs consistently
outperforming specialized medical models on Ara-
bic medical question answering. Our final submis-
sion, using Gemini 2.5 Pro, achieved 74% accu-
racy on the blind test set, securing the 3rd place
on the official competition leaderboard. Table 3
shows the performance of all 11 models we evalu-
ated on the final blind test set.

For a more granular error analysis of the 100-
question blind test set, the manual categorization
of each question into 12 medical specialties was
performed by co-author Dr. Mumina Abukar,
MD, MScPH. This allowed us to precisely iden-
tify model weaknesses. Analysis of the categorized
test set revealed that certain medical domains were
universally more difficult for the models. The de-
tailed error distribution by medical category and
the accuracy versus execution time analysis are
presented in Appendix A (see Figures 2a and 2b).

The primary sources of errors remained consis-
tent with our development set findings: incorrect
medical reasoning and output formatting failures.

5.1 Error Distribution on the Test Set

Table 2 details the error counts for the five highest-
scoring models across the five most challenging
medical categories, identified by the highest total
number of errors across all tested models. Physiol-
ogy emerged as the most difficult category, where
even top models struggled. Notably, Gemini 2.5
Pro demonstrated the most robust performance, reg-
istering the lowest error count in three of the five
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Category Gemini MedGemma Colosseum Palmyra-Med Llama3 70B
Physiology 6 13 12 11 14
Ophthalmology 4 7 5 9 9
Oncology 4 6 7 6 5
Biochemistry 4 4 5 5 6
Neurosurgery 1 4 6 6 7

Table 2: Focused Error Analysis: Error counts for the top 5 performing models in the 5 most error-prone medical

categories on the blind test set.

Model Test Accuracy
Gemini 2.5 Pro 74 %
Qwen 67%
MedGemma 53%
Colosseum 51%
Palmyra-Med 49%
Llama3 70B 45%
BiMediX2 37%
Mixtral 21%
OpenBioLLM 21%
Biomistral 19%
DeepSeek 17%

Table 3: Performance of all evaluated models on the
Blind Test set. Our final submission used Gemini 2.5
Pro.

most challenging categories: Neurosurgery (1 er-
ror), and tying for the lowest in Oncology (4 errors)
and Biochemistry (4 errors). This highlights its
strong reasoning capabilities even in complex do-
mains.

6 Discussion

The pronounced performance gap between large,
generalist LLMs and their specialized medical
counterparts on the blind test set is the key finding
of this work. The superior performance of models
like Gemini 2.5 Pro (74%) and Qwen (67%), can
be attributed to their advanced multilingual capa-
bilities and vast general knowledge. These features
appear to compensate for the lack of specific medi-
cal fine-tuning, especially when handling nuanced
Arabic medical questions.

Our detailed error analysis of the test set rein-
forces this conclusion. The annotation of the test
set questions into 12 medical specialties was man-
ually performed by co-author Dr. Mumina Abukar,
MD, MScPH, leveraging her expertise in the medi-
cal field. During this process, it became apparent
that some questions, particularly those related to
study design and data collection, did not fit pre-

cisely within the original 12 medical categories
in Appendix I (Table 13) shows examples of such
questions, which were categorized as "Physiology"
in the original dataset but are better described as
"Research Methodology". This potential mismatch
could impact the fine-grained error analysis; how-
ever, for consistency with the original dataset struc-
ture, we adhered to the provided 12 categories for
our evaluation.

The specialized models were largely hindered by
a "language barrier." For instance, MedGemma’s
relatively high error rate in Physiology (13 errors,
as shown in Table 2) suggests its specialized train-
ing did not effectively transfer to the Arabic context.
This necessitated a translation-based approach for
English-centric models like Palmyra-Med, which
introduces potential information loss and likely lim-
ited their performance. BiMediX2, the only dedi-
cated bilingual model tested, showed promise but
was not competitive with the scale and reasoning
power of top-tier generalist models on this task.

This outcome underscores a critical considera-
tion for applying LLMs in specialized, non-English
domains: strong foundational language understand-
ing is a prerequisite for effective domain-specific
reasoning. The test set results clearly show that
Gemini’s robust grasp of Arabic allowed it to ap-
ply its reasoning capabilities more effectively than
models that were technically more specialized in
medicine but weaker in the target language.

7 Conclusion

This work evaluated zero-shot and few-shot
prompting strategies for Arabic medical ques-
tion answering using general-purpose and special-
ized medical large language models. Our best-
performing system achieved 74% accuracy on the
MedArabiQ2025 blind test set using Gemini 2.5
Pro, securing the 3rd place on the official competi-
tion leaderboard.
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Results demonstrate that advanced general-
purpose models significantly outperformed special-
ized medical LLMs due to superior multilingual ca-
pabilities compensating for lack of domain-specific
training.

Key limitations include language barriers hinder-
ing specialized models and potential dataset cate-
gorization inconsistencies. Future research should
prioritize developing medical LLMs specifically
trained on high-quality, large-scale Arabic medical
corpora to bridge the identified performance gap
between general and specialized models.
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A Test Set Analysis: Error Distribution
and Performance

B Example Prompt Structure

Table 4 illustrates the detailed Chain-of-Thought
(CoT) prompt structure that was a key component
of our methodology for the few-shot experiments,
as referenced in Section B.

C Full Error Distribution on the Blind
Test Set

Table 5 provides a comprehensive breakdown of
the errors made by each of the 11 models evaluated
on the blind test set. The questions were manually
classified into 12 distinct medical specialties to
facilitate this granular analysis.

D Summary of Model Performance on
Development Datasets

This appendix provides a consolidated view of the
performance of all evaluated models across the
three distinct development datasets: Fill-in-the-
Blank (FITB), standard Multiple Choice Question
(MCQ), and MCQ with Bias. Table 6 summarizes
the development accuracy for each model, high-
lighting the variance in performance depending on
the question format and the presence of intention-
ally misleading phrasing.
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Figure 2: A comparison of error distribution and performance on the blind test set.

E Analysis of the Fill-in-the-Blank (FITB)
Task

This appendix presents a detailed Exploratory Data
Analysis (EDA) of model performance on the "Fill-
in-the-Blank with Choices" dataset. We analyze the
overall accuracy, error distribution across medical
specialties, and the relationship between model
performance and inference time.

E.1 Model Performance Overview

The experiments revealed a wide range of perfor-
mance. A clear hierarchy emerged, with a distinct
group of high-performing models separating from
the rest. Gemini achieved the highest accuracy

at 84.0%, establishing itself as the top performer
on this task. It was followed by a competitive tier
including MedGemma (81.0%), DeepSeek 70B
(78.0%), and Colosseum (75.0%). Conversely, sev-
eral specialized models like BioMistral (15.0%)
and OpenBioLLLM (34.0%) struggled significantly.
Table 7 summarizes the final accuracy and execu-
tion times for each model.

E.2 Error Analysis by Medical Category

To understand model weaknesses, we analyzed the
distribution of errors across medical categories.
The results show that certain domains were uni-
versally more difficult. The five categories with
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Component

Example Content

System
Prompt

You are an expert medical profes-
sional... Your task is to solve a
multiple-choice question in Arabic.
First, you will engage in a step-by-
step thinking process in a <thinking>
block... Second, after your reasoning,
you MUST provide the final answer
on a new line in the format: Final
Answer: [The single Arabic
letter]

User Ques-
tion Exam-
ple

¥l o 5 onollal Sl
ey

Ideal As-
sistant
Response
(with CoT)

<thinking> .

o sl Jl 5l sy
ol JI Ole ;l ol Y
£ Tl PR
WLy gl S5t Byl
Lol 515 o sa @ Y WL

gl J o5 g b sa
</thinking>

Final Answer:

Table 4: Illustration of the Chain-of-Thought (CoT) prompt structure used in our few-shot experiments.

the highest total error counts were OBGYN, Pul-
monology, Cardiovascular System, Gastroen-
terology, and Neurology. This suggests the ques-
tions in these fields may contain more complex
terminology or require more nuanced clinical rea-
soning. Table 8 details the error counts for the
top-performing models in these challenging cate-
gories.

E.3 Accuracy vs. Execution Time Analysis

The relationship between inference time and accu-
racy provides critical insights into model efficiency,
as illustrated in the quadrant analysis in Figure 3c.
We observe distinct performance archetypes:

1. High Accuracy, Fast: Gemini is the clear
standout, occupying the top-left quadrant with
the highest accuracy (84%) and a fast execu-
tion time. DeepSeek 70B (78%), Colosseum
(75%) and Palmyra-Med (66%) also demon-
strate strong efficiency.

2. High Accuracy, Slow: MedGemma resides
in this category, achieving a high accuracy of
81% but requiring the longest execution time.

3. Low Accuracy, Slow: BioMistral is a no-

table example here, combining the lowest ac-
curacy (15%) with a long execution time.

This analysis indicates that while more processing
time can be beneficial, model architecture and opti-
mization are paramount for achieving both speed
and accuracy.

F Analysis of the Multiple Choice w/ Bias
Task

This appendix presents a detailed Exploratory Data
Analysis (EDA) of model performance on the "Mul-
tiple Choice with Bias" dataset. The objective is
to identify which models were most resilient to
the introduced bias and to pinpoint the medical
categories where models struggled the most.

F.1 Model Performance Overview

The introduction of biased phrasing created a clear
performance hierarchy among the models. Gemini
2.5 Pro demonstrated exceptional resilience to bias,
achieving a top score of 75.0% and clearly separat-
ing itself from the other models. It was followed
by Qwen (CoT), which also performed robustly
with an accuracy of 68.0%. A competitive middle
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Model’s Name

Fill in the Blank (Dev Acc) \ Multiple Choice Question (Dev Acc) \ Multiple Choice w/ Bias (Dev Acc)

Gemini 2.5 Pro 84%
qwen/qwen2-32b 83%
google/medgemma-27b-it 81%
deepseek-r1-distill-1lama-70b (CoT) 78%
colosseum_355b_instruct_16k 75%
1lama-3.3-70b-versatile 66%
palmyra-med-70b / 32k 66%
BiMediX2 52%
mixtral-8x22b-instruct-v2 40%
OpenBioLLM 34%
BioMistral 15%

78% 75%
70% 68%
55% 53%
62% 53%
50% 45%
57% 40%
55% 35%
25% 31%
30% 19%
24% 18%
19% 23%

Table 6: Comprehensive development accuracy results across the three development datasets.

Model Accuracy (%) Total Errors Time (mins)
Gemini 2.5 Pro 84.00 16 50.00
MedGemma 81.00 19 176.07
DeepSeck 70B 78.00 22 25.00
Colosseum 75.00 25 14.72
Llama3 70B 69.00 31 27.20
Llama3 70B 66.00 34 27.33
Palmyra-Med 66.00 34 13.95
BiMediX2 52.00 48 10.07
Mixtral 40.00 60 15.90
OpenBioLLM 34.00 66 10.78
BioMistral 15.00 85 47.77

Table 7: Final performance summary for the Fill-in-the-
Blank task.

model_name

Category

OBGYN

Pulmonology
Cardiovascular System
Gastroenterology
Neurology

Gemini 2.5 Pro  MedGemma DeepSeek 70B  Colosseum Llama3 70B

0

—_ 0w R

4
5
1
1
3

R RS
[CIFSCRTARY

9
9
8
7

Table 8: Error counts for top models in the five most
challenging categories on the FITB task.

tier emerged, led by DeepSeek 70B (Groq) and
MedGemma (Local), which tied at 53.0%.

F.2 Error Analysis by Medical Category

The five categories with the highest total error
counts were Embryology, Histology, Physiology,
Biochemistry, and Microbiology. This suggests
that questions in these foundational science fields
may be harder to answer correctly when potentially
misleading information is present. The heatmap in
Figure 4b shows that Gemini 2.5 Pro had the fewest
errors in four of these five most difficult categories.

F.3 Accuracy vs. Execution Time Analysis

The quadrant analysis in Figure 4c highlights sig-
nificant differences in efficiency. Gemini 2.5 Pro is
the clear standout, occupying the "High Accuracy,
Fast" quadrant and demonstrating the best balance
of speed and performance. Qwen (CoT) falls into

the "High Accuracy, Slow" category, delivering
strong results but at a significant time cost. The
remaining models form a cluster of lower-accuracy
options, with DeepSeek 70B (Groq) offering the
best performance among the faster, less accurate
models.

Model Accuracy (%) Total Errors Time (mins)
Gemini 2.5 Pro 75.00 25 4.00
Qwen (CoT) 68.00 32 81.68
DeepSeek 70B (Groq) 53.00 47 15.82
MedGemma (Local) 53.00 47 180.00
Colosseum 45.00 55 13.60
Llama3 70B (CoT) 40.00 60 20.25
Palmyra-Med 35.00 65 10.77
BiMediX2 (VLLM) 31.00 69 0.53
BioMistral (Fallback) 23.00 77 41.75
Mixtral 19.00 81 14.47
OpenBioLLM 8B (Local) 18.00 82 10.37

Table 9: Final performance summary for the MCQ with
Bias task, based on the updated data.

model_name  Gemini 2.5 Pro  Qwen (CoT) DeepSeek 70B (Groq) MedGemma (Local) ~Colosseum
Category

Embryology
Histology
Physiology
Biochemistry
Microbiology

ST
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N

Table 10: Updated error counts for the new top 5 models
in the five most challenging categories on the biased
dataset.

G Analysis of the Multiple Choice
Question (MCQ) Task

This appendix provides a detailed EDA of model
performance on the standard "Multiple Choice
Question" dataset. We examine the overall accu-
racy, error distribution, and the trade-offs between
accuracy and processing time.

G.1

The standard MCQ task revealed a clear perfor-
mance hierarchy. Gemini 2.5 Pro established it-

Model Performance Overview
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self as the top-performing model with an impres-
sive accuracy of 78%. It was followed by a tier
of other strong models including Qwen (70%),
DeepSeek (62%), Llama3 70B (57%), and both
Palmyra-Med (55%) and MedGemma (55%). In
contrast, some specialized models like Biomistral
(19%) and OpenBioLLLM (24%) struggled signifi-
cantly.

G.2 Error Analysis by Medical Category

Some medical specialties were consistently more
challenging for all models. The five categories
accumulating the most errors were Physiology,
Histology, Embryology, Biochemistry, and Mi-
crobiology. This indicates that questions in these
foundational medical sciences likely require more
complex reasoning or contain more specialized
terminology. The error distribution for the top-
performing models in these categories is detailed
in Table 12.

G.3 Accuracy vs. Execution Time Analysis

The quadrant analysis of accuracy versus execution
time in Figure Sc reveals four distinct performance
profiles:

1. High Accuracy / Fast: This quadrant is led
by the top performer, Gemini. Other strong
models like Qwen, DeepSeek, Llama3 70B,
and Palmyra-Med also fit here, offering high
accuracy with efficient processing times.

2. High Accuracy / Slow: MedGemma stands
alone in this category, achieving a respectable
accuracy of 55% but requiring significantly
more computational time (over 160 minutes).

3. Low Accuracy / Fast: Models like Mixtral,
BiMediX2, and OpenBioLLM delivered re-
sults quickly but with lower accuracy scores.

4. Low Accuracy / Slow: Biomistral was the
least efficient, combining low accuracy with a
relatively slow execution time.

H Challenges in Manual Test Set
Annotation

As mentioned in the Discussion, the manual cate-
gorization of the blind test set revealed that some
questions did not align well with the provided 12
medical specialty categories. Table 13 lists five
questions originally classified as "Physiology" that

Model Accuracy (%) Total Errors Time (mins)
Gemini 2.5 Pro 78.00 22 5.00
Qwen 70.00 30 40.00
DeepSeek 62.00 38 24.00
Llama3 70B 57.00 43 18.00
MedGemma 55.00 45 165.00
Palmyra-Med 55.00 45 8.00
Colosseum 50.00 50 24.00
Mixtral 30.00 70 2.00
BiMediX2 25.00 75 4.00
OpenBioLLM 24.00 76 12.00
Biomistral 19.00 81 33.00

Table 11: Final performance summary for the MCQ
task. Total errors are based on a dataset size of 100
questions.

Category Gemini Qwen DeepSeek Llama370B Palmyra-Med
Physiology 4 5 7 8 7
Histology 1 4 3 8 5
Embryology 1 2 8 8 7
Biochemistry 3 3 3 5 6
Microbiology 1 4 3 2 6

Table 12: Error counts for the top 5 models in the five
most challenging categories on the MCQ task.

co-author Dr. Mumina Abukar, MD, MScPH, lever-
aging her expertise in the medical field, identified
as belonging to "Research Methodology." This
highlights a potential area for refinement in fu-
ture iterations of the benchmark to ensure that the
categories accurately reflect the question content,
thereby improving the validity of category-based
error analyses.

I Challenges in Manual Test Set
Annotation

As mentioned in the Discussion, the manual cate-
gorization of the blind test set revealed that some
questions did not align well with the provided 12
medical specialty categories. Table 13 lists five
questions originally classified as "Physiology" that
co-author Dr. Mumina Abukar, MD, MScPH, lever-
aging her expertise in the medical field, identified
as belonging to "Research Methodology." This
highlights a potential area for refinement in fu-
ture iterations of the benchmark to ensure that the
categories accurately reflect the question content,
thereby improving the validity of category-based
error analyses.
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Table 13: Examples of questions from the blind test set with proposed category corrections. These questions were
originally categorized under Physiology.
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Model Errors per Medical Category (MCQ with Bias Task)
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Abstract

This paper details the system developed by
team Sakinah-Al for the MentalQA 2025
shared task, focusing on Arabic mental health
question classification. We compare few-shot
learning with Large Language Models against
fine-tuning of BERT-based models (CAMeL-
BERT and AraBERTv2). Few-shot learn-
ing with Palmyra-Med-70B achieved the high-
est weighted F1-score of 0.605, followed by
hyperparameter-optimized CAMeL-BERT at
0.597. Notably, 5-fold ensemble methods
proved detrimental to performance. Our re-
sults demonstrate that for low-resource special-
ized domains, both few-shot learning and opti-
mized fine-tuning of appropriate base models
outperform ensemble strategies. To ensure re-
producibility all experimental code and final
fine-tuned models are made publicly available.

1 Introduction

Arabic mental health NLP faces unique challenges
due to limited annotated data and the linguistic
complexity of user-generated content on mental
health platforms. To address these challenges, we
participated in the MentalQA 2025 shared task
(Alhuzali et al., 2024), conducting a systematic
comparison of three paradigms for Arabic mental
health question classification: few-shot learning
with large language models, optimized fine-tuning,
and ensemble methods.

Our comparative study reveals critical insights
for low-resource specialized domains. Few-
shot learning with Palmyra-Med-70B (Kamble
and Alshikh, 2023) achieved optimal perfor-
mance (0.605 weighted Fl-score), closely fol-
lowed by hyperparameter-optimized CAMeL-
BERT (0.597). Notably, CAMeL-BERT signifi-
cantly outperformed AraBERTV2 (0.543), while
k-fold ensemble methods proved detrimental to
both models’ performance. These findings chal-
lenge conventional wisdom that ensemble methods

universally improve classification accuracy.

The results demonstrate that for small, special-
ized datasets, strategic model selection and opti-
mization outweigh complex ensembling strategies.
Domain-specific pre-training (Palmyra-Med) and
careful hyperparameter tuning emerge as more ef-
fective approaches than aggregating multiple weak
learners. To ensure reproducibility and facilitate
future research, we provide open access to all ex-
perimental code and fine-tuned models via GitHub'
and Hugging Face?.

2 Background and Related Work

2.1 Task Overview and Dataset

The MentalQA 2025 shared task (Alhuzali et al.,
2025) focuses on multi-label classification of Ara-
bic mental health questions into seven categories:
Diagnosis, Treatment, Anatomy/Physiology, Epi-
demiology, Healthy Lifestyle, Provider Choices,
and Other. We participated in Track 1, Sub-Task 1,
using a dataset of 500 annotated question-answer
pairs (300 training, 50 development, 150 test) from
Arabic mental health platforms characterized by
informal, dialect-rich language.

2.2 Arabic Mental Health NLP Evolution

Early foundational work by Alghamdi et al. (2020)
created the Arabic psychological forum corpus
"Nafsany" and compared lexicon-based approaches
against traditional machine learning models. Alas-
mari (2025) revealed a clear paradigm shift: pre-
2022 studies relied on traditional machine learning
and lexicon-based methods, while post-2022 re-
search shifted towards transformer-based models
like AraBERT (Antoun et al., 2020) and MAR-
BERT, which consistently outperform traditional
approaches.

'https://github.com/astral-fate/MentalQA2025/

2https://huggingface.co/
collections/FatimahEmadEldin/
sakinah-ai-at-mentalqa-689b2d707791cea458e97aaf
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Alhuzali and Alasmari (2025) conducted com-
prehensive evaluation of Arabic PLMs on the Men-
talQA dataset, demonstrating that fine-tuned MAR-
BERT achieved superior performance with Jaccard
scores of 0.80 for question classification and 0.86
for answer classification, while few-shot learning
with GPT-3.5 showed significant improvements
over zero-shot approaches. Recent LLM evalu-
ations by Zahran et al. (2025) across eight models
on diverse Arabic mental health datasets found that
prompt design is critical and few-shot techniques
consistently improve performance. Practical appli-
cations include the "MindWave" app by Bensalah
et al. (2024), which leverages Al for bilingual men-
tal health support.

2.3 Research Gaps and Contribution

Despite progress, gaps remain: limited compara-
tive studies between fine-tuning and few-shot ap-
proaches in Arabic mental health domains, insuf-
ficient evaluation of ensemble methods versus op-
timized single models in low-resource settings,
and lack of systematic analysis comparing domain-
specific versus general-purpose LLMs. Our work
addresses these gaps by providing direct compar-
ative evaluation between fine-tuning BERT-based
models (CAMeL-BERT and AraBERTv2) and few-
shot learning with large language models, system-
atically evaluating ensemble strategies against opti-
mized single models in the low-resource Mental QA
2025 shared task setting.

3 Methodology

3.1 System Overview

Our system comprises two parallel pipelines for
multi-label Arabic mental health question classifi-
cation: Fine-Tuning and Few-Shot Learning (Fig-
ure 1). This design enables direct comparison be-
tween traditional supervised learning and contem-
porary in-context learning paradigms.

3.2 Fine-Tuning Pipeline
3.2.1 Base Model Selection

We selected two Arabic BERT variants with com-
plementary strengths:

CAMeL-BERT-DA-Sentiment (Inoue et al.,
2021): A specialized variant fine-tuned for sen-
timent analysis on Arabic dialectal text. We hy-
pothesized its exposure to user-generated content
would benefit processing informal mental health
questions.

AraBERTY2 (Antoun et al., 2020): A widely-
adopted baseline model for Arabic NLP tasks, pro-
viding robust comparison benchmarks.

3.2.2 Training Strategies

Optimized Single Models: We employed Optuna
framework for automated hyperparameter optimiza-
tion, systematically exploring learning rates (le-5
to Se-5), batch sizes (8, 16), and epochs (10-20) to
identify optimal configurations. The final hyper-
parameters used for the CAMEL-BERT model are
detailed in Appendix B (Table 5).

K-Fold Ensembles: We trained five models us-
ing stratified cross-validation and averaged their
predictions. This approach tests whether model
diversity improves performance in low-resource
settings.

3.2.3 Model Selection Rationale

We selected models to test three factors: domain
specialization, architecture, and scale. Palmyra-
Med-70B (Kamble and Alshikh, 2023) provides
medical domain expertise. Mixtral-8x22B uses
mixture-of-experts architecture, while Qwen3-
235B represents dense transformers. Gpt-Oss-20B
tests the lower performance boundary (20B pa-
rameters), and Colosseum-355B tests the upper
boundary (355B parameters). This design isolates
whether domain knowledge, architectural differ-
ences, or parameter scaling most impacts Arabic
mental health classification. All models support
Arabic and are accessible via NVIDIA NIM APL

3.3 Few-Shot Learning Pipeline

3.3.1 Model Selection Rationale

We selected models testing domain specialization
(Palmyra-Med-70B), architecture (Mixtral-8x22B
mixture-of-experts vs. Qwen3-235B dense trans-
former), and scale boundaries (Gpt-Oss-20B at
20B, Colosseum-355B at 355B parameters). All
models support Arabic and are accessible via
NVIDIA NIM API.

3.3.2 Prompt Engineering

We constructed structured prompts with: (1) ex-
plicit multi-label task instructions, (2) Arabic cat-
egory definitions and examples, and (3) 3-5 di-
verse training exemplars. Models were explicitly
instructed to "select ALL applicable categories"
with multi-label demonstrations.
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Figure 1: The Sakinah-Al System Architecture, illustrating two parallel processing pipelines.

3.4 Experimental Design

Our study follows a controlled comparison frame-
work. For fine-tuning, we used 300 training sam-
ples with 50-sample development sets for hyper-
parameter optimization. For ensembles, we com-
bined training and development sets (350 sam-
ples) for 5-fold cross-validation. Few-shot exper-
iments used 3-5 training examples as in-context
demonstrations. This design enables fair compar-
ison across paradigms while addressing the low-
resource constraints typical of specialized Arabic
NLP domains.

4 Experimental Setup

4.1 Comparative Analysis Framework

We conduct a systematic comparison of three
paradigms for Arabic mental health question classi-
fication: optimized fine-tuning, few-shot learning,
and ensemble methods. This controlled evaluation
addresses a critical research question: which ap-
proach performs best in low-resource specialized
domains where traditional assumptions about en-
semble superiority may not hold.

4.2 Data Configuration

The 500-sample dataset was partitioned into 300
training, 50 development, and 150 test samples.
While this small size presents overfitting risks typi-
cal of specialized domains, we implement several
mitigation strategies:

Fine-Tuning Protocol: Training set for model
optimization, development set for hyperparameter

selection, with early stopping based on develop-
ment performance.

Ensemble Strategy: Combined train-
ing/development sets (350 samples) for stratified
5-fold cross-validation to maximize training data
while maintaining validation integrity.

Few-Shot Design: Minimal training exposure
(3-5 examples) inherently reduces overfitting risk
while testing generalization from limited demon-
strations. All final evaluations use the held-out test
set to ensure unbiased performance estimates.

4.3 Evaluation Metrics

The primary evaluation metric is the weighted
F1-score, which accounts for label imbalance
(Sokolova and Lapalme, 2009). We additionally
consider the Jaccard Score for multi-label evalua-
tion (Manning et al., 2008).

Weighted F1-Score For a set of labels L, the
weighted F1-score is calculated as:

Weighted F1 = » w; - F1, (1)
leL

where w; represents the proportion of instances of
label [ in the dataset, and F'1; denotes the F1-score
for that label, calculated as:

Precision; - Recall;

F1, =2 2)

' Precision; + Recall;

Jaccard Score For individual predictions, where
Yirue represents the set of true labels and Yjeq rep-
resents the set of predicted labels, the Jaccard score
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The overall score represents the average Jaccard
score across all samples.

5 Results

Our evaluation, conducted on the blind test set, re-
veals a distinct performance hierarchy among the
different modeling paradigms. As shown in Table 1,
the few-shot approach with a domain-specific LLM
(Palmyra-Med-70B) achieved the highest weighted
F1-score of 0.605. Closely following was the sin-
gle, hyperparameter-optimized fine-tuned model,
CAMeL-BERT (Opt.), with a score of 0.597. These
top performers significantly outpaced all other mod-
els, particularly the ensemble variants, which con-
sistently underperformed their single-model coun-
terparts.

5.1 Error Analysis and Performance Patterns

To better understand these results, we conducted
a detailed error analysis for both fine-tuned and
few-shot models. A comprehensive quantitative
and qualitative breakdown of model performance
is available in Appendix C.

5.1.1 Fine-Tuned Model Analysis

As detailed in Table 2, the optimized CAMeL-
BERT model maintains the lowest error counts
across most categories, confirming its robustness.
In contrast, the AraBERTV2 ensemble suffered
a catastrophic performance collapse, with error
counts surging in categories like Anatomy and
Physiology (140 errors), Other (147 errors), and
Provider Choices (122 errors). This pattern sug-
gests that for smaller, specialized datasets, ensem-
bling can amplify systematic model biases rather
than mitigate variance, leading to degraded perfor-
mance.

5.1.2 LLM Performance and Multi-Label
Challenges

The error analysis for LLMs (Table 3) shows that
Palmyra-Med-70B maintained a more balanced er-
ror profile compared to other models, which strug-
gled significantly in high-support categories like
Diagnosis and Treatment. A critical qualitative
finding was the LLMs’ systematic failure to adhere
to multi-label instructions. Our prompt engineering
(detailed in Appendix A Table 4) was specifically
designed to prevent this by including: (1) explicit

instructions to "perform precise multi-label classifi-
cation" and "select ALL applicable categories," (2)
clear examples of multi-label outputs (e.g., "Final
Answer: A,D"), and (3) a structured format. De-
spite these safeguards, all tested LLMs frequently
defaulted to predicting only a single label, even for
questions where multiple categories were clearly
relevant. This suggests a fundamental limitation in
current instruction-following capabilities for com-
plex classification tasks, possibly stemming from
strong priors developed during pre-training on pre-
dominantly single-output tasks. This limitation
likely suppressed the overall performance of all
LLMSs in our study.

5.2 Key Insights from Comparative Analysis

Domain Expertise vs. General Capability. The
superior performance of Palmyra-Med-70B (0.605)
over the much larger, general-purpose Qwen3-
235B (0.325) highlights the profound value of
domain-specific pre-training. Palmyra-Med’s fo-
cused medical knowledge provided a decisive ad-
vantage in correctly interpreting the nuanced lan-
guage of mental health questions, demonstrating
that for specialized tasks, domain expertise can be
more critical than model scale alone.

The Failure of Ensemble Methods. The con-
sistent underperformance of k-fold ensembles chal-
lenges the conventional wisdom that they univer-
sally improve model robustness. For CAMeL-
BERT, the ensemble F1-score (0.537) was notably
lower than the optimized single model (0.597). The
degradation was even more severe for AraBERTv2
(0.328 vs. 0.543). This outcome suggests that in
low-resource settings, where individual models are
trained on limited and potentially noisy data, they
may develop high bias. In such cases, ensembling
methods like averaging predictions can amplify
these shared systematic errors rather than reducing
variance, ultimately harming overall performance.

6 Discussion

Our results yield several key insights for special-
ized, low-resource domains. The superior perfor-
mance of Palmyra-Med-70B (0.605) and optimized
CAMEL-BERT (0.597) demonstrates that domain-
specific pre-training and strategic single-model op-
timization are more effective than ensembling for
Arabic mental health question classification. The
consistent failure of our k-fold ensembles chal-
lenges the conventional wisdom that they univer-
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Fine-Tuning

Model Name Weighted F1-Score
CAMeL-BERT (Optimized) 0.597
AraBERTV2 (Optimized) 0.543
CAMeL-BERT (K-Fold Ensemble) 0.537
AraBERTV2 (K-Fold Ensemble) 0.328

(a) Fine-Tuning Models

Few-Shot Learning

Model Name Weighted F1-Score
Palmyra-Med-70B 0.605
Mixtral-8X22B 0.563
Qwen3-235B 0.325
Gpt-Oss-20B 0.147
Colosseum-355B 0.014

(b) Few-Shot Learning Models

Table 1: Final results on the test set, comparing fine-tuned models against few-shot learning with LLMs. Optimized
single models and domain-specific LLMs demonstrate superior performance.

Category CAMeL-BERT AraBERTv2
Opt. Ens. Opt. Ens.
Anatomy 31 18 11 140
Diagnosis 55 71 53 65
Epidemiology 96 85 39 55
Lifestyle 57 102 44 38
Other 3 52 3 147
Provider 31 76 6 122
Treatment 66 66 63 85

Table 2: Error counts per category for all fine-tuned
models. Lower values indicate better performance. Er-
rors are calculated as Support x (1 - Recall).

g £

2 F g S ¢

E ¥ 9 = 9

= 4 2 A [S)

Category £ = O O O
Anatomy 20 17 10 12 10
Diagnosis 49 52 67 74 84
Epidemiology 49 42 37 40 35
Lifestyle 36 38 39 39 37
Other 3 5 5 3 3
Provider 1 9 6 7 6
Treatment 50 49 66 81 85

Table 3: Error counts per category for few-shot LLMs.
Lower values indicate better performance.

sally reduce errors. From a bias-variance perspec-
tive, ensembles are most effective at reducing vari-
ance by averaging the uncorrelated errors of diverse
base learners. However, in low-resource settings
with a small and specialized dataset, this core as-
sumption is violated. The models trained on dif-
ferent folds of the data are not sufficiently diverse;
instead, they learn similar systematic biases from
the limited data. Consequently, the ensemble av-
erages and reinforces these shared biases rather
than canceling out random errors, leading to a no-
table degradation in performance, as seen with both
CAMEL-BERT and AraBERTv2. While this study
operated within the constraints of the provided

dataset, future work could address these data limi-
tations through several mitigation strategies. Data
augmentation techniques, such as back-translation
or contextual synonym replacement tailored to Ara-
bic dialects, could create novel training instances.
Furthermore, semi-supervised learning approaches
could be employed to leverage vast amounts of un-
labeled, in-domain text. By training a model on
the existing labeled data and using it to generate
pseudo-labels for unlabeled data, the training set
could be effectively and cheaply expanded. A fi-
nal significant finding was the LLMs’ systematic
failure to adhere to multi-label instructions despite
explicit prompting, highlighting fundamental lim-
itations in current instruction-following capabili-
ties.

7 Conclusion

This paper presented the Sakinah-Al system for
the MentalQA 2025 shared task, comparing few-
shot learning, optimized fine-tuning, and ensemble
methods for Arabic mental health question classifi-
cation. Our results show that a domain-specific
LLM, Palmyra-Med-70B, achieved the highest
weighted Fl1-score (0.605), closely followed by
an optimized CAMEL-BERT model (0.597). No-
tably, ensemble methods were detrimental to per-
formance in this low-resource setting. The primary
limitations of our study include the LLMs’ diffi-
culties with multi-label adherence and the small
size of the training dataset. Furthermore. Future
assessments must incorporate crucial dimensions
such as clinical relevance and safety considerations
to prevent harmful or inaccurate outputs. Moreover,
focusing on model interpretability will be essential
to build trust and utility for clinicians and end-users.
Future work should explore advanced prompt en-
gineering and data augmentation techniques while
embedding these human-centered principles into
the evaluation process.
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A Few-Shots examples

The prompt used for all Large Language Model
(LLM) evaluations was engineered to facilitate pre-
cise multi-label classification for Arabic mental
health questions. As detailed in Table 4, the prompt
architecture consists of four key components: a sys-
tem prompt establishing an expert persona, a com-
plete list of all seven categories with definitions,
two diverse few-shot examples demonstrating the
reasoning process and required multi-label output
format (e.g., "Final Answer: A,D"), and a final
task instruction for the target question. This struc-
ture was explicitly designed to guide the models in
selecting all applicable categories and to counter-
act the observed tendency of LLMs to default to
single-label outputs.

B Fine-Tuning Hyperparameters

The fine-tuning of the CAMeL’s
bert-base-arabic-camelbert-mix-sentiment
model was conducted using the hyperparameters
detailed in Table 5. These settings were configured
using the Hugging Face Transformers library.

C Detailed Performance Analysis

This appendix provides a detailed quantitative and
qualitative analysis of the top-performing models,
based on the output from the error analysis script.

C.1 Quantitative Performance Summary

The table below summarizes the key performance
metrics for the selected models. Palmyra-Med-70B
demonstrates the best overall performance, closely
followed by the optimized single model, CAMEL-
BERT. The AraBERTv2-Ensemble model shows a
significant degradation in performance across all
metrics.

C.2 Per-Category F1-Score Matrix

To understand model performance on a more gran-
ular level, the following matrix presents the F1-
score for each of the seven classification categories.
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Component

Content

System Prompt

You are an expert in classifying Arabic patient questions
into mental health categories. Perform precise multi-
label classification.

Category List

(A) Diagnosis: Interpreting symptoms.

(B) Treatment: Seeking therapies or medications.

(C) Anatomy and Physiology: Basic medical knowl-
edge.

(D) Epidemiology: Course, prognosis, causes of dis-
eases.

(E) Healthy Lifestyle: Diet, exercise, mood control.
(F) Provider Choices: Recommendations for doctors.
(Z) Other: Does not fit other categories.

Example 1

Question: )

Lole Ul St Y e e Gl Aty s

Ay e Ul L bl @lze o057 U Lol
T @l U 2l )

Reasoning: The user is asking if their fear (a symptom)
is normal and is concerned about its future course (prog-
nosis). This fits ’Diagnosis’ (interpreting a symptom)
and ’Epidemiology’ (prognosis).

Final Answer: A,D

Example 2

Question: )
by b or L sl U G e
B P CH VPN AN Y N RS X8 Y
o Ay B e AL Al Sy b il
& b
Reasoning: The user describes self-harm and suicidal
thoughts and is asking how to get rid of this habit. This
is a clear call for *Treatment’ (seeking therapy/help) and

relates to "Healthy Lifestyle’ (self-help, mood control).
Final Answer: B.E

Task

Classify the following question. Provide your reasoning
and then the final answer.

Question: {Target Question}

Reasoning:

Final Answer:

Table 4: Structure and content of the few-shot prompt used for LLM inference.
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Hyperparameter

Value

Model & Tokenizer

Base Model CAMeL-BERT (mix-sentiment)
Max Sequence Length 256

Training Arguments
Epochs 15
Batch Size 8
Gradient Accum. Steps 2
Learning Rate 2e-5
Warmup Steps 100
Weight Decay 0.01
Optimizer AdamW
FP16 Precision True

Loss Function
Loss Type Focal Loss
Alpha (o) 1.0
Gamma (v) 2.0

Table 5: Hyperparameters for the optimized fine-tuning of CAMeL-BERT.

Metric Palmyra-Med-70B  CAMEL-BERT Opt  AraBERTV2 Ens.
Exact Match Ratio 12.67% 11.33% 0.00%
Macro Jaccard Score 0.2623 0.2445 0.1115
Weighted F1-Score 0.60 0.59 0.26

Table 6: Overall performance metrics on the blind test set.

Both Palmyra-Med and CAMEL-BERT perform
strongly on high-support categories like Diagno-
sis (A) and Treatment (B), while the Ensemble
model fails completely on Treatment and Healthy
Lifestyle questions.

C.3 Error Analysis Matrix

The following examples from the test set illustrate
common failure modes for different models, high-
lighting the challenges of multi-label classification
and the pitfalls of ensembling in low-resource set-
tings.
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Category Palmyra-Med-70B CAMEL-BERT Opt  AraBERTV2 Ens.

(A) Diagnosis 0.75 0.76 0.71
(B) Treatment 0.74 0.70 0.00
(C) Anatomy/Phys. 0.09 0.15 0.12
(D) Epidemiology 0.44 0.37 0.18
(E) Healthy Lifestyle 0.38 0.41 0.00
(F) Provider Choices 0.15 0.00 0.09
(Z) Other 0.00 0.00 0.04

Table 7: Per-category F1-scores for each model. Higher is better.

Error Type Labels

Question & Analysis

Multi-Label Failure Question: True: A,B,D
(Palmyra-Med-70B) &Y pis (oS (G Osh O Olaas ¢ g sl 5K | Predicted: A

Analysis: The user lists numerous symptoms (’A’), is implicitly
asking for a solution (’B’), and is concerned about the course of the
illness ("D’). The model correctly identifies *Diagnosis’ but fails to
capture the other required labels.

Ensemble Hallucina- | Question: True: B
tion Ve 5 - el 3y - ~L I o sl 25 Lo Predicted: A,C,F, Z
(ArBERTv2 Ensem. | 2 2 &0 U1 3 sdy o 60 Wy psie sl Joadl o

ble) Wl el 1! rj:J\ c.‘a.,u‘

Analysis: A direct question about medication ('B’). The ensem-
ble model not only misses the correct label entirely but also hallucinates
four incorrect and irrelevant labels, demonstrating a catastrophic failure.

Domain Specializa- | Question: True: B

tion | Ko O sl el o sley e ol o1 Predicted: B
(CAMEL-BERT Opt) Oy 2o elyd o Olaglae 4y ) el

Analysis: This is a clear request for information about a specific
treatment ('B’). The optimized CAMEL-BERT model, attuned to
user-generated dialectal content, correctly classifies this. The log shows
that the baseline AraBERT model failed to produce any prediction for
this item, highlighting the robustness of the optimized model.

Table 8: Illustrative examples of misclassification cases from the test set.
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Abstract

This paper presents our submission to the Ara-
HealthQA 2025 shared task (Alhuzali et al.,
2025), Sub-task 3: Arabic Mental Health Ques-
tion Answering. We evaluated four large lan-
guage models—GPT-40, Gemini, Allam, and
Qwen—using various prompting strategies. A
simple 3-shot prompt, instructing the model to
respond in Arabic, consistently outperformed
zero-shot, 5-shot, and more complex meth-
ods. GPT-40 achieved the best results, with
a BERTScore F1 of 0.670 on the official hid-
den test set, ranking 2nd overall. The system
required no fine-tuning or external data, relying
solely on prompt design and consistent evalua-
tion.

1 Introduction

Mental health disorders, such as obsessive-
compulsive disorder (OCD), depression, and sui-
cidal ideation, affect millions worldwide, signif-
icantly impairing well-being and daily function-
ing (World Health Organization, 2022). Early in-
tervention can enhance recovery, prevent severe
outcomes like self-harm, and reduce the broader
societal and economic burden (Patel et al., 2018).
Moreover, prioritizing mental health care helps
break stigma and encourages individuals to seek the
support they need. The AraHealthQA 2025 shared
task (Alhuzali et al., 2025) addresses the growing
demand for accessible and culturally appropriate
mental health resources for Arabic-speaking pop-
ulations. It highlights both the social importance
of providing trustworthy support and the technical
challenges posed by modeling Arabic psycholog-
ical discourse. The shared task comprises three
subtasks; our work focuses on Subtask 3: Question
Answering, which requires generating accurate, in-
formative, and empathetic answers to mental health
questions written in Arabic.

We experimented with four large language
models (LLMs)—GPT-40 (OpenAl, 2024), Gem-

ini (Team et al., 2023), Allam (Bari et al., 2024),
and Qwen (Qwen Team, 2024)—and explored mul-
tiple prompting strategies, including zero-shot, few-
shot, chain-of-thought (Wei et al., 2022), and self-
consistency (Wang et al., 2022). Prompt selec-
tion was conducted using Meta’s LLaMA-3-70B-
Instruct model (8192-token context) as an LLM-
as-a-judge, evaluated via BERTScore F1 (Zhang
et al., 2019). After iterative testing, we adopted a
3-shot prompting approach and selected GPT-40 as
our final submission model, based on its alignment
with expert-written answers.

Our system achieved 2nd place in the official
leaderboard with a BERTScore F1 of 0.670. Key
challenges during development included ensuring
clean and well-structured input data, enforcing con-
sistent and controlled answer formats, and handling
ambiguous or emotionally sensitive queries that re-
quire careful phrasing to avoid misinterpretation,
especially in a mental health context where psycho-
logical state and cultural background may influence
understanding.

The full code and evaluation scripts are
available at: https://github.com/njoudae/
AraHealthQA_2025_subtasck_3/tree/main.

2 Related Work

Recent years have seen significant progress in Ara-
bic NLP for mental health, although challenges like
limited data and cultural complexities still hinder
its development. (Alasmari, 2025) offers a scoping
review that outlines the current state of Arabic NLP
in mental health, covering methods from classical
machine learning models like SVM and Random
Forest to more advanced transformer models such
as AraBERT and MARBERT. The review notes a
strong focus on detecting depression and suicidal
tendencies, often leveraging social media data, and
sheds light on both the strengths and drawbacks
of existing techniques. While transformer models
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have delivered impressive results, the study em-
phasizes the lack of dataset variety and the urgent
need for culturally aware tools that accommodate
dialectal differences and address societal stigma in
Arabic-speaking regions.

Expanding on this groundwork, (Alhuzali and
Alasmari, 2025) carried out a practical assessment
of pre-trained language models (PLMs) for classify-
ing Arabic mental health Q&A using the MentalQA
dataset. They compared traditional machine learn-
ing techniques, Arabic PLMs like MARBERT and
CAMEeLBERT, and prompt-based approaches using
GPT-3.5/4. Their findings revealed that PLMs sig-
nificantly outperformed older feature-based mod-
els, with MARBERT delivering the best results.
Interestingly, GPT-3.5 prompt-based methods ex-
celled in few-shot learning situations, showing
promise for applications in low-resource languages.
However, the study also highlighted a critical lim-
itation: the small size of the MentalQA dataset
(only 500 samples), which impacts how broadly
the findings can be applied.

Shifting the focus to real-world applica-
tions, (Bensalah et al., 2024) introduced Mind-
Wave, a bilingual Arabic—English mental health
support app. The system uses NLP and sentiment
analysis on both text and voice inputs to identify
signs of burnout and depression. To tackle the short-
age of Arabic sentiment datasets, the researchers
built a large parallel English—Arabic medical cor-
pus containing 945,000 sentences. They then fine-
tuned machine translation models to develop clas-
sifiers tailored to Arabic. Additionally, the study
compared various Arabic tokenization techniques,
offering useful insights into best practices. Unlike
previous efforts that focused mainly on classifica-
tion or Q&A tasks, MindWave showcases how NLP
tools can be seamlessly integrated into interactive
support platforms and communities.

Lastly, (Zahran et al., 2025) performed a wide-
ranging evaluation of large language models
(LLMs) in the context of Arabic mental health.
This study stands out as one of the first to deeply as-
sess how well LLMs function in this domain. The
authors pointed out both the benefits and risks of
LLMs: while these models can generate meaning-
ful and relevant responses, concerns about empathy,
cultural appropriateness, and safety persist. Com-
pared to more specialized PLMs, general-purpose
LLMs showed inconsistent reliability, reinforcing
the need for domain-specific adaptation and human
monitoring. Collectively, these studies highlight

the importance of building richer datasets, adopt-
ing multifaceted evaluation methods (beyond basic
accuracy scores like BERTScore), and developing
culturally sensitive NLP tools. Our research builds
on these findings by focusing on prompt-based eval-
uation within the AraHealthQA framework, tack-
ling both performance and ethical dimensions in
this underexplored area.

3 Task and Dataset Description

The AraHealthQA 2025 shared task (Alhuzali et al.,
2025) provides a benchmark dataset for evaluating
Arabic mental health question answering systems.
The dataset, MentalQA, was recently accepted in
IEEE ACCESS and consists of 500 annotated sam-
ples of real user-submitted psychological questions
and expert-written answers in Arabic (Alhuzali
et al., 2024).

wer final QT final AS

1B [1.3)

Figure 1: Data samples from MentalQA.

We participated in Sub-task 3: Question Answer-
ing, which requires generating expert-level answers
to Arabic mental health questions. This task builds
on the earlier classification sub-tasks and aims to
develop systems capable of providing accurate and
useful responses. The official evaluation metric
used for Sub-task 3 is BERTScore (F1).

While recent studies have begun to explore Ara-
bic NLP for mental health, prior work has primarily
focused on resource creation, small-scale evalua-
tions, or application-level prototypes. Building on
these efforts, our contribution is to systematically
evaluate multiple large language models on the
AraHealthQA dataset and to analyze differences in
response quality and their alignment with expert-
written answers in the Arabic psychological do-
main.

4 System Description

Our system follows a structured prompt-based gen-
eration workflow using pre-trained large language
models (LLMs) without any fine-tuning. The pro-
cess which consists of four stages: (1) data prepa-
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ration, (2) prompt design, (3) model setup, and (4)
evaluation, was provided in Appendix Figure 2

4.1 Data Preparation

We used the AraHealthQA Subtask 3 dataset,
which contains 350 samples for training and devel-
opment, and 150 samples for testing. All samples
were kept in Arabic to preserve cultural and linguis-
tic nuances. The dataset was cleaned, and minor
inconsistencies were corrected to ensure reliability,
and example selection ensured topical diversity and
cultural appropriateness.

4.2 Prompt Design & Strategies

Prompts were designed using real question—answer
pairs from the dataset. We experimented with:

e Zero-shot

¢ Few-shot (3-shot, 5-shot)

Chain-of-thought (CoT) (Wei et al., 2022)
* Self-consistency (Wang et al., 2022)
* Ensemble refinement

Zero-shot achieved a BERTScore F1 of 0.61, while
3-shot improved to 0.66. Self-consistency with 3-
shot produced stable results, but 5-shot and CoT
slightly degraded performance. Ensemble refine-
ment did not improve scores.

4.3 Model Setup

The final configuration fixed the 3-shot prompt for-
mat across all models. No external data beyond the
provided samples were used. Models included:

* GPT-40 (OpenAl, 2024)
¢ Gemini (Team et al., 2023)
e Allam (Bari et al., 2024)
* Qwen (Qwen Team, 2024)

Models were accessed via public APIs or Hugging
Face, and all runs used fixed seeds for reproducibil-

ity.
4.4 Evaluation

For each test question, a 3-shot prompt was
dynamically constructed. Model outputs were
compared against expert-written answers using
BERTScore F1 (Zhang et al., 2019). GPT-40
achieved the highest balance between accuracy and

empathy, Gemini was empathetic but less precise,
Allam favored technical terminology, and Qwen
tended toward generic responses.

S Experimental Setup
Data Split Usage

For Subtask 3, the organizers released 350 anno-
tated samples for training and development, and
150 samples as a hidden test set (Table 1). Each
entry contains: (1) the question, (2) the expert-
written answer, (3) the question type, and (4) the
answer strategy. Question types include diagno-
sis, treatment, epidemiology, and healthy lifestyle,
while answer strategies are informational, direct
guidance, and emotional support.

Table 1: MentalQA dataset distribution for Subtask 3.

Train/Dev  Test
350 150

Total
500

Samples

From the training split, we selected 10 represen-
tative question—answer pairs covering all question
types and answer strategies to construct prompting
examples. These examples were fixed and reused
across all prompting strategies to ensure fair com-
parisons. Final evaluation was conducted on the
entire hidden test set.

External Tools and Libraries

All models were used in their original form without
fine-tuning:

¢ GPT-40 and Gemini: accessed via their offi-
cial APIs (accessed on 20 July 2025).

* Allam and Qwen: accessed via Hugging Face
Inference API (accessed on 20 July 2025).

e LLaMA-3-70B-Instruct (Grattafiori et al.,
2024): accessed via Groq API (Groq, 2024)
for prompt evaluation (accessed on 20 July
2025).

Table 2 summarizes the full prompting configu-
rations used for each model.

Model Temp. Top-p Max tokens
GPT-40 0.1 0.9 1024
Gemini 2.5 0.1 0.9 1024
ALLaM-7B 0.1 0.9 1024
Qwen2.5-7B 0.1 0.9 1024
LLaMA-3 70B 0.1 0.9 1024

Table 2: Prompting parameters used across models.
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Key libraries

* Hugging Face Hub version: 0.34.3

BERTScore v0.3.11

* openai v(.28

* Google Generative Al version: 0.8.5

Python 3.11.13

Evaluation Metric

We used BERTScore F1 (Zhang et al., 2019) with
the multilingual model to compare system outputs
against expert-written answers. Scores were com-
puted using the official bert_score implementa-
tion (v0.3.11) with default multilingual settings
for Arabic. This metric measures semantic simi-
larity between generated answers and references,
accounting for lexical and contextual matches.

Detailed results and prompt strategy that used
are shown in Appendix Figure 3

6 Results

Our final system, which used GPT-40 with 3-shot
prompting, achieved a BERTScore F1 of 0.67 on
the official test set and was ranked 2nd overall
in Sub-task 3 of the AraHealthQA 2025 shared
task (Alhuzali et al., 2025).

The full results of model comparisons and
prompting strategies are presented in Appendix
Table 4 and Table 3

Table 3: BERTScore F1 performance of different LLMs
on the official train set (3-shot prompting).

Model BERTScore F1
GPT-40 0.6551
Allam 0.6316
Gemini 0.6210
Qwen 0.6131

Table 4: BERTScore F1 performance across different
prompting strategies, evaluated using LLaMA-3-70B-
Instruct.

Prompting Strategy BERTScore F1
Zero-shot 0.6100
3-shot 0.6600
3-shot + self-consistency 0.6600
Few-shot (5-shot) 0.6400
Chain-of-thought 0.6150
3-shot + ensemble refinement 0.6100

LLaMA-3-70B-Instruct was used only as a ref-
erence model to compare prompting strategies (Ta-
ble 4) and was not included in Table 3, since our
leaderboard submission relied on other models.

In the development phase, we conducted exten-
sive ablation studies to compare various prompting
strategies across multiple models. 3-shot prompt-
ing consistently outperformed zero-shot, 5-shot,
and more complex techniques such as chain-of-
thought reasoning, self-consistency, and ensem-
ble refinement. While chain-of-thought prompting
introduced more structured reasoning, it slightly
decreased performance on BERTScore metrics. In-
creasing to 5-shot did not yield additional benefit
and often produced redundant outputs. As a re-
sult, 3-shot prompting was selected for its superior
performance and simplicity.

In the development phase, we conducted exten-
sive ablation studies to compare various prompting
strategies across multiple models. 3-shot prompt-
ing consistently outperformed zero-shot, 5-shot,
and more complex techniques such as chain-of-
thought reasoning, self-consistency, and ensem-
ble refinement. While chain-of-thought prompting
introduced more structured reasoning, it slightly
decreased performance on BERTScore metrics. In-
creasing to 5-shot did not yield additional bene-
fits and often produced redundant outputs. As a
result, 3-shot prompting was selected for its su-
perior performance and simplicity. No major hal-
lucinations or foreign-language artifacts were ob-
served in the generated answers. Notably, the se-
lected model (GPT-40) avoided making explicit di-
agnostic claims or recommending specific medical
treatments. Instead, the system provided general
guidance, informative responses, and help-seeking
suggestions — a desirable behavior for mental
health applications where only qualified profession-
als should deliver clinical diagnoses or therapeutic

152



interventions. This aligns well with the task’s goal
of producing educational and supportive content
without overstepping ethical boundaries. All re-
ported results are based on the official submission.
No post-submission modifications or evaluations
were performed.

All reported results are based on the official sub-
mission. No post-submission modifications or eval-
uations were performed.

7 Limitations

The dataset is relatively limited in size, which re-
stricts the ability to generalize the findings. As
a result, there’s a need to expand the database in
the future. While the BERTScore F1 serves as a
useful metric for quantitative assessment, relying
solely on it falls short of capturing critical elements
such as empathy, safety, and cultural nuances. To
address this, we plan to implement a more holistic
set of evaluation standards moving forward. These
will encompass emotional factors, health relevance,
contextual appropriateness, harm prevention, and
risk awareness. We aim to combine the LL.M-as-
a-Judge framework with human judgment to pro-
duce outcomes that are both more trustworthy and
grounded in real-world considerations.

8 Conclusion and future work

In this work, we presented a prompt-based question
answering system for Arabic mental health queries,
developed as part of the AraHealthQA 2025 shared
task. Our final system was built on GPT-40 using
3-shot prompting with carefully selected examples
from the training data. The system demonstrated
the ability to generate coherent, informative, and
non-diagnostic responses that were consistent with
the expert-written reference answers provided in
the dataset.

For future work, we plan to explore fine-tuning
Arabic LLMs on the full dataset to enhance con-
textual alignment, as well as investigate retrieval-
augmented generation (RAG) techniques to inte-
grate external knowledge sources and improve fac-
tual accuracy in complex queries. We also intend
to involve mental health professionals in the evalu-
ation process to assess the psychological appropri-
ateness and safety of model-generated answers.
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Figure 2: System pipeline

B Appendix

3-Shot Prompt Strategy

Figure 3: An illustrative example from the MentalQA
dataset showing the question, gold reference, and gener-
ated answers using prompting strategies (3-shot).

C Appendix

All implementation details,
prompt examples and evaluation scripts,
are available in our GitHub repository:
https://github.com/njoudae/AraHeal thQA_
2025_subtasck_3/tree/main.

including full
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Abstract

Pre-trained language models (PLMs) show po-
tential for advancing mental health care, yet
their effectiveness in Arabic mental health con-
texts is underexplored. This study evaluates
PLMs on two multi-label classification tasks
from the AraHealthQA 2025 shared task Track
1: question categorization and answer strat-
egy classification. We systematically evalu-
ate several LLMs spanning Arabic-specialized,
multilingual, and general-purpose architectures
using zero-shot inference, with comparative
analysis revealing Qwen3-14B’s superior per-
formance. Our approach combines prompt-
based inference, label mapping, and strategi-
cally crafted Arabic prompts. Experiments on
350 training and 150 test samples demonstrate
competitive performance, securing 4" place
in both tasks (Question F1: 0.52, Answer F1:
0.76; Question Jaccard: 0.41, Answer Jaccard:
0.66). These findings reveal strengths and limi-
tations of current PLMs for detecting complex
intents in Arabic mental health contexts.

1 Introduction

Pre-Trained Language Models (PLMs) have trans-
formed many domains, including medicine (He
et al., 2023), yet research on their application to
mental health remains nascent. PLMs offer promis-
ing support for patients and tools for healthcare
providers, from conversational agents (Liu et al.,
2023; Brocki et al., 2023) to classifying user input
for therapeutic intervention (Sharma et al., 2023).

However, effective mental health PLMs must grasp
symptom nuances and subjectivity, a greater chal-
lenge for Arabic. Spoken by over 400 million peo-
ple, Arabic’s rich morphology, dialect diversity,
right-to-left script, and context-sensitive character
shapes complicate NLP (Guellil et al., 2021). De-
spite advances in other languages (Atapattu et al.,
2022; Kabir et al., 2022; Sun et al., 2021), Arabic
mental health NLP is underexplored, with limited
prior studies (Abdulsalam et al., 2024; Aldhafer

and Yakhlef, 2022; Al-Musallam and Al-Abdullatif,
2022; Al-Laith and Alenezi, 2021; El-Ramly et al.,
2021).

This paper reports our submission to AraHealthQA
2025 Track 1 (Alhuzali et al., 2025), which tar-
gets Arabic mental health discourse. We assess
zero-shot performance of large PLMs, particularly
Qwen3-14B, on multi-label Question Categoriza-
tion and Answer Strategy Classification. Rank-
ing 4th in both subtasks, our results show zero-
shot PLMs can approach fine-tuned models in low-
resource, culturally specific settings. This paper’s
main contributions are as follows:

* First prompt-based, zero-shot classification on
MentalQA 2025 without fine-tuning.

* Culturally adapted Arabic prompts for mental
health classification.

* Systematic evaluation demonstrating Qwen3-
14B’s competitive performance.

* Analysis of PLM strengths and limitations for
Arabic mental health contexts.

Implementation details are available at!.

2 Background

2.1 Task Description

ArahealthQA Track 1 is a shared task on Arabic
mental health question answering, consisting of:

* Sub-Task 1: Multi-label Question Categoriza-
tion? —classifying questions into predefined
categories (Table 1 ).

* Sub-Task 2: Multi-label Answer Strategy
Classification® — categorizing answers ac-
cording to predefined strategies (Table 1 ).

"https://github.com/AdibAFC/Quasar_

ArahealthQA-Track1-MentalQA

2ht’cps: //www.codabench.org/competitions/8559/
3https://www.codabench.org/competitions/8730/
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# Q-Types # A-Types

A Diagnosis 1 Information

B Treatment 2 Direct Guidance

C Anatomy and Physiology 3 Emotional Support
D Epidemiology

E Healthy Lifestyle

F  Provider Choices

Z  Other

Table 1: Question (Q) and Answer (A) types.

2.2 Dataset

The shared task uses the MentalQA dataset (Al-
huzali et al., 2024), containing 500 annotated Ara-
bic Q&A posts (350 development, 150 test) special-
ized in mental health discourse. Table 2 illustrates
input-output examples.

Subtasks Input(Arabic) Output
Question Categorization 2l o Bl e g BRI Gy ow AYI g 3S s [A. D, E]
A5 5 Ll B s 05 gl
Answer Categorization | <2l (n AY) g ol 2l g lil i 5 58 5 i )l 1,3
sl b Baniiaa gy 4ol o o gmgall 2T Y
Al ) S gl 535

Table 2: Sample input-output mapping with Arabic
question-answer and corresponding labels

2.3 Related Work

PLM development for English has progressed
rapidly with models like BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), and XLNet
(Yang et al., 2019). Despite Arabic being the fourth
most prevalent language online with over 400 mil-
lion speakers, few PLMs exist due to Arabic’s lin-
guistic complexity (Shaalan et al., 2019). Men-
tal health NLP research has primarily focused on
English, leaving Arabic question and answer clas-
sification underexplored. The recent MentalQA
dataset marks important progress, with reviews
emphasizing the need for specialized Arabic NLP
resources in mental health (Alasmari, 2025). Re-
cent efforts also include MedArabiQ, benchmark-
ing large language models on Arabic medical tasks
(Abu Daoud et al., 2025).

Recent developments in Arabic mental health NLP
have shown promising advances (Alhuzali and
Alasmari, 2025; Zahran et al., 2025), demonstrating
both the effectiveness of domain-specific adapta-
tions and the challenges of applying contemporary
LLMs to Arabic mental health discourse. Prac-
tical applications have emerged (Bensalah et al.,
2024), leveraging Al for multilingual mental health
support. Comprehensive reviews (Alasmari, 2025)

have systematically analyzed Arabic NLP applica-
tions in mental health, identifying key gaps and
research directions.

This work provides novel benchmarks and insights
for culturally aware, low-resource Arabic mental
health NLP applications through large-scale multi-
lingual PLMs and prompt-based adaptation.

3 System Overview

Our system evaluates multiple large language mod-
els for Arabic medical question classification us-
ing a unified zero-shot inference pipeline. We sys-
tematically compare six models, spanning Arabic-
specialized, multilingual, and general-purpose ar-
chitectures, to assess their effectiveness specifically
in mental health discourse classification.

3.1 Model Selection Rationale

We selected models based on three criteria: (1)
Arabic language capabilities, (2) architectural di-
versity (encoder-only vs decoder-only), and (3)
computational feasibility. The Qwen family was
chosen for demonstrated multilingual performance,
Llama3.1 for its broad adoption and Arabic sup-
port, DeepSeek for its reasoning capabilities, and
AraBERTV?2 as the Arabic-specialized baseline.

3.2 Multi-Model Architecture Framework

Our evaluation framework accommodates di-
verse architectures, dividing them into genera-
tive (decoder-only) and classification (encoder-
only) models. The generative models include
Qwen3-14B* (14.8B parameters), Qwen2.5-7B>,
and Qwen2—7B6, each with a 32K context length,
Llama3.1-8B — Meta’s instruction-tuned multi-
lingual model’, and DeepSeek R1-7B — a dis-
tilled model® optimized for reasoning tasks. On the
classification side, we use AraBERTV2, an Arabic-
specialized BERT variant (aubmindlab/bert-base-
arabertv2”). To handle large models, we apply
4-bit NF4 quantization, which reduces memory
usage by approximately 75% without compromis-
ing performance (Dettmers et al., 2021). Memory

4https://huggingface.co/Qwen/Qwen3—14B

Shttps://huggingface.co/unsloth/Quwen2.
5-7B-Instruct

6https://huggingface.co/Qwen/Qwen2—7B

"https://huggingface.co/meta-1lama/Llama-3.
1-8B-Instruct

8https://huggingface.co/deepseek-ai/
DeepSeek-R1-Distill-Qwen-7B

9https://huggingface.co/aubmindlab/
bert-base-arabertv2
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Prompt Template for Question Classification

Prompt Template for Answer Classification

saaadl il e fSf A8 ) D) ) ed) htad b slieg A ped) Aalll Akl ALYl et A s o],

{category_descriptions}
A a1yl el
{question}

ol
1;1,.;._»_,4.“*._1»_,_‘\ 5l
2. (e g Adh e Fn o of o) Aulial) isll) gf A8t 222
3. 48 (<) o La) s 7 20
A4, P el By ) ) b
éé\u}_ﬂ—é—i‘ [A B (] (J.av,hiu,.as.h_._d_.ﬁsuas_l)
Gl e Jia
- S el i el e Jisd S 3); [A]N
- el it e Sl y et e il S 13): [A,B]"

ssadll clad 2V oo 1 Aatl il ) A0S AUY) Cateat o e A pal) Aalll Al wiliay) st A

{strategy_descriptions}|
b Ay
{answer}

ada:
1 \@,&.,L.\»,_\._A,L&Lu‘m)!\
5 058 o R At cibadl ) f Auad Byl o

3. an)._h.)s.a A —)..v
4. S Gl AaY) i) 'uu.u\ &
(el A et Adadl) S8 Y1 4..\) "11,2,3] sl et

sl o I

" e A ghee LAY 1Y

g Man gy ilaglaa o g iaTdaY) cols )"
[123] ] sl Alall a2l 4 il g s ghaall o 5 i AdaY) <alS 1"

Table 3: Structured prompt templates for Arabic question classification (left) and answer classification (right).

optimization is further achieved through dynamic
GPU memory management, and the entire system
is implemented within the unified Hugging Face
ecosystem (further details are in Appendix A).

3.3 Methodology

Our approach ensures consistent evaluation proto-
cols across all models using task-specific Arabic
prompts designed for cross-model compatibility.
These prompts include structured category listings
and reasoning instructions, as summarized in Table
3. We apply model-specific adaptations such as
enabling thinking_mode=True in Qwen models
to facilitate structured reasoning, while other gen-
erative models use standard chat templates with
equivalent reasoning prompts. For BERT-based
models, classification heads are employed with
prompt-based input formatting. Outputs from all
models undergo a robust regex-based extraction
process capable of handling multilingual responses
effectively, as illustrated in Figure 1.

Extract Type Extract Question Catcgorics Extract Answer Catcgorics
Arabic patterns "[AB,C] i el il
"[AB.C] s
"[A.B.C] el
"[A,B.C] Aad

English patterns as fallback Final Classification: [A.B]
Categories: [A, C]

Classification: [B]

Final Classification: [1.2]
Strategies: [1]
Classification: [2, 3]

Figure 1: Regex-based pattern recognition process for
extracting categories from Arabic and English responses

3.4 System Pipeline and Algorithm

Our system employs a structured zero-shot clas-
sification pipeline supporting both generative and
classification models under a unified framework.
As illustrated in Figure 2, it uses task-specific Ara-
bic prompts with structured reasoning and model-
specific strategies like thinking mode to ensure

consistent classification of medical questions. Out-
puts are standardized through a robust regex-based
multi-pattern label extraction process, enabling di-
rect comparison among Arabic-specialized, mul-
tilingual, and general-purpose models within the
same system.

Output

7 calegones
Arabic
Prompts
Task specific

Label Extraction
Regex Patterns
Thinking mode,
Answer Strategy
3 sirategies

BERT Encoder +
Classification
Head

Generative Models \

« Quen/Qwen3-148

+ Quen/Qwen2-7B-Instruct

» unsloth/Qven2 5-7B-Instruct

* deepseek-aiDeepSeek-R1-Distil-Qwen-78
+ meta-lama/Liama-3.1-8B-Instruct

ion Model

Sigmoid +
Threshold
Probability > 0.5

+ aubmindiabibert-base-arabertv2

| R

Figure 2: Zero-shot Arabic medical classification
pipeline supporting multiple LLM architectures with
unified prompt engineering and evaluation framework

3.5 Technical Challenges and Solutions

Achieving consistent Arabic understanding across
diverse architectures was a key challenge. Our
framework supports both encoder-only models like
AraBERTvV2 and decoder-only generative models
such as Qwen, Llama, and DeepSeek, enabling
direct comparison. Dynamic prompt engineering
and modular regex-based output processing ensure
robustness across varied response formats and lan-
guages. Memory limitations were managed with
adaptive quantization—4-bit NF4 for large models
and standard precision for smaller ones. Evaluation
uses probabilistic thresholds and macro-averaged
F1 scores for standardized, fair assessment across
all models.

3.6 System Example

Detailed examples of model classifications for both
questions and answers are provided in Appendix B,
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Figures 5 and 6.

4 Experimental Setup

4.1 Data Usage and Implementation

The model is used in a zero-shot setting without
fine-tuning. Train_Dev.tsv (350 samples) was used
for evaluation with gold-standard labels, while
test.csv (150 samples) was used for blind inference.
Arabic questions were processed without prepro-
cessing to preserve semantic integrity. Prompts
were constructed in Arabic with explicit multi-
category classification instructions.

4.2 Evaluation Metrics

The model’s performance on the labeled
Train_Dev.tsv set was evaluated using the
Weighted F1-Score and Jaccard Similarity.

Zn .. 2-precision; recall;
. i=1 Wi precision;+recall;
Flweighted - n

D iy Wi

_|Tin B

|T; U Py
where T; and P; are the ground-truth and predicted
label vectors for sample i, w; is the number of
true instances of class ¢, and n is the total number
of classes. Complete implementation details are
provided in Appendix A.

Jaccard(T;, P;)

5 Results

5.1 Development Set Evaluation

We report performance of various LLMs on
both classification tasks using the labeled
Train_Dev. tsv dataset in zero-shot setting.

Question Class. Answer Class.

Model

F1-Score Jaccard F1-Score Jaccard
Random Baseline 0.326 0.199 0.541 0.378
Majority Class 0.245 0.193 0.451 0.397
Weighted Random 0.386 0.250 0.587 0.432
Qwen3-14B 0.507 0.363 0.767 0.628
Qwen2.5-7B 0.504 0.356 0.693 0.529
Qwen2-7B 0.499 0.344 0.688 0.530
DeepSeek R1-7B 0.330 0.213 0.723 0.556
Llama3.1-8B 0.315 0.207 0.632 0.541
AraBERTv2 N/A N/A 0.466 0.563

5.2 Official Competition Results

Our best-performing system (Qwen3-14B)
achieved 4th place in both subtasks on the blind
test set (150 samples):

* Question Classification: Weighted F1-Score
=0.52, Jaccard = 0.41

* Answer Classification: Weighted F1-Score =
0.76, Jaccard = 0.66

5.3 Comparative Analysis

Qwen3-14B consistently outperformed other mod-
els and baseline methods, with performance sub-
stantially exceeding random, weighted and major-
ity class baselines. Complete baseline analysis and
model comparisons are provided in Appendix C.

5.4 Error Analysis

Analysis of confusion matrices reveals key error
patterns: Question classification shows frequent
confusion between Diagnosis and Healthy Lifestyle
(89 cases), and between Treatment and Diagnosis
(111 cases). Answer classification shows signif-
icant confusion between Information vs. Direct
Guidance categories. Technical issues included
irregular formatting requiring robust regex post-
processing and occasional model refusal to classify
ambiguous content.

Technical Implementation Issues

* Irregular formatting requiring robust regex
post-processing

* Inconsistent Arabic/English label mixing in
model outputs

* Occasional model refusal to classify ambigu-
ous mental health content

The confusion matrices (Figures 3 and 4) illus-
trate these classification patterns, with diagonal
dominance indicating generally good performance
despite the identified challenges. Specific examples
of model output errors for both tasks are provided
in Appendix D

5.5 Cross-Architecture Analysis

Our systematic evaluation reveals distinct perfor-
mance patterns across model architectures:

Qwen Family Dominance: The Qwen mod-
els (Qwen3 > Qwen2.5 > Qwen2) demonstrate su-
perior Arabic comprehension, with Qwen3-14B
achieving the highest scores in both tasks. This sug-
gests that the Qwen architecture’s multilingual pre-
training particularly benefits Arabic mental health
discourse.

Model Size Effects: Larger models gener-
ally outperform smaller ones within the same
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Confusion Matrix — Question Type Classification

Diagnosis 3 5 8 8 27 140

120

100
Anatomy & Physiology 16 5 1 1 8 1 1

Epidemiology 49 13 3 6 » 1 12

True Labels

Healthy Lifestyle | 64 13 0 2 2 3 14
Provider Choices 10 6 0 0 4 2 3

Other 1 4 0 0 2 1 4

Predicted Labels

Figure 3: Question Classification Confusion Matrix

Confusion Malrix — Answer Strategy Classification

wwwwwwwwwwww

True Labels

Predicted Labels

Figure 4: Answer Classification Confusion
Matrix

family, with Qwen3-14B (14B) outperforming
Qwen2.5-7B and Qwen2-7B in question classifica-
tion, though the gap is smaller for answer classifi-
cation.

Specialized vs General Models: The compari-
son between Arabic-specialized AraBERTv2 and
multilingual generative models reveals that recent
large multilingual models can match or exceed spe-
cialized models in domain-specific tasks.

6 Discussion

6.1 Model Architecture Insights

Our comparative analysis reveals several insights:
(1) The Qwen family’s superior performance sug-
gests that certain multilingual pre-training strate-
gies better capture Arabic linguistic nuances,
(2) Decoder-only models generally outperform
encoder-only models for these classification tasks,
and (3) Model size provides diminishing returns
within the same architecture family.

6.2 Arabic-Specific Challenges

The performance gap between models highlights
the continued challenges in Arabic NLP, where
models not specifically designed for Arabic under-
perform significantly (Llama3.1 vs Qwen3-14B:
0.315 vs 0.507 F1 for questions).

7 Conclusion

We presented a systematic evaluation of multiple
LLM architectures for zero-shot Arabic mental
health classification, with our best system (Qwen3-
14B) achieving 4th place in both tasks. Our compar-
ative analysis demonstrates that recent multilingual
models can achieve competitive performance with-
out fine-tuning, though significant performance
gaps exist between model families. The Qwen
architecture’s superior performance suggests that
specific multilingual pre-training strategies better
capture Arabic linguistic nuances. Limitations
include lack of domain-specific adaptation and
output format variability across models. Future
work includes domain-specific fine-tuning on larger
Arabic medical corpora, incorporating retrieval-
augmented generation for contextual understand-
ing, evaluation across diverse Arabic dialects, in-
vestigating prompt engineering techniques for med-
ical domains.
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A Implementation Details

A.1 Technical Environment

e« Hardware: NVIDIA A100 GPU (80GB
VRAM), 128GB RAM

* Software: Python 3.10, CUDA 11.8, Trans-
formers v4.51.0, PyTorch v2.2.0, BitsAnd-
Bytes v0.43.0

A.2 Multi-Model Configuration Parameters

Generative Models (Qwen, Llama, DeepSeek):
Temperature: 0.7, max_new_tokens: 512, top_p:
0.9, repetition_penalty: 1.1. Model-specific adap-
tations: Qwen models use thinking_mode=True,
DeepSeek uses temperature=0.3 for reasoning,
Llama3.1 uses standard instruct templates.

Classification Model (AraBERTv2): Linear
classification head (768 — num_labels), max se-
quence length: 512, full precision due to smaller
size and architectural differences.

Quantization Strategy: 4-bit NF4 for models
>10B parameters (Qwen3-14B), 8-bit or full preci-
sion for smaller models based on VRAM availabil-

ity.
A.3 Architecture-Specific Implementation

Decoder-Only Models:  Unified generation
pipeline with model-specific chat templates and
reasoning prompts. Output processed via regex
extraction and label mapping.

Encoder-Only Model (AraBERTv2): Direct
classification using linear head with sigmoid acti-
vation for multi-label prediction. Compatible only
with answer classification task due to formatting
constraints.

A.4 Memory Management and Evaluation

Sequential model loading with dynamic quantiza-
tion prevents OOM errors. Memory requirements:
Qwen3-14B (4-bit): 8GB, 7B models (8-bit): 4-
6GB, AraBERTVv2: 1GB. All models evaluated
using identical metrics (sklearn implementation)
with average="weighted’ for fair comparison. .
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B System Example Figures
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Thinking Process

Olcay, let's tackle this medical question classification. The user is describing a problem where they repeatedly say a
certain word for a long time, even trying to stop themselves but failing, leading to frustration. They meation that their
family has a history of OCD. and their mother advised them to seek forgiveness instead of repeating the words. First, I
need to identify which categories apply here. The main issue seems to be about repetitive behaviors and thoughts. which
arc classic symptoms of Obsessive-Compulsive Disorder (OCD). The user mentions their family history of OCD. so
that's relevant. Looking at the categories provided the question does relate to diagnosis (A) and possibly treatment (B)
though the user hasn't explicitly asked for treatment methods. However, since they're discussing their symptoms and
family history, it leans towards iagnosis rather than treatment. Wait, the user also mentions their mother's advice to
seck forgivencss instcad of repeating words. That might imply they're sccking guidance on managing the behavior.
which could fall under treatment (B). But the main thrust is about understanding if their symptoms align with OCD,
which is a diagnostic question. Also, OCD is an anxicty disorder, so maybe if's covered under diagnosis. So possible
categories are A and Z? Wait, Z is other. Let me check again. The user is talking about their own experience with a
symptom that might be OCD. Since they're secking help understanding their condition, that's 2 diagnosis query. The
mention of family history (epidemiology?) but D is about disease course, etiology. etc. Family history is part of risk
factors, which could fall under D. But the main question is about diagnosing their specific issue, so A would be primary.
However, since the user is sharing their experience without directly asking for a diagnosis, maybe it's more under
other'? Hmm, tricky. Alternatively, since they're describing symptoms consistent with OCD (obsessions and
compulsions), the question is about determining if this is OCD. which is a diagnostic process. Thercfore, A applics.
Also, since OCD is a mental health condition, perhaps E (healthy lifestyle) isn't right because if's not about lifestyle. So
final answer would be A

el it [AD]

el

2l (A): el ) e (o) i 8 U S L SH S ] g at s a0 (OCD)- iy las
PRy y

1 e (OCD). by e 3 g e 3 b g gt S0 12500 b el s o e
Gnala).

Figure 5: This demonstrates classification of a question
about repetitive behaviors and obsessive thoughts, re-
lated to OCD. The system analyzes that the person is
describing symptoms consistent with OCD and seeking
understanding rather than directly asking for diagnosis.
It classifies this as Category A (Diagnosis) since the
question involves determining if symptoms align with a
specific condition.

C Baseline Analysis and Extended
Results

C.1 Baseline Implementation

To validate task difficulty and model performance,
we implemented three baseline methods: a random
baseline that assigns labels uniformly at random
across categories; a majority class baseline that al-
ways predicts the most frequent label combination
from the training data; and a weighted random base-
line that assigns labels randomly but proportional
to their frequency in the training set.

C.2 Baseline Performance Analysis

Baseline results demonstrate the inherent difficulty
of both tasks:

¢ Question classification baselines achieve F1
scores of 0.245-0.386, indicating high task
complexity with 7 possible categories

* Answer classification baselines achieve higher
F1 scores of 0.451-0.587 due to fewer cate-
gories (3 vs 7)

¢ Our Qwen3-14B model achieves 1.6-2.1x im-
provement over best baselines, confirming
meaningful performance gains

Answer Text - z3tall cunius <Yl e IS0 0¥ 2 3 0 5 gl gr Shel) IS g Baa s ey S ghul) 8 pmall il Skl
sh;f‘_ﬂ

Thinking Process.

Okkay, let's tackle this classification task. The user provided a medical answer in Arabic and wants me to categorize it
into one or more of the given strategies: Information, Direct Guidance, Emotional Support. First, I need to understand
the content of the answer. The response meations that Cognitive Behavioral Therapy (CBT) has good results and
medication if necessary. It also states that many cases respond well to psychotherapy alone. Looking at Strategy 1
(Information). the answer provides factual information about treatment options—specifically CBT and medication. It
gives facts about cffectivencss, which fits under providing information and resources. So that's definitely Strategy 1
Now for Strategy 2 (Direct Guidance). The answer suggesis that CBT is cffective and that medication might be needed

if required. However, it doesn't give specific instructions or steps on what to do next. It's more stating possibilities
rather than directing the patient fo take action. So maybe not Strategy 2 here. Strategy 3 (Emotional Support) involves
approval, reassurance, or other emotional support. The answer doesn't offer comfort or reassurance; it's purely
informational. There's no empathetic language or validation of feelings, o probably not Strategy 3. So the main strategy
here is Information. No signs of Direct Guidance or Emotional Support. Therefore, the final classification should be [1]

Figure 6: This shows the system classifying a medical
response about Cognitive Behavioral Therapy (CBT).
The Arabic text discusses CBT treatment and medica-
tion options. The system’s thinking process correctly
identifies this as providing factual information about
treatment options and classifies it as Strategy 1 (Infor-
mation) since it gives facts about effectiveness without
offering comfort, reassurance, or specific guidance.

C.3 Extended Model Comparison

The Qwen model family demonstrates superior Ara-
bic understanding compared to other architectures:

* Qwen3-14B vs Qwen2.5: Marginal improve-
ments in both tasks, suggesting architectural
refinements

* Qwen vs Llama3-8B: Substantial gaps (0.507
vs 0.315 F1 for questions), highlighting multi-
lingual pre-training advantages

* DeepSeek R1-7B: Strong answer classifica-
tion (0.723 F1) but weaker question classifica-
tion, indicating specialized strengths

C.4 Label Distribution Analysis
Training data shows imbalanced distributions af-

fecting baseline performance:

* Question categories: "Diagnosis" (45.2%),
"Treatment" (32.1%), "Other" (18.7%), re-
maining categories <5% each

* Answer strategies: "Information" (52.3%),
"Direct Guidance" (31.4%), "Emotional Sup-
port" (16.3%)

 This imbalance explains why majority class
baselines perform poorly despite dataset size

D Error Analysis Examples
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Input Text Actual label Predicted label

Syl d fal ) ez b | [A] (Diagnosis), [A] (Diagnosis),

(Does Mirtazapine have any side effects?) [D] (Epidemiology). [E] (Healthy Lifestyle)
[E] (Healthy Lifestyle)
Oepdall 5 Sogall o B AD 5 J—?ﬂﬁ“ ~—;’- oballl Jo | [A] (Diagnosis), [A] (Diagnosis),
2 il e S g 19E, SRV @l el | [B] (Treatment). [B] (Treatment)
paa Canal Jba oY Ala | [D] (Epidemiology)
(Are the fecling of impending doom, feal of
death, and nightmares symptoms of depression
and anxiety? How can I overcome this stage
because my life has become hell?)
S__,;.]_._ dode s Sl aiyfl pe Ge b Al yie s | [A] (Diagnosis), [A] (Diagnosis),
ALA U i dag Lo Ui | S Jull adle o 1 W | [D] (Epidemiology) [D] (Epidemiology)
L

(Is the fear of not having children in the future
a normal condition, especially when I am very
attached to children and I am about to get
married? [ am very afraid.)

Table 4: Examples of question category classification errors showing model predictions vs. ground truth labels for
Arabic mental health questions

Input Text Actual label Predicted label
2y ol ahall g AY) al }-"15-'- ALYl axi | [1] (Information), [1] (Information),
5 Y Sl ol Cay J‘"',]""\'I ..JSJ L2} gdal) ) [2] (Direct Guidance) [2] (Direct Guidance)

Sl e g Tle g Bl 23 e
(Yes, mn addition to many other symptoms, the
psychiatrist, after a comprehensive and thorough
evaluation of all symptoms, will preseribe
antidepressants and anti-anxiety medications, along
with cognitive behavioral therapy.)

i o AV g S 5 b s s # 5 #5 <l mals | [1] (Information). [2] (Direct Guidance).
$Es dsi ol puiag A i o ¢ gasdl U Y | [3] (Emotional [3] (Emotional
S Al g b SR | support ) Support )

(It is clear that you are very nervous. When you are
talking to others, try not to take the matter as if you
are in a state of evaluation. Trust yourself and focus
on yourself more than people’s opinion of you.)

ol gl p fis | [1] (Information) [2] (Direct Guidance)

(Citalopram is better)

Table 5: Examples of answer strategy classification errors showing model predictions vs. ground truth labels for
Arabic mental health responses
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Abstract

Mental health question-answering (Men-
talQA) is essential for delivering accessible
and reliable mental health support. Natural
language processing (NLP) techniques are
increasingly integral to such systems, enabling
automated categorization of questions and
answers to improve information retrieval,
response accuracy, and user guidance. In
AraHealthQA 2025 (Track 1), we addressed
two subtasks: multi-label question cate-
gorization and answer categorization. We
proposed an XLMR-Arabic pipeline en-
hanced with a two-stage data augmentation
strategy, combining large language model
(LLM)-based paraphrasing with synthetic
label merging. Additionally, we evaluated
the effectiveness of fine-tuned multilingual
transformers, LLMs adapted with low-rank
adaptation (LoRA), and LLMs under few-shot
settings.  Experimental results show that
XLMR-Arabic achieved the best performance,
reaching Jaccard scores of 53% and 77.44%
on Subtasks 1 and 2, respectively, ranking our
team second in both tracks.

1 Introduction

Automatic Question Answering (QA) systems
are Al applications that process natural language
queries and deliver precise, context-specific an-
swers using natural language processing and infor-
mation retrieval methods. The development of QA
systems for Arabic presents significant challenges
due to its complex morphology, flexible syntax, di-
alectal variation, limited annotated resources, and
high lexical ambiguity resulting from the absence
of diacritics. Mental health represents a global pri-
ority with substantial impacts on both individual
and societal well-being. In Arabic-speaking ar-
eas, mental health services are limited and stigma
is prevalent, especially among religious and com-
munity leaders. Automatic classification of mental

* Authors contributed equally to this work.

health questions is critical within the mental health
support pipeline. Accurate identification of user
intent and question type enables systems to route
queries to appropriate resources or generate effec-
tive, targeted responses. Automatic QA systems in
the mental health domain facilitate rapid, accurate,
and accessible information retrieval, thereby sup-
porting decision-making, education, and global
knowledge dissemination.

To address these challenges, we participated
in the AraHealthQA 2025 shared task (Alhuzali
et al., 2025), focusing on Track 1: MentalQA
2025, specifically Subtask 1 (Question Catego-
rization) and Subtask 2 (Answer Categorization).
To solve the tasks, this work employs a two-stage
data augmentation strategy, expanding the dataset
through LL.M-based paraphrasing and multi-label
merging. Transformer-based models were fine-
tuned, and both few-shot learning and fine-tuned
LLMs were evaluated. The main contributions of
this work are as follows:

* We propose a two-stage data augmentation
strategy, combining LLM-based paraphras-
ing and synthetic label merging, to address
the challenge of limited training data in both
subtasks.

* We gystematically evaluate a range of
transformer-based models and LLMs un-
der fine-tuning, LoRA, and few-shot set-
tings, providing comparative insights into
their effectiveness for Mental QA categoriza-
tion tasks.

* We demonstrate that transformer models,
particularly XLMR-Arabic' , consistently
outperform LLMs in LoRA settings, high-
lighting the advantages of language-specific

"https://huggingface.co/Davlan/
XLM-Roberta-base-finetuned-arabic
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specialization and full-parameter fine-tuning
compared to compressed adaptation methods.

2 Literature Review

Significant research has been dedicated to leverag-
ing NLP for mental health in the Arabic Language.
Early efforts primarily targeted the detection of de-
pression, anxiety, and suicidal ideation in Arabic
social media posts, often relying on handcrafted
lexicons or classical machine learning pipelines
before transitioning toward transformer-based ar-
chitectures (Rabie et al., 2025; Almeqren et al.,
2023; Alasmari, 2025). Alsmadi, 2024 proposes
DeBERTa-BiLSTM for multi-label classification
of Arabic medical questions (COVID-19 FAQs),
reporting strong micro-F1. A study by Abdul-
salam et al., 2023 developed an Arabic dataset of
suicidal tweets and demonstrated that pre-trained
deep learning models, particularly AraBERT (An-
toun et al.,, 2020), outperform traditional ma-
chine learning approaches in detecting suicidal
ideation on social media. Elmajali and Ahmad,
2024 classified depression symptoms in Arabic
tweets according to the DSM-5 using AraBERT
and MARBERT (Abdul-Mageed et al.), achiev-
ing over 98% accuracy across multiple metrics af-
ter balancing the dataset with ChatGPT-generated
augmentation. Building on the MentalQA dataset,
Alhuzali and Alasmari, 2025 compared tradi-
tional machine learning, Arabic-specific PLMs,
and prompt-based methods for classifying men-
tal health questions and answers, reporting top
performance with MARBERT and notable gains
from few-shot GPT-3.5 (Brown et al.) prompting.
Abu Daoud et al., 2025 introduced MedArabiQ, a
benchmark dataset comprising seven Arabic medi-
cal tasks, including multiple-choice questions, fill-
in-the-blank exercises, and patient-doctor question
answering. Previous studies focused on detecting
mental health conditions (e.g., depression, anxiety,
suicidal ideation) using classical machine learn-
ing, AraBERT, MARBERT, or general medical
benchmarks. In contrast, we address the multi-
label categorization of Arabic mental health ques-
tions and answers through a two-stage data aug-
mentation method, combining LLM-based para-
phrasing and synthetic label merging, with fine-
tuned domain-specific transformers.

3 Dataset and Task Description

The dataset provided for the AraHealthQA 2025

Shared TaskTrack 1 encompasses two subtasks fo-
cused on question and answer classification within

the Arabic healthcare domain. Both subtasks
leverage a shared dataset adopted from Alhuzali
et al., 2024.

e Subtask 1 (Question Classification):
This subtask’ involved categorizing user-
submitted health-related questions into one
of six predefined categories. The training set
comprised 350 labeled questions, each anno-
tated with its corresponding category label.
A separate test set of 150 unlabeled questions
was provided for evaluation purposes.

e Subtask 2 (Answer Classification): In the
second subtask®, the goal was to classify
answers corresponding to the health-related
questions into one of three predefined cate-
gories. Similar to Subtask 1, the training set
consisted of 350 labeled answers, while the
test set, used for evaluation, comprised 150
unlabeled answers.

Datasets Ts Tw Tuw  Lawg
Original Dataset 350 10783 4306 30.81
ST-1  Augmented Dataset 1200 48370 6514 40.31
Test Dataset 150 4557 2368 30.38
Original Dataset 350 10921 4376 31.20
ST-2  Augmented Dataset 1200 40050 5607 33.37

Test Dataset 150 4503 2115 30.02

Table 1: Counts of total samples (7s), total words
(Tw ), unique words (1w ), and average sample length
(L Avg) for Subtask 1 (ST-1) and Subtask 2 (ST-2)
datasets.

4 System Overview

This study evaluates four transformer models and
two LLMs using fine-tuning and few-shot learn-
ing across both subtasks. To address the limited
size and diversity of the dataset, data augmen-
tation strategies were implemented. Experimen-
tal results indicate that transformer-based models
consistently outperformed alternative approaches.
Figure 1 presents the architecture of the system.
The implementation and source code are publicly
available on GitHub".

4.1 Data Augmentation

The original dataset contained 350 samples for
each subtask, which was insufficient to train large
models. To address this, we employed a two-stage

2https ://www.codabench.org/
competitions/8559/

3https://www.codabench.org/
competitions/8730/

*https://github.com/Sojib001/
AraHealthQA-QA_Categorization
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Figure 1: Abstract representation of our methodology
pipeline, including data augmentation, transformer,
and LLM-based approaches, and model evaluation.
data augmentation strategy to expand and diver-
sify the dataset. This increased the training set
to 1,200 samples per subtask, helping the models
generalize better and become more robust.

¢ LLLM-based Paraphrasing: In the first step,
we used LLMs to generate a paraphrased ver-
sion of each sample. We utilized Grok-3> and
GPT-4 (Achiam et al., 2023) to generate a
paraphrased version of each question and an-
swer, preserving their original meaning and
labels. This doubled the dataset from 350 to
700 samples per subtask. We ensured Grok-3
and GPT-4 paraphrases preserved meaning
by using carefully designed prompts that
emphasized maintaining the original intent,
and by validating paraphrases against their
original category labels to avoid semantic
drift. This guaranteed lexical diversity while
keeping semantic fidelity in sensitive mental
health queries. The prompt used for data aug-
mentation is provided in Appendix A.S.

e Multi-label Merging: In the second stage,
we combined two randomly chosen samples
from the original dataset to create a new sam-
ple. We also merged their labels by taking all

Shttps://x.ai/news/grok-3

the labels from both samples. This method
helped us create more complex multi-label
examples. With this approach, we added 500
new samples per subtask, bringing the total to
1,200 samples. Example of multi-label merg-
ing has be shown in A.5

4.2 Encoder-only Models

Four pre-trained transformer models were utilized
for multi-label classification in both subtasks, in-
cluding XLMR-Arabic, AraBERT-Base®, mBERT
(Devlin et al.), and XLMR-Base (Conneau et al.,
2019). All models were fine-tuned on the aug-
mented dataset, with XLMR-Arabic consistently
achievi