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Abstract

Bodo is a resource scarce, the indigenous lan-
guage belongs to the Tibeto-Burman family. It
is mainly spoken in the north-east region of
India. It has both linguistic and cultural sig-
nificance in the region. Only a limited num-
ber of resources and tools are available in this
language. This paper presents a study of neu-
ral machine translation for the English-Bodo
language pair. The system is developed on a
relatively small parallel corpus provided by the
Low-Resource Indic Language Translation as a
part of WMT-2025 1. The system is evaluated
by the WMT-2025 organizers with the evalua-
tion matrices like BLUE, METEOR, ROUGE-
L, chrF and TER. The result is not promising
but it will help for the further improvement.
The result is not encouraging, but it provides a
foundation for further improvement.

1 Introduction

The Bodo language, which belongs to the Sino-
Tibetan language family, is one of the widely spo-
ken languages in Assam and several other parts of
the North-Eastern states of India. It is used predom-
inantly in the Bodoland Territorial Region (BTR),
which includes the districts of Kokrajhar, Chirang,
Baksa, and Udalguri, as well as in other districts
such as Kamrup, Sonitpur, Lakhimpur, Nagaon,
Morigaon, and Karbi Anglong. Bodo is one of
the 22 languages listed in the Eighth Schedule of
the Indian Constitution and is officially recognized
by the Government of India (Census, 2011). Ac-
cording to the 2011 Census, it is spoken by more
than a million people, primarily members of the
Bodo community (Koyel Ghosh, 2023). The num-
ber of Bodo speakers is shown in the Figure 1.
The Bodo language has rich linguistic features and
uses the Devanagari script for writing, similar to

1https://www2.statmt.org/wmt25/indic-mt-task.html

Hindi. Having the tonal feature. Hence, effective
techniques are not developed to capture all these
features (Mwnthai Narzary, 2022).

Machine translation is a core application in the
field of Natural Language Processing (NLP). With
advancements in computational power, the focus
has shifted from rule-based methods to machine
learning and deep learning approaches. However,
implementing deep learning techniques requires a
large volume of data (Narzary Sanjib, 2019). In
this paper, we have developed an English-Bodo
machine translation system using a transformer-
based neural machine translation approach. Pre-
processing steps such as tokenization, subword
extraction, and normalization are required before
feeding the data into the actual Transformer model
(Guillaume et al., 2017).

Figure 1: Number of Bodo speakers in India from 1971
to 2025 (projected).

2 Related Work

As mentioned above, Bodo is a low-resource lan-
guage (Narzary et al., 2021), and development a
machine translation system for it faced significant
challenges due to the limited availability of parallel
corpora and digital resources (Kalita et al., 2023).
Most research efforts have focused on creating and
expanding parallel corpora, as well as adapting ma-
chine translation techniques to function effectively
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with scarce data. Although work in Bodo machine
translation remains limited, there have been some
notable efforts, particularly in building English-
Bodo translation systems. A brief overview of
these works is provided below.

Bahdanau et al. (Dzmitry Bahdanau, 2015) ob-
served that traditional neural machine translation
and statistical machine translation models have an
alignment problem that affects the performance.
The common encoder-decoder architecture, which
uses an encoder to compress a source sentence
into a single, fixed-length vector, faced a critical
bottleneck: this fixed-length vector was often in-
sufficient to capture all the information from a long
sentence. To solve this, they proposed a new model
that allows the decoder to automatically search
for and focus on the most relevant parts of the
source sentence when predicting each word of the
translation. This mechanism, known as attention,
significantly improved translation quality by over-
coming the limitations of a single context vector.
Verma et al. (Verma and Bhattacharyya, 2017)
conducted a literature survey on Neural Machine
Translation (NMT), highlighting the advantages of
the NMT architecture. Vaswani et al. (Vaswani
et al., 2017) proposed the attention-based Trans-
former model, which gained significant popularity
in machine translation due to its novel architecture
and promising performance. Parvez et al. (Parvez
et al., 2023) attempted neural machine translation
for the pair of low-resource languages of English
and Bodo. They utilized a relatively small English-
Bodo parallel corpus and implemented their sys-
tem using the OpenNMT-py framework. Their
model achieved a highest BLEU score of 11.01.
Islam et al. (Islam and Purkayastha, 2019) worked
on Bodo-to-English machine translation using a
phrase-based statistical machine translation (PB-
SMT) approach. They applied this technique to
Bodo-English parallel corpora in both the general
and news domains, reporting a highest BLEU score
of 30.13. Narzary et al. (Narzary Sanjib, 2019)
developed an attention-based English-Bodo neu-
ral machine translation system using data from the
tourism domain. Their baseline model achieved a
BLEU score of 11.8. By incorporating an atten-
tion mechanism, they improved the model’s perfor-
mance, reaching a BLEU score of 16.71. Talukdar
et al. (Talukdar et al., 2023) focused on Assamese-
Bodo neural machine translation and investigated
the impact of data quality and quantity on trans-

lation performance. They iteratively augmented
the dataset and evaluated the outcomes at each
stage. The experiments were conducted using the
OpenNMT-py framework. Gaikwad et al. (Gaik-
wad et al., 2024) suggested that the use of a high-
resource language as a pivot can improve trans-
lation into related low-resource languages. They
conducted experiments on machine translation of
the English to Indian language - specifically trans-
lating English into Konkani, Manipuri, Sanskrit,
and Bodo - employing Hindi, Marathi, and Bengali
as pivot languages.

3 System Description

We have implemented the Attention-Based Neural
Machine Translation (NMT) system. It is a deep
learning model specifically designed for sequence-
to-sequence tasks, such as translating text from
one language to another. In traditional sequence-
to-sequence models, the entire input sentence is
encoded into a single, fixed-length vector that cap-
tures its relevant contexts. That single vector can-
not effectively capture all the rich context of long
or complex sentences. On the other hand, attention-
based architecture allows the model dynamically to
focus on relevant parts of the input sentence while
generating each word in the output. The system typ-
ically consists of an encoder-decoder architecture
along with an attention mechanism. The attention
mechanism dynamically modifies the context vec-
tor for each output word. This allows the decoder
to "attend" to different parts of the input sentence at
each step. The basic encoder-decoder architecture,
along with the attention mechanism, is depicted in
Figure 2. The figure is configured for the English-
Bodo translation, which is influenced by the Tato
et al. (Tato and Nkambou, 2022) diagram.

The attention mechanism used in the decoder
to decide which parts of the input sequence to fo-
cus on while generating an output. Calculating a
context vector by taking a weighted sum of the en-
coder’s hidden states. The weights for this sum are
dynamically adjusted, giving more importance to
the input words that are most relevant to the current
output being generated. Based on this mechanism,
the model can capture long-range dependencies and
produce higher-quality translations. This is partic-
ularly effective for long or complex sentences or
when translating between languages with different
word orders.

In the attentional model (Dzmitry Bahdanau,
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Figure 2: Example of attention mechanism in the trans-
lation from English to Bodo

2015), all hidden states hi of the encoder are uti-
lized to compute the context vector ct. This model
generates a variable-length alignment vector at,
whose size corresponds to the number of time steps
on the source side. The alignment vector is ob-
tained by comparing the current hidden state hi
with each encoder hidden state h̄s. Where:

αts =
exp(score(ht, h̄s))∑
s′ exp(score(ht, h̄s′))

(1)

ct =
∑

αtsh̄s (2)

at = f(ct.ht) = tanh(Wc[ct;ht]) (3)

at = f(ct.ht) = tanh(Wc[ct;ht]) (4)

The score(ht, h̄s) is calculated as{
ht

TWh̄s [Luong]
va

T tanh(W1ht +W2hs) [Bahdanau]

Here, both the multiplicative and additive (Lu-
ong et al., 2015) (Dzmitry Bahdanau, 2015) atten-
tion mechanisms have normalized variants, known
respectively as Scaled Luong and Normed Bah-
danau (Raffel et al., 2017). The main idea behind
the attention vector is to determine how much em-
phasis should be focused on each source word at
a given time step. A higher value in the attention
weight at indicates that the corresponding source
word has a greater influence on predicting the next
word in the output sentence. Particularly, the model
the model performs translation based on the condi-
tional probability p(y|x), which represents the like-
lihood of translating a source sentence x1; ....;xn,

into a target sentence y1; ....; ym. This is achieved
using an encoder-decoder framework.

4 Dataset used

The data set we used in this work for the transla-
tion task is provided in the Very Limited Training
Data setting of the WMT25 Indic Multilingual Ma-
chine Translation Shared Task 2, a snapshot of the
data is shown in Figure 3 and Figure 4 respectively.
Bodo is a low-resource language, and the availabil-
ity of high-quality parallel corpora is significantly
constrained. The official data set provided by the
WMT25 organizers consists of a small number of
English-to-Bodo sentence pairs curated for the pur-
pose of benchmarking machine translation systems
under low resource conditions. In the dataset, con-
tains training, development, and test splits, with the
training set including only a few thousand sentence
pairs. These sentences span general purpose do-
mains such as basic conversational language. The
development set was used for validation and tuning,
while the test set was reserved for blind evaluation
by the task organizers.

We have also taken a parallel data set focused on
tourism 3 augmented with WMT25 data for training
purposes shown in Table 1. This data set contains
English and Bodo corpus, which we trained and
tested in a different model for the contrastive output
element. The data set is divided into six subsets to
facilitate training, validation, and testing for both
languages involved in translation. Specifically, they
have provided train_brx, val_brx, and test_brx con-
tain Bodo sentences for training, validation, and
testing respectively, while train_eng, val_eng, and
test_eng contain the corresponding English sen-
tences. Each Bodo sentence in a given split aligns
with its English counterpart, enabling parallel cor-
pus training for machine translation models.

Sl.
No.

Corpus
name

# Files # Sentences

1 WMT25 (en-
bodo)

1 15,216

2 Tourism (en-
bodo)

6 33,258

Table 1: English-Bodo training data set

2https://www2.statmt.org/wmt25/indic-mt-task.html
3https://get.alayaran.com/parallel-data/
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Figure 3: WMT25 Data set - English (eng)

Figure 4: WMT25 Data set - Bodo (brx)

5 Implementation

All model training and experimentation were con-
ducted using Google Colab, a cloud-based devel-
opment platform. We utilized the NVIDIA A100
GPU available through Google Colab for training
our NMT model. The A100, based on NVIDIA’s
Ampere architecture, offers high memory band-
width and massive parallel processing capabilities,
making it a well suited for deep learning tasks. Its
support for mixed precision training and large batch
processing significantly accelerated model training
and testing. The GPU enabled efficient handling of
our encoder to decoder architecture with attention
which allowed us to train and test on the English to
Bodo dataset with reduced computation time and
improved performance.

The model is developed and trained using Py-
Torch within a Google Colab environment. The
data set is cleaned by removing null values and then
shuffled to eliminate order bias. We load a test set
provided as plain text files, ensuring that sentence
alignment is preserved across the splits of training
and validation sets. For preprocessing, we utilize
a custom LanguageProcessor class that tokenizes
the data and constructs a vocabulary with special
tokens <PAD>, <SOS>, <EOS>, and <UNK>. It
maps words to indices and vice versa and computes
the maximum sentence length for padding.

We configured a sequence-to-sequence encoder-
decoder model with attention using carefully se-
lected hyperparameters to ensure efficient training
and optimal performance. The embedding dimen-
sion for both the encoder and decoder was set to
256, while the hidden state dimensions were set to
512 units. The dropout regularization was applied
with a rate of 0.5 in both the encoder and decoder.
Training was conducted using a batch size of 64

over 15 epochs.

6 Result

The system is evaluated by the WMT25 organiser,
which provided a test dataset of 1,000 sentences. A
total of nine runs were assessed for the task. Five
evaluation metrics were used: BLEU, METEOR,
ROUGE-L, chrF, and TER4. The result of our sys-
tem is shown on Table 2. For comparison, the high-
est and lowest scores for the track are presented in
Table 3 and Table 4, respectively.

Sl. No. Metric Score
1 BLEU 0.3106045292
2 METEOR 0.01875594452
3 ROUGE-L 0.002595238095
4 chrF 7.235394682
5 TER 808.9101286

Table 2: Result of the system (en-bodo)

Sl. No. Metric Score
1 BLEU 24.44868688
2 METEOR 0.5126346512
3 ROUGE-L 0.1684904762
4 chrF 67.70727358
5 TER 51.84296487

Table 3: Highest score of the track (en-bodo)

Sl. No. Metric Score
1 BLEU 0.2047914219
2 METEOR 0.006037416908
3 ROUGE-L 0.02716098904
4 chrF 0.8138721309
5 TER 131.9585726

Table 4: Lowest score of the track (en-bodo)

7 Conclusion

It is observed that your result (Table 2) is not much
surprising. While the score is higher than the low-
est score (Table 4), it is still lower compared to the
highest (Table 3). To investigate its weaknesses, a
granular-level error analysis is needed. At a glance,
we found that the system performs poorly on com-
plex sentences compared to simple ones. The data

4https://www2.statmt.org/wmt25/mteval-subtask.html
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provided by the track, along with the various sys-
tems presented here, will be valuable for future
research.

Limitations

The training dataset is insufficient for developing a
sophisticated machine translation system.
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