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Abstract

We present a Kyrgyz language seed dataset as
part of our contribution to the WMT25 Open
Language Data Initiative (OLDI) shared task.
This paper details the process of collecting
and curating English—Kyrgyz translations, high-
lighting the main challenges encountered in
translating into a morphologically rich, low-
resource language. We demonstrate the qual-
ity of the dataset through fine-tuning exper-
iments, showing consistent improvements in
machine translation performance across multi-
ple models. Comparisons with bilingual and
MNMT Kyrgyz-English baselines reveal that,
for some models, our dataset enables perfor-
mance surpassing pretrained baselines in both
English—Kyrgyz and Kyrgyz—English transla-
tion directions. These results validate the
dataset’s utility and suggest that it can serve as
a valuable resource for the Kyrgyz MT commu-
nity and other related low-resource languages.

1 Introduction

While machine translation has advanced sig-
nificantly, progress remains uneven, with morpho-
logically rich, low-resource languages facing sub-
stantial obstacles (Goyal et al., 2022). This dis-
parity is particularly acute for the Turkic language
family, where agglutinative structures pose unique
challenges to standard MT architectures. Kyr-
gyz (kbIprbi3 THMM), a Turkic language with ap-
proximately 5.5 million speakers, exemplifies this
situation. Despite a growing number of large,
automatically-mined parallel datasets (Team et al.,
2022), there is a significant shortage of high-quality,
human-curated resources essential for building ro-
bust and reliable translation systems.

This paper details our contribution to the Open
Language Data Initiative (OLDI) shared task: the

creation of a high-quality, human-validated English-
Kyrgyz dataset of 6,193 sentence pairs. The source
text, drawn from diverse scientific domains on
Wikipedia, provides rich terminological and syntac-
tic complexity that inherently challenges MT sys-
tems. For a low-resource language like Kyrgyz, this
complexity exposed a more fundamental obstacle:
the absence of standardized scientific vocabulary.
This makes high-quality human translation not just
a matter of review, but of active linguistic curation.
Our translation process, therefore, required develop-
ing novel strategies to handle significant terminolog-
ical gaps and neologisms. This involved our team
of native speakers making crucial terminological
choices. For instance, we prioritized the native Kyr-
gyz word “nene” for scientific compounds like “ce-
lestial body” (“kocmoctyk geHe”) and “antibody”
(“anTHzene”) over the somewhat established Rus-
sian calque “Teno”, a decision that reflects modern
usage and enhances both accuracy and naturalness.
Our main contributions are as follows:

1. We contribute the first high-quality, human-
validated English-Kyrgyz seed dataset to the
OLDI initiative.

2. We provide a detailed analysis of the key lin-
guistic challenges in English-to-Kyrgyz trans-
lation, particularly regarding terminological
adaptation, and document the effective strate-
gies our team employed.

3. We conduct fine-tuning experiments with four
major NMT models (mT5, mBART, M2M100,
and NLLB-200) to empirically demonstrate
that our high-quality dataset provides consis-
tent performance gains.

Our results confirm that even a modest amount of
high-quality parallel data is critical for advancing
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MT performance for structurally divergent language
pairs, particularly when involving a low-resource
language.!

2 Related Work

Despite Kyrgyz being classified as a low-
resource language, recent years have witnessed no-
table progress in the development of machine trans-
lation (MT) systems for this language (Alekseev and
Turatali, 2024). The very first machine translation
systems for Kyrgyz were rule-based, representing
foundational efforts in the field. A key contribution
in this area is the open-source finite-state morpho-
logical transducer for Kyrgyz developed by Wash-
ington et al. (2012). This transducer, developed
within the Apertium platform, was a critical compo-
nent for a prototype Turkish-Kyrgyz machine trans-
lation system and laid the groundwork for further
language pairs, including an in-progress Kazakh-
Kyrgyz system. Alkim and Cebi (2019) proposed
a rule-based approach for multilingual translation
among four Turkic languages, including Kyrgyz.

Another line of work focusing on Turkic lan-
guages is based on neural machine translation
(NMT). Mirzakhalov et al. (2021a) trained bilin-
gual models for 22 Turkic languages, including
Kyrgyz. In addition to developing baseline sys-
tems, this study also introduced a large-scale par-
allel dataset containing translation pairs for these
languages, thereby providing valuable resources for
advancing research in Turkic language MT.

Later, the authors released a multi-way multi-
lingual model neural MT model (MNMT) for these
languages, showing that the multilingual model
outperforms almost all bilingual baselines (Mirza-
khalov et al., 2021b).

Fine-tuning multilingual models for low-
resource languages has shown considerable promise
(Maillard et al., 2023). Notably, Kyrgyz has been in-
corporated into several multilingual NMT models,
such as mTS5 (Xue et al., 2021), leading to improved
translation quality. A particularly significant con-
tribution to the field is the multilingual NLLB-200
model, trained on 200 languages including Kyr-
gyz (Team et al., 2022). The primary objective
of this work was to provide extensive coverage of
low-resource languages within a unified framework.

Another line of research aimed at improving
machine translation quality focuses on enhancing

"https://github.com/kyrgyz-nlp/
oldi-dataset-experiments

tokenization methods. For example, the study
by Tukeyev et al. (2020) proposes a tokenization
approach based on the Complete Set of Endings
(CSE), which reduces vocabulary size and, as
demonstrated on Kazakh—English translation tasks,
yields better generation quality compared to Byte
Pair Encoding (BPE) segmentation. Similarly, Ab-
duali et al. (2025) investigate the Kyrgyz—Kazakh
language pair and develop a morphological tok-
enizers based on the relational segmentation model.
The scientific contribution of this article is the cre-
ation of the morphological tokenizer for Kyrgyz and
Kazakh, as well as fine-tuning experiments with this
dataset of the neural model T5-small.

3 Kyrgyz-English Parallel Datasets

Another important line of work in improving
machine translation involves the creation of multi-
lingual parallel datasets. Below is a brief overview
of open parallel datasets that include the Kyrgyz
language.

As part of the TurkLang-7 project (Khusainov
and Minsafina, 2021), a corpus of parallel sen-
tences was compiled for Russian and seven Tur-
kic languages. For Kyrgyz, the collection includes
426,190 parallel sentence pairs; however, the final
version of the dataset has not been made publicly
available.

The NLLB vl dataset’> is a large English-
Kyrgyz parallel corpus containing 21,360,637 sen-
tence pairs, produced during the development of the
NLLB-200 model (Team et al., 2022), where Kyr-
gyz was included among the languages for which
bilingual translation pairs were automatically col-
lected. However, the quality of this dataset is lim-
ited, as demonstrated by our manual analysis of the
public OPUS sample, which comprises 49 exam-
ples®. The fully annotated sample that forms the
basis for this analysis, including examples of mis-
alignment and various error types, is provided in
Appendix A. Our analysis revealed that only 59.18%
of the sentences labeled as Kyrgyz were actually
written in Kyrgyz. Furthermore, of this reduced
Kyrgyz subset, a mere 55.17% were deemed to be
accurate and fluent translations. This indicates that
only about 32.65% of the original sample represents
a high-quality, usable translation pair.

Kyrgyz language was also incorporated into

"https://opus.nlpl.eu/NLLB/enkky/v1/NLLB
*https://opus.nlpl.eu/sample/en&ky/NLLB&v1/
sample

1089


https://github.com/kyrgyz-nlp/oldi-dataset-experiments
https://github.com/kyrgyz-nlp/oldi-dataset-experiments
https://opus.nlpl.eu/NLLB/en&ky/v1/NLLB
https://opus.nlpl.eu/sample/en&ky/NLLB&v1/sample
https://opus.nlpl.eu/sample/en&ky/NLLB&v1/sample

a set of 14 low-resource languages for which
the GoOURMET project team compiled parallel
datasets (van der Kreeft et al., 2022). In to-
tal, 14,498 Kyrgyz-English parallel sentences and
23,017 Kyrgyz-Russian parallel sentences were as-
sembled. These sentences were obtained through
machine translation followed by editorial validation
and control.

The Open Language Data Initiative (OLDI) is a
collaborative project that enables language commu-
nities, researchers, and developers to contribute to
foundational datasets essential for machine learn-
ing and natural language processing. At present,
OLDI* maintains two key datasets: OLDI-Seed and
FLORES+.

The OLDI-Seed dataset contains 6,193 English
sentences paired with translations into approxi-
mately 40 low-resource languages. The English
source sentences were drawn from a diverse range
of Wikipedia articles covering fields such as biol-
ogy, astronomy, the arts, history, mathematics, etc.
We use the English corpus as a source dataset for
Kyrgyz translations.

FLORES+ is an evaluation benchmark consist-
ing of two subsets — a test set of 1012 sentences
and a validation set of 997 sentences — each pro-
fessionally translated into 200 languages by expert
linguists.

The X-WMT benchmark (Mirzakhalov et al.,
2021Db) is a test set designed to evaluate machine
translation quality for Turkic languages. It is based
on the professionally translated English—Russian
corpus from the WMT 2020 News Translation Task.
The original news sentences were subsequently
translated into eight Turkic languages. For the En-
glish—Kyrgyz language pair, the benchmark com-
prises 500 sentences.

4 Language Description

Kyrgyz (also known as Kirgiz or Kirghiz)
is a Turkic language of the Kipchak and/or the
South Siberian branch (ISO 639-2: kir, Glottocode:
kirg1245). It is spoken primarily in Kyrgyzstan,
where it holds official status due to it being the na-
tional language. However, it does spread further
to Central Asian countries, specifically in Gorno-
Badakhshan Autonomous Region of Tajikistan and
it is also considered to be a minority language in the
Kizilsu Kyrgyz Autonomous Prefecture in Xinjiang,
China. And another regional variant of the Kyrgyz

*https://oldi.org/

language, referred to as Pamiri Kyrgyz, is spoken
in northeastern Afghanistan and northern Pakistan.

From a phonetic and phonological standpoint,
the Turkic languages most closely resembling Kyr-
gyz are the southern dialects of Altay, although Kyr-
gyz also shares significant similarities with Kazakh
(Washington et al., 2012). Additionally, the south-
ern varieties of Kyrgyz exhibit distinctive features
that align with Uzbek, which are not present in any
other Kyrgyz dialects. Approximately, 5.5 million
people primarily in Kyrgyzstan consider Kyrgyz
their native language.

5 Dataset Translation

5.1 Translation Workflow

Our translation team consisted of six native
Kyrgyz speakers, of which two were experienced
English to Kyrgyz translators and two were stu-
dents from the Kyrgyz-English Language Program
at Kyrgyz-Turkish Manas University. We followed
the OLDI contribution guidelines (Open Language
Data Initiative, 2025). The translation workflow
was structured into four sequential stages: (1) ma-
chine translation using Aitil°, a Gemma3-based MT
service fine-tuned by Ulut Soft LLC (2) manual
correction by individual translators, (3) team termi-
nology unification, and (4) consistency review.

At the initial stage, we used the Aitil transla-
tion service, which was kindly provided by Ulan
Bayaliev and Ulut Soft LLC. At the second stage,
translators worked individually to post-edit their
assigned batches of machine-translated sentences.
This human review process covered all 6,193 sen-
tences, with 99.16% of them being modified. The
post-edits addressed a range of common machine
translation issues; for instance, our work frequently
involved correcting literal translations, improving
lexical and terminological choices, and resolving
stylistic inconsistencies. To illustrate the nature of
these corrections, Table 1 presents several exam-
ples.

Following the individual post-editing, we im-
plemented a targeted consistency review process.
Our main priority was to ensure high-quality ter-
minological consistency across the entire dataset.
To achieve this, translators flagged domain-specific
or ambiguous terms for group discussion. Once
the team reached a consensus on the translation,
the decision was implemented systematically: the

>https://translate. mamtil.gov.kg/
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Table 1: Examples of machine translations and human post-edits

ID

Sentence

5715

English: ...if anyone does something that truly is bad, it must be unwillingly or out of ignorance;
consequently, all virtue is knowledge.

MT by Aitil: ..orep kumaup Oupee UYbIHJAN 37e XaMaH Hepce jkacaca, aHja aa MyHY
O1beCTUKTEH JKe apedchi30dH Hcacdlubl KepeK; AeMek, 0apbIK XKaKIIbUIBIK — 0y OUmM.
Human Post-Edit: ...srep kumaup Oupee ublHZAI /1€ )KaMaH Hepce >kacaca, aHja aja MyHYy
apeacbi30aH Jce bunrbecmukmeH yaam sicacalim; feMeK, ap KaHAal >KaKIIbLIbIK — Oy/1 OummmM.
Comment: Syntactic/Stylistic Error: The MT’s output “apracbei3aH >kacaiiibl Kepek” is a literal
and awkward translation of the English modal structure “it must be”. The word order was also
unnatural and was corrected in the human edit.

5721

English: Although rule by a wise man would be preferable to rule by law, the wise cannot help
but be judged by the unwise...

MT by Aitil: AxkblIMaH afamMabIH OallKapyycCy Mblli3aMObIH 6AWKapyycyHaH apTeik 00/1COo fa,
aKbUIMaHJap/bl aKbLICbI30dp COTTOMT...

Human Post-Edit: AxbiimaHgbiH 6arikapyycy wmbili3amM ycmemoy2yHeH apThIK 00Jyico fa,
aKbIJIMaH/Iap CO3CY3 HAA0aHOAapObiH CHIHBIHA KaObI/IraHIbIKTaH. ..

Comment: Lexical/Terminological Error: “mbiiizam yctemayry” is the correct term for “rule
by law”. The MT’s choice of “akbuiceizgap” (dumb) for “unwise” was inaccurate; “HaagaHgap”
(ignorant/unwise) is more appropriate.

5733

English: While the objective of the Pyrrhonists was the attainment of ataraxia, after Arcesilaus
the Academic skeptics did not hold up ataraxia as the central objective.

MT by Aitil: TTupoHuysapAbIH MakKcaThl aTapakCUAra »Ketyy 0osico fa, ApienaifiaH KUMUH
AKafieMUsTBIK CKEeNTTUKTep aTapakCUsiHbl 00pOopdyk makcam KaTapbl KapMaHTaH Mec.

Human Post-Edit: TTuppoHuynapJbplH MakKcaThl aTapakCusra kKeTyy 0o07co, ApkecuiaigaH
KWNWH aKaJIeMUSTIbIK CKEeNITUKTep aTapakCHsiHBI Heelu32U MaKcam KaTapbl KOPCOTYILIKOH 3Mec.
Comment: Literal Translation: “60p6opayk makcar” is a literal translation of “central objective”.
The more natural term is “Herusru Makcar” (main/primary objective). An extra word (“za”) was

also removed.

translator who had flagged the term would then per-
form a search across the entire dataset to update all
its occurrences with the agreed-upon translation,
ensuring uniformity.

This approach ensured consistency for key con-
cepts. However, we acknowledge two limitations
in our overall methodology. First, a comprehen-
sive, sentence-by-sentence peer review was not
conducted due to time constraints. Second, the
translation workload was unevenly distributed, with
one translator contributing the majority of the post-
edits:

e Murat: 4910 sentences (79.28%)
* Gulaiym: 614 sentences (9.91%)
¢ Meerim: 284 sentences (4.58%)

¢ Elza: 242 sentences (3.91%)

* Akylai: 94 sentences (1.52%)

* Begayim: 49 sentences (0.79%)

5.2 Addressing Problematic Translations

During translation process we turned to dictio-
naries, both general and technical ones, specific
for the given areas, such as, Yudakhin’s Russian to
Kyrgyz, Kyrgyz to Russian dictionaries (Yudakhin,
1957), (Yudakhin, 1965), Abdiev’s English to Kyr-
gyz, Kyrgyz to English dictionary (Abdiev and
Sydykova, 2015) and other dictionaries that are
available online at el-sozduk.kg®. We also used
a collection of Kazakh to Russian and Russian to
Kazakh dictionary available at sozdik.kz to verify
that international terms (for example, “antibody”
which was searched for in Russian: “antureno”).

Kyrgyz has certain features that make transla-
tion between Kyrgyz and English a challenging task.
One of them is the word order. Unlike English,
which uses SVO order, Kyrgyz is a SOV type lan-

*https://el-sozduk.kg
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Table 2: Example of sentence fragmentation

ID Sentence

4140

English: Perhaps the foremost mathematician of the 19th century was the German mathematician

Carl Friedrich Gauss, who made numerous contributions to fields such as algebra, analysis,
differential geometry, matrix theory, number theory, and statistics.

Kyrgyz (less effective): Koisi3bl, 19-KbIIbIMIBIH 9H, 3a/IKap MaTeMaTUru HeMuc Matemaruru Kapn
@pupux "aycc 60ToH, )xaHa an anrebpa, aHam3, fudepeHIHaIBIK TeOMETPHS, MAaTPULIAIAP
TeOPHSIChI, CaHAAP TeOPUSICHI )KaHa CTaTUCTUKA ChISIKTYy TapMaKTapra KenTereH cajbIM KOIIKOH.

Kyrgyz (final): 19-KbUTBIMIBIH 5H 3a/Kap MaTeMaTWUTH, Kbisi3bl, HeMUC okymyiutyycy Kapn
@pupux Taycc 6onroH. An anrebpa, aHamus, AuddepeHIUaNIBIK TeOMETPHs, MaTpHIijaiap
TEeOPUSIChI, CaHap TeOPUSCHI )KaHa CTaTUCTHKA CHISIKTYy TapMaKTapra 30p CajibIM KOLIKOH.

guage. Although the placement of the verb does
not pose any issues, it becomes more difficult the
more complex the sentence is. Syntactic functions
(e.g., adverbial phrases) also have to be displaced,
which makes translation more complicated, as it
becomes harder to keep the sentence eligible for
the readers without losing the natural flow of the
language. (Sankaravelayuthan, 2019). Our trans-
lators have also encountered this particular prob-
lem, that is dealt with sentence fragmentation. An-
other feature is that Kyrgyz is agglutinative. It
forms words through the sequential addition of mor-
phemes while preserving their original spelling and
pronunciation. This linguistic structure allows for
the creation of an extensive range of word forms,
while English, being an analytical language, relies
heavily on such features as auxiliary words, modal
verbs and dependent clauses rather than inflection
to express grammatical relationships (Kara, 2003).

While the challenges mentioned before were
expected, our translators have encountered another
two major problems: long, compound-complex sen-
tences and terminological gaps and neologisms.
Those problems significantly hindered the trans-
lation process. The first problem was dealt with
sentence fragmentation, a syntactic transformation
technique (Shermatova, 2010). This technique in-
volves restructuring a single complex sentence from
the source language into two or more sentences in
the target language. The goal is to maintain a nat-
ural linguistic flow, and to preserve the original’s
clarity, emphasis, and stylistic integrity. An exam-
ple of such fragmentation is listed in Table 2.

The less effective version contains two coordi-
nated clauses with the conjunction “xana” (‘“and”),
presents two critical problems: stylistical redun-
dancy (the repetition of the word “maremaruru”)

and syntactic overload (while technically a single
grammatical unit, the sentence is long and burden-
some, combining two distinct ideas with a simple
conjunction, which weakens its clarity and impact).
This final resolves both issues. The redundant term
is eliminated by using a more appropriate synonym
(“okymyiutyycy” - “scientist”) in the first sentence
and allowing the subject to be implied in the second.
Most importantly, the structure is clear, emphatic,
and stylistically natural in Kyrgyz. The main chal-
lenges were translational gaps and neologisms, es-
pecially in scientific and technical fields such as
genetic engineering and astronomy. Lacking equiv-
alents, we often used transliteration and calquing,
typically via Russian—a legacy of the Soviet era
when Russian dominated science and education. As
many specialists are bilingual, adopting Russian-
based forms speeds comprehension (Table 3).

The terms “knockout” and “extinction” are
highly specific neologisms. With “knockout” cre-
ating a descriptive Kyrgyz phrase (e.g., “reHgu
euypyy”—“gene deactivation”) would be less pre-
cise and more cumbersome. Coining an entirely
new Kyrgyz term would likely be unintelligible to
specialists who are already familiar with the con-
cept through international, often Russian-language,
literature. Therefore, the most effective strategy
is the transliteration of the international term (or
calquing of Russian term) as “Hokayt”. This direct
adoption is efficient and aligns with the established
scientific vocabulary (Zaid et al., 2008).

For accuracy and consistency, we adopted the
international term “sxcTuHKUMS”, sourced from an
English—Russian astronomical dictionary (Murta-
zov, 2010), as it aligns with existing literature and
is more recognizable to Kyrgyz readers. The prob-
lems with scientific terms would not have posed

1092



Table 3: Examples of terminology mapping

ID Sentence

3986 English: In a simple knockout a copy of the desired gene has been altered to make it non-functional
Kyrgyz: ’KeHekeli HokayTTa KepeK OOJTOH TeHJUH KOUYpMeOCy MILTeOell KasbIlbl YYYH
©3repTyJ/IeT.

3506

English: In astronomy, extinction is the absorption and scattering of electromagnetic radiation by

dust and gas between an emitting astronomical object and the observer

Kyrgyz:

AcTpoHOMHSZIA IKCTHHKIMA — Oyl Hyp UbIrapyydyy acTPOHOMUS/IBIK OOBEKT

MeHEeH 6aﬁKOOHYHyH OPTOCYHJAI'bl UaH, )KdHa I'a3 Tapa6I:IHaH 3/IEKTPOMAarHUTTHUK HYPJ/IaHYYHYH

JKYTY/IYILLY ’KaHa Yayblpallibl.

such substantial problems if not for the major lin-
guistic flaw that calquing had created. In most of
the cases calquing was justified, as it provided a
more specific and in-depth understanding of the
phenomenon, in some it resulted in a borrowed
word replacing a perfectly suitable native synonym.
The primary example is showcased in Table 4.
The case with “bodies” highlights this protru-
sion. The official dictionary (Eshbaev and Esh-
baeva, 2023) suggests using the Russian calque
“resno,” whereas we observe that this term is now of-
ten replaced by the Kyrgyz word “gene.” This mod-
ern usage is evident in real-world examples from
publications such as BBC News Kyrgyz’, which
uses “antugieHe” for “antibody,” and Nazar News?,
which uses “kocMmoctyk gene” for “cosmic body.”
During translation, our team gave priority to the lat-
ter option, as it better reflects the language usage.

6 Translation Experiment

6.1 Model Training

To demonstrate the quality of the collected
dataset, we fine-tuned several seq2seq machine
translation models on the gathered 6,193 parallel
sentences and evaluated their performance on the
FLORES+ benchmark (Team et al., 2022; The Open
Language Data Initiative, 2024). We also evaluate
our model on the Turkic X-WMT benchmark to
compare its performance with the bilingual and mul-
tilingual baselines proposed for Kyrgyz—English
machine translation.

For fine-tuning, we utilized the Transformers
library (Wolf et al., 2020). Across all experiments,
we employed the AdamW optimizer with a learning
rate of 0.0001 and trained for 6 epochs. The training

7https://www.bbc.c0m/kyrgyz/articles/cOlyeSngjwxo

8https://nazarnews.org/posts/zherdin-kagyilyishuusu-eki-
asman-tiregen-asteroid-zherge-zhakyindadyi

was conducted on a single T4 GPU with 16 GB of
memory.

For each model, we take the same base instance
and fine-tune it twice independently — once for
translating from English to Kyrgyz (en — ky) and
once for translating from Kyrgyz to English (ky —
en). The models selected for fine-tuning included:

mTS5-base is a multilingual transformer model
based on the TS5 architecture. It is pretrained on a
denoising objective across 101 languages, includ-
ing Kyrgyz. While mT5 supports Kyrgyz at the
pretraining stage, it requires fine-tuning on transla-
tion tasks to perform effective machine translation
into and from Kyrgyz. (Xue et al., 2021)

mBART-large is a seq2seq transformer extend-
ing the BART model to multilingual settings. How-
ever, the base mBART-large model does not include
Kyrgyz in its pretrained vocabulary, limiting its di-
rect applicability to Kyrgyz translation without addi-
tional fine-tuning and vocabulary extension. (Tang
et al., 2020)

M2M100 is a multilingual seq2seq model de-
veloped by Facebook supporting direct translation
between 100 languages without relying on English
as a pivot. Notably, Kyrgyz is not included in the
100 languages covered by M2M100, thus the model
cannot translate Kyrgyz “out of the box.” (Tang
et al., 2020)

NLLB (No Language Left Behind) is a large-
scale multilingual seq2seq model developed by
Meta, designed to improve translation quality, par-
ticularly for low-resource languages. It supports
over 200 languages, including Kyrgyz. NLLB can
translate to and from Kyrgyz with high quality with-
out requiring additional fine-tuning, making it well-
suited for applications involving Kyrgyz language
translation. (Team et al., 2022)
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Table 4: An example of an unnecessary calque

ID Sentence

3550

English: Once it became clear that Earth was merely one planet amongst countless bodies in the

universe, the theory of extraterrestrial life started to become a topic in the scientific community.
Kyrgyz: »Kep — aanamjarel CaHChI3 acMaH AeHeJIEPUHMH apachiH/Aarbl KaTap/arkl 3ie Oup
TJIaHeTa 3KeHW alKbIH OONMTOHJOH KWUHWH, >KEPZEH THIIIKApKbl JKAIlll00 TEeOPUsChI UIUMUN

KOOMYY/TYKTa TajKyy/aHa OariraraH.

6.2 Vocabulary expansion

For the models that were not pretrained on Kyr-
gyz (mBART and M2M100), we expanded the to-
ken vocabulary by training a SentencePiece model
(Kudo and Richardson, 2018) on the Kloop cor-
pus, a dataset of Kyrgyz news articles (kyrgyz-nlp,
2024). This allowed us to extend the vocabulary by
14,466 byte-pair encoding (BPE) tokens (Sennrich
etal., 2016).

6.3 Metrics

To evaluate generation quality, we employ two
variations of the ChrF metric: ChrF (Popovic¢, 2015)
and ChrF++ (Popovié, 2017), both of which are well
suited for morphologically rich languages. While
prior work has shown that ChrF++ correlates more
strongly with human judgments, we also report
ChrF scores to enable direct comparison with the
Bilingual and MNMT baselines (Mirzakhalov et al.,
2021b). For this purpose, we use the implementa-
tion provided in the SacreBLEU toolkit’, adopting
the same parameter configuration as in the MWMT
study for the computation of the ChrF metric to
ensure consistency and comparability of results.

6.4 Experiment Results

The tables present the training results of our
models, evaluated on two benchmarks: FLORES+
and X-WMT.

We compare the outputs of our fine-tuned mod-
els with its pretrained versions (pretrained base-
lines) on the FLORES+ benchmark to evaluate the
impact of our dataset on translation quality. The re-
sults are reported separately for the two translation
directions: English—Kyrgyz (Table 5) and Kyr-
gyz—English (Table 6). The results of the X-WMT
benchmark are summarized in Table 7.

Fine-tuning on our dataset substantially im-
proves generation quality for all models in both
translation directions. (Table 5 and Table 6)

*https://github.com/mjpost/sacrebleu

NLLB-200 achieved the highest performance in
all the evaluated models. Although the models were
already pre-trained on a large Kyrgyz corpus, the
addition of even a relatively small dataset like ours
can yield a noticeable improvement in translation
performance.

When comparing translation directions, Kyr-
gyz—English translations (Table 6) outperforms En-
glish—-Kyrgyz translations (Table 5) for all mod-
els except M2M100. This asymmetry reflects the
stronger representation of English in the pretrain-
ing corpora, which enables more reliable decoding
into English. The exception of M2M100 can be
attributed to its non-English-centric pretraining de-
sign.

Manual validation of system outputs, however,
revealed that automatic evaluation scores tend to
overestimate real-world usability. Despite relatively
high ChrF and ChrF++ scores, the translations still
contained a considerable number of critical errors.
In particular, M2M100 outputs suffered from fre-
quent tokenization and word-concatenation issues,
likely caused by suboptimal adaptation of the tok-
enizer. More generally, all systems struggled with
morphological accuracy, especially the generation
of correct suffixes. This challenge stems from the
agglutinative nature of Kyrgyz, where the high vari-
ability of word endings makes exact surface real-
ization difficult.

The performance of pretrained baselines largely
depends on whether Kyrgyz was included in their
pretraining data and the model’s intended use. For
example, although mT5’s pretraining corpus con-
tains Kyrgyz, it cannot perform machine transla-
tion “out of the box” and requires fine-tuning. Nei-
ther mBART nor M2M 100 was pretrained on Kyr-
gyz; nevertheless, M2M 100 achieves comparatively
stronger baseline results, as we extended the model
to Kyrgyz by introducing a new language token and
initializing its embeddings from Kazakh, a closely
related language. Finally, NLLB-200, which was
trained on a large Kyrgyz corpus, achieves high
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Table 5: Performance comparison on the FLORES+ English-Kyrgyz translation benchmark.

mT5 mBART M2M100 NLLB-200
fine-tunin ChrF: 30.57 ChrF: 34.85 ChrF: 40.77 ChrF: 49.37
g ChrF++: 26.53 ChrF++: 30.82 ChrF++: 33.91 ChrF++: 44.62
retrained baselines ChrF: 0.20 ChrF: 0.73 ChrF: 10.88 ChrF: 44.56
P ChrF++: 0.63 ChrF++: 1.76 ChrF++: 9.10 ChrF++: 40.21

Table 6: Performance comparison on the FLORES+ Kyrgyz—English translation benchmark.

mT5 mBART M2M100 NLLB-200
fine-tunin ChrF: 36.82 ChrF: 36.23 ChrF: 38.77 ChrF: 51.77
g ChrF++: 34.22 ChrF++: 33.88 ChrF++: 36.19 ChrF++: 49.34
retrained baselines ChrF: 1.84 ChrF: 0.84 ChrF: 13.29 ChrF: 49.85
P ChrF++: 1.81 ChrF++: 1.22 ChrF++: 10.58 ChrF++: 47.48

Table 7: Performance comparison on the X-WMT dataset (ChrF). Values that exceed the performance of the
Multilingual MNMT baseline are highlighted in bold. For the ChrF score, we did not reproduce the baselines

ourselves, but used the results reported in the paper.

Bilingual Multilingual
mTS mBART M2M100 NLLB-200 XWMT MNMT
en-ky 2832 30.92 36.41 47.61 27 34
ky-en 34.69 33.68 36.10 47.84 29 39

performance without additional fine-tuning.

All of our trained models outperform the bilin-
gual MWMT baselines (Table 7). Among them,
the multilingual MNMT model is surpassed only
by NLLB-200 in both translation directions, and by
M2M100 in the English—Kyrgyz direction, demon-
strating the competitive performance of our models
across different translation setups.

7 Conclusion

This study, part of the OLDI initiative, con-
tributed 6,193 English-Kyrgyz sentence pairs and
showed that even modest, carefully curated data
can improve neural machine translation for low-
resource, morphologically complex languages. In
this work, we addressed three key challenges: adapt-
ing to agglutinative morphology, restructuring com-
plex subordination, and maintaining terminological
consistency. Our preference for native Kyrgyz terms
over Russian calques reflects contemporary usage
and contributes to natural language evolution.

Fine-tuning mBART, M2M100, mT5, and
NLLB-200 models on our dataset yielded consis-

tent performance gains, validating the value of
linguistically-informed data. However, the man-
ual evaluation of model translations, highlight the
need for further research to achieve production-
quality NMT for Kyrgyz. Our collaborative work-
flow—combining MT, manual correction, and con-
sistency review—offers a replicable methodology
for other low-resource languages. Future work in-
volves expanding the dataset and integrating com-
munity feedback. This research provides con-
crete resources and a methodological framework
for community-driven language technology devel-
opment, balancing technical advancement with
cultural-linguistic authenticity.
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A Qualitative Analysis of the Official OPUS Sample for NLLB v1 (En-Ky)

Table 8: Sentence pairs drawn from the public sample of the NLLB v1 En-Ky corpus provided by the OPUS project.
Each pair is manually evaluated for language identification (Is Kyrgyz) and translation accuracy (Is Correct).

The Comments column details the types of errors found.

En Ky Is Kyrgyz Is Correct Comments
Andif you call them to guid- 3rep anapAbl Ty3 >XOJr0O Yes Yes
ance, they do not listen. YyaKbIpCaH, yryILIanT.
(It is only) a provision in Byn AgyiiHeze  kelpraf, Yes Yes
this world, then to Us is anHAaH coH anapAbiH busre
their return. KaiTyynapsi bap.
Are you [more] satisfied [lyné ymapra, Oxwupar No No
with the life of this world, 0wusra SKaHUTa po3u
rather than the Hereafter? = smacmucan?!
If GOD wills, He can take Orep Anna Kaanarasja, Yes Yes
away their hearing and their anapabiH  yryycyH [Ja,
eyesight. KOPYYCYH Zia ajIbITl KOMMOK
ane.
and you will be among Ba, anbarra, MeHHHT No No
those brought near.” SIKUH KUIIWJIapUM/aH
o6ynypcusnap,” genu.”
and We see it to be near. Bu3z sca yHu skuH 7e0 No No
ounypmus.
But his people’s only an- OmwoHzo aHbIH Yes Yes
swer was, “Bring down KooMyHyH >x000y: ”3rep
upon us God’s chastise- ubIHUBLIZApAAH  OOJICOH,
ment, if thou art a man of AsutaHblH a3abbiH  Ousre
truth!” KeJqTupuu!” - JereHuHeH
barka 601007y.
That we might follow the Arap cexprapmap Froa6 No No
magicians if they are the 6ya1b unkcamap, 3XTUMOI
victorious?”’[1] ouznap yiiamapra
Sprarypmus,” Jedunau.
For the wrong-doers there 3omum KuMcasnap No No
will be no helpers. yuyH OWpOH épaamuu
6ymac!.”[20]
(And your abode is the Fire, »KoWuHru3 >xkaxaHHamMAup No No
and there is none to help Ba cusnapra xeu
you.) épJaMmuniap Uyk.
But worship Allah alone Annaxka raHa Yes Yes
and be among the grateful” cplliblH  >kaHa  WWIYTYp

[Qur’an, 39:66].

KbUTyyuynapga 6om!”
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Table 8: (Continued)

En Ky Is Kyrgyz Is Correct Comments
Say, 'They are appointed pe- Air: ”“Bynap agamjapra Yes Yes
riods of time for (general y0aKbITThI >KaHa
convenience of) people and  aXbUIBIKTBI Genrunee
for determining the time of KypasbL.”
Pilgrimage.
And remember the name JKanHa 3pTe/-Keu Yes Yes
of your Lord, morning and PoOGOWHAWH aTblH 3UKHP
evening. KblL1!
Indeed, there has come to OreHTym, anberre, Yes No O11eHTHII is extra
you a bearer of glad tidings cunepre  kym  Kabap
and a warner. Oepyyuy >KaHa KOPKyTyyuy
Kesu.
Call upon your helpers, KaHa srep Yes No has a comment in
other than Allah, to assist UbIHUBLI 6omcoHOD, parentheses
you, if you are true. AnnaxraH Oarmka
KybOenepyHepay (MileHreH
»Kap/ilamubliapbIHap/bl)
YaKbIPTbUIA.
Protect yourself and your ©O3yHepay  ’kaHa  YH- Yes No - Jen Oyropy/raH.
family from the fire of hell.”  6yneHepay To30KTYH is extra
OTyHaH Koproryna!” - gen
OyropynraH.
And that My punishment is MeHMHT a300uMaaH No No
a painful retribution. a3o0/iaHTaHw. ..
- that Day, man will remem- AfaM an KyHy OWIOHYII- Yes No the English part is
ber, but how [i.e., scrediT,  Oupok  (Oyn) incomplete
3CTOB/I6H ara SMHe Maiifa’?
Do they expect anything Amnap (xarbipnap) Yes No has a comment
but the likes of the days of Kbisimar KyHnyHnyH in  parentheses;
those who passed away be- xkanuser KeJTUIIIUH AHbIH Oesruiepu
fore them? KYTYIT KaThl1a0bI? AHBIH KeJigu. is extra
Oesruiepy Kesziu.
Remember the name of J>Kana 3pTeJ-Keu Yes Yes
your Lord morning and PobGOMHAMH aTbIH 3UKUD
evening. Kbl!
2:55 - Who were the sons of  33pa 2: 55 - CynaliMaH/bIH Yes Yes
the servants of Solomon?  Ky/njapbIHbIH yynaaphl
ZlereH Kumzep siie ?
Why did you kill them, if Cusep ybiHUBLT 60JICOHOD Yes Yes

you are telling the truth?”

aHJa SMHe YYYH asappsbl
enTypayHep?!”
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Table 8: (Continued)

En Ky Is Kyrgyz Is Correct Comments
Indeed, Gehenna is your bac ymapgaH KuM ceHra No No
recompense, and the reward spraiica, y Xosja, LIak-
of those who follow you, an  1mybxacus, ’KaxaHHaM
ample recompense. cU3/lapra eTapid  ’Kaso
o6ynyp!
WE have created them of Anberre, bus anapjpl Yes Yes
that which they know. e31epy OunreH HepcezieH
YKapaTKaHObI3.
in which they will remain Anap an xepfe (TO30KTO) Yes No has a comment in
forever, and will not find pmoc kaHa >Kapjamubl parentheses
any guardian or helper. Tanmnamu, TYOeMyKKe
KaJIbIlIar
Mankind were not but one  (ABBanga) omamsap dakar No No
nation (community), but O6up Munar (IbHH, OHP
they differed (later). nuHzaa) 6yraH spusap.
The Fire will be your CunepauH >xailiblHap - OT Yes Yes
refuge, and you will have 0on0oT >XaHa cuaepre 34
no helpers. KaHjau ’KapaMmybLiap
Gonboiir.”
(The Day that Allah will bup  KyHzakw, yHAA No No
not disgrace the Prophet Ammox Habuiinu Ba y
(Muhammad) and those Owman 6upra  OynraH
who believe with him. WAMOH  KeJTHUpraHaapHU
11apMaH/a Ku/amac.
Thus God makes clear His  Ilykyp KbLIyyHap Yes Yes
Revelations to you, that you yuyH Asia cunepre O3
may be thankful.” (5:89). asiTTapblH MbIHA YIIyHAAW
aubIK-alKbIH 0astH KbI/IaT.
And that My chastisement MeHHUHT a300uM/IaH No No
is the painful chastisement. a3o06maHraHm...
And what will make you (8) “CwiokuiiH” Kanjai No No
know what Al-Qari’ah is? Hapca 5KaHUHM CeHra
HUMa Ounaupau?!
(and it will be said to 52: 15 ”Cunep »xaarasHra Yes No the Kyrgyz part is
them,).This is the Fire you ubiraprat oT - MbIHa yIIy/l. incomplete
used to deny
But surely now has come to  OtieHTwur, anberre, Yes Yes
you a bearer of glad tidings cunepre  Kym  kabap
and a Warner. Oepyyuy >KaHa KOPKyTyyuy
Kemgu.
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Table 8: (Continued)

En Ky Is Kyrgyz Is Correct Comments
call your witnesses, besides »Kana srep Yes No has a comment in
Allah, if you are telling the ubIHYBLT 60s1cOHOD, parentheses
truth. Annaxrax Oarmka
KybenepyHepy (UilieHreH
’KapZamubliiapbIHap/bl)
YaKbIpThLIa.
When a warner came to bupok ajapra oup Yes No has a comment in
them, however, it only in- 3CKepTyy4y-KOpKYyTyyuy parentheses; mis-
creased their aversion. kenreHze, (Oyn amapabIH) translation due to
JKeK KOpYY/epYHeH incorrect pluraliza-
GarkaceH KoOOUTKOH tion of the abstract
JKOK. noun >eK Kepyy
(hatred).
But we see it (quite) near.” bu3z 3ca yHu sIKUH 7eb No No
Ounypmums.
Cretans and Arabs, we hear KpUTTHKTep JKaHa Yes Yes
them in our own tongues apaBUsIBIKTap, e3
speaking of the mighty TuIMOU3IE anapAbiH
deeds of God.” KypaiigpiH ynyy wuiLTepu
JKOHYH[IO alThII
JKaTKaH/apbiH yrymn
»KarabbI3.”
And mention the name of >KaHa 3pTeJii-Keu Yes Yes
your lord (in prayer) morn- PoGOWHAWH aThIH 3WUKUD
ing and evening (Al-Quran  kbu1!
48:9)
Rather, every one of them Banku, ynappaH xap 6up No No
wishes that he should be xuim ¥3ura ouwira
given unrolled (divine) caxucdanap 6GepUTUITUHU
scriptures vpogja Kumap.
did you kill them, if you are ~ Arap pOCTTyi No No
true in your claim?” OyncanmapuHrys, HUMara
y/lapHu  yAAUPOWAHTU3?”
neb aiT.
Say: ”You can only ex- bBu3z cuiepre AsnajaH Yes No completely  mis-
pect for us one of two good ’kaza KeymepuH ke Ou3 aligned fragment
things; while we wait for apkeityy cunmepre 6up
you to be afflicted by God a3zanm >kubepepuH KyTyIl
with a retribution from Him, >xarabni13.AHza, cusep
or by our hands. KYTKY/e, Cujlep MeHeH
yoryy 6m3 ga kyrebys3” -
JIer auT.
We are only waiting for bBu3 aHbIH akbICBIH OHp Yes No completely  mis-

the order of Allah the
Almighty.

raHa Asnaxy TaanajaH
KyTe0ys3,” - zenu.
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Table 8: (Continued)

En Ky Is Kyrgyz Is Correct Comments
Your abode is the fire, and KoMMHru3 >KaxaHHaMAUP No No
you shall not have any Ba cusnapra xeu
helpers.” épaamuniap Wyxk.
But Iblis (did it not), he re- WunnHe  JKuH  KupreH Yes No completely  mis-
fused to be with those who amampaapra OKILIOT aligned fragment
made obeisance. Ka/bILIBIITHIPTO.
hath prepared for them a yuyn yayr  MmykodoT No No
goodly recompense. (SbHU, >KAHHAT) Tauépsab
KyHrasgvp.
Then bring your book, if Uzbek / Ozbekcha No No
you are truthful.” (37:149- / Ozbekge Arap
157). pocTriiiiapaaH
O¥1caHru3, KUTOOUHTU3HU
KeJITUPUHT!
When this was clearly An ara (Oynap) am-aublK Yes No has a comment
shown to him he said: ”T 6enrunyy OonroHI0H in  parentheses;
know now that God is able kuiiuH (MbIHZANW) JAedu: awkward literal
to do all things.” ”AnnaxTelH OyT Hepcere translation: ~ The
KYY JKeTKHUPYYYY SKEeHUH phrase “able to do
ounem.” all things” (imply-
ing omnipotence)
is rendered as
KY4 >KeTKUPYYYY,
which literally
means “the one
who delivers/sup-
plies power.” A
more  idiomatic
and accurate
translation would
be AnnaxTbiH
OyT Hepcere Ky4y
XeTeT 5KEeHUH
Ounem.
For the wrong-doers there 3OHau 301MM  KuMcanap No No
will be no helpers. yuyH OWpoH éppamuu
oynmac!
Those people, it has not 06y kuMcanap y4uyH yHzau No No

been for them to enter them
except fearing.

>KoMsapra akatr KypKKaH
XO/I/IapUJia KHPHII KOU3

SAU-KY.
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