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Abstract

This paper presents the evaluation of sub-
missions to the WMT 2025 Metrics Shared
Task on the SSA-MTE challenge set, a large-
scale benchmark for machine translation evalu-
ation (MTE) in Sub-Saharan African languages.
The SSA-MTE test sets contains over 12,768
human-annotated adequacy scores across 11
language pairs sourced from English, French,
and Portuguese, spanning six commercial and
open-source MT systems. Results show that
correlations with human judgments remain gen-
erally low, with most systems falling below
the 0.4 Spearman threshold for medium-level
agreement. Performance varies widely across
language pairs, with most correlations under
0.4; in some extremely low-resource cases,
such as Portuguese–Emakhuwa, correlations
drop to around 0.1, underscoring the difficulty
of evaluating MT for very low-resource African
languages. These findings highlight the need
for more robust and generalizable evaluation
methods tailored to African language contexts.

1 Introduction

In recent years, with the rise of large language
models (LLMs), more and more machine trans-
lation (MT) systems have emerged, demonstrat-
ing competitive performance. This growth has cre-
ated an increasingly urgent need for more accurate
methods to assess the quality of generated trans-
lations. Traditional metrics such as BLEU (Pap-
ineni et al., 2002), METEOR (Banerjee and Lavie,
2005), and chrF (Popović, 2015), which rely on n-
gram matching, show only limited correlation with
human judgments, indicating their limited ability
to capture semantic-level quality (Callison-Burch
et al., 2006).

More recently, neural metrics such as
BERTScore (Zhang et al., 2020a) have shown
improved capability in capturing semantic simi-

larity (Freitag et al., 2024; Zhang et al., 2020b).
COMET (Rei et al., 2020) further advances this
by framing machine translation evaluation (MTE)
as a regression task using encoder-only language
models and training on human-annotated scores.
Likewise, the MetricX (Juraska et al., 2023)
family of metric, based on the mT5 (Xue et al.,
2020) series multilingual encoder-decoder LM,
adopts a regression-based framework similar to
COMET. These neural, learned metrics have been
shown to achieve higher correlations with human
assessments across a wide range of languages (Rei
et al., 2020; Juraska et al., 2023).

However, before 2024, due to the lack of ma-
chine translation evaluation data, the performance
of these models was largely untested on Sub-
Saharan African languages. In 2024, AfriMTE
(Wang et al., 2024a) was created. Evaluation
results revealed that while existing metrics per-
formed well on some relatively higher-resourced
languages, they struggled with translations for
very low-resource languages such as Twi and Luo
(Wang et al., 2024b). The authors demonstrated
that this gap can be partially addressed by further
pretraining models on African languages; however,
performance remains low for specific language
pairs, like eng-luo, underscoring the need for dedi-
cated training data for these languages.

Although AfriMTE marked progress in this area,
several limitations remained. The dataset was
relatively small, with only about 200 cases per
language pair. Also, AfriMTE included outputs
only from NLLB-200 (600M) (NLLB-Team et al.,
2022) and M2M-100 (418M) (Fan et al., 2021).
In addition, AfriMTE did not provide any train-
ing data, which meant that neural-based metrics
could not be directly optimized for Sub-Saharan
languages.

To address these challenges, Li et al. (2025) in-
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troduced SSA-MTE, a larger-scale dataset created
following the same protocol and using the same
annotation tool as AfriMTE. SSA-MTE covers 13
Sub-Saharan African languages, with test sets for
10 languages and training sets for 12. It features
several source languages—English, French, and
Portuguese—representing the Anglophone, Fran-
cophone, and Lusophone linguistic communities in
the region. SSA-MTE includes translations from
six MT systems and contains over 73,000 annota-
tions in total.

The WMT 2025 Metrics Shared Task incorpo-
rates the SSA-MTE test set as a dedicated chal-
lenge set, enabling the evaluation of MT metrics
on low-resource African languages. This inclusion
establishes a benchmark for assessing the ability of
MTE systems to generalize across under-resourced
African languages.

2 SSA-MTE

We perform our evaluation on the recently re-
leased SSA-MTE dataset (Li et al., 2025), a large-
scale human-annotated benchmark for assessing
machine translation quality for African languages.
The dataset contains over 73,000 sentence-level
annotations across 13 language pairs (LPs) in the
news domain, of which 10 LPs include a dedicated
test set.

The test set covers 7 English–sourced
LPs: Amharic (eng-amh), Hausa (eng-hau),
Kikuyu (eng-kik), Kinyarwanda (eng-kin),
Luo (eng-luo), Twi (eng-twi), and Yorùbá
(eng-yor); 2 French–sourced LPs: Ewe
(fra-ewe) and Wolof (fra-wol); and 1 Por-
tuguese–sourced LP: Emakhuwa (por-vmw).
For this challenge set, the authors additionally
introduced another Portuguese–sourced LP:
Nyanja (por-nya). The size of each test set is
shown in Table 1.

The selected LPs reflect Africa’s linguistic and
regional diversity, covering Anglophone, Franco-
phone, and Lusophone areas. In addition, the lan-
guages span three major language families: Afro-
Asiatic (Hausa, Amharic), Niger–Congo (Kikuyu,
Kinyarwanda, Emakhuwa, Nyanja, Twi, Yorùbá,
Ewe, Wolof), and Nilo-saharan (Luo), ensuring rep-
resentation across West, East, Central, and South-
ern Africa, and thus capturing both geographic and
typological diversity.

Each instance is annotated by one human eval-
uator with both a continuous adequacy score and

span-level (character-based) error labels, enabling
fine-grained evaluation of MT outputs. Annotators
are provided with the source sentence and its trans-
lation; instructed to first identify all errors accord-
ing to the annotation protocol proposed by Wang
et al., and then assign a final adequacy score.

For English- and French-sourced cases, source
sentences are drawn from the Global Voices news
website, following harmful-content filtering and
topic-diversity-based article selection (Li et al.,
2025). For Portuguese-sourced cases, source sen-
tences are extracted from the Multilingual Open
Text dataset, which features news articles published
by Voice of America (VOA). All source texts are
translated into the target languages by professional
translators to serve as reference translations (Ali
et al., 2024).

For English- and French-sourced sentences, six
MT systems are included (but only five for Kikuyu,
as Google Translate does not support it): GPT-4o,
Gemini-1.5, Claude-3.5, Google Translate, and two
open-source models: NLLB-200-distilled-600M
(NLLB-Team et al., 2022) and M2M-100-418M
(Fan et al., 2021). Each system contributes an equal
number of translations. For Portuguese-sourced
sentences, four MT systems are included: GPT-4o-
mini, Gemini-1.5, Claude-3.5, and Google Trans-
late.

Compared to the African Challenge Set in the
WMT 2024 Metrics Shared Task, this year’s set
is substantially larger (12,768 vs. 2,815 annotated
instances), covers a broader range of MT systems,
and introduces Portuguese as a new source lan-
guage. This broader linguistic and system coverage
is expected to yield a more accurate and comprehen-
sive evaluation of metric performance for African
languages.

3 Metrics

The submissions of WMT 2025 Metrics Shared
Task contain baseline metric results provided by
the organizers, as well as the results of primary and
secondary submissions from participants’ metric
systems. This section introduces each of these
approaches1.

3.1 Baselines
We received the following baseline metrics
from the organizers: BERTScore (Zhang et al.,

1Detailed information of the submissions has not yet been
provided by the organizer, and will be added in the camera-
ready version.
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Figure 1: Average Spearman and Pearson correlations across LPs. AfriCOMET-1.1-MTL and SSA-COMET-
MTL were not included in the calculation.

Language Pair Size
en-amh 1,166
en-hau 1,192
en-kik 1,172
en-kin 1,210
en-luo 1,199
en-twi 1,200
en-yor 1,206
fr-ewe 1,077
fr-wol 1,175
pt-nya 1,241
pt-vmw 930

Total 12,768

Table 1: Number of instances per language pair.

2020b), BLEU (Papineni et al., 2002), chrF
(Popović, 2015), COMET22 (Rei et al., 2022a),
COMETKiwi22 (Rei et al., 2022b), Sentinel-Cand
(Perrella et al., 2024), Sentinel-Src (Proietti et al.,
2025), spBLEU (Fan et al., 2020), and YiSi-1 (Lo,
2019).

3.2 Submissions

From each participating team, we received one
primary submission and several secondary sub-
missions. The primary submissions included
MetricX-25 (Juraska et al., 2025), mr7.2.1 (Hra-
bal et al., 2025), Polycand-2 (Züfle et al., 2025),
and rankedCOMET (Maharjan and Shrestha, 2025).
The secondary submissions included baseCOMET,
MetricX-25-QE, MetricX-25-Ref, Polycand-1, and
Polyc-3.

MetricX-25 MetricX-25 is an encoder-only re-
gression model initialized from Gemma3 12B
(Team et al., 2025) and fine-tuned on WMT15–23
DA and MQM scores in two stages: first on z-

normalized DA scores, then on a 1:1 mixture of
rescaled DA and MQM scores with a score-type
indicator to align outputs with the intended evalua-
tion (ESA/DA vs. MQM). Compared to MetricX-
24 (Juraska et al., 2024), this setup increases the
weight of DA data in the second stage and explicitly
conditions on score type. Both stages also include
a small proportion of synthetic WMT-derived data
used in MetricX-24. Training uses a maximum
input length of 4K tokens to balance performance
and coverage of low-resource language examples.

mr7.2.1 uses Gemma3 27B (Team et al., 2025),
prompted with the DSPy framework and optimized
with MIPROv2 (Opsahl-Ong et al., 2024), first gen-
erating seven aspect scores (0–10) and then produc-
ing the final overall score (0–100).

rankedCOMET is based on COMET22 (Rei
et al., 2022a) used in zero-shot inference, produc-
ing raw segment-level scores that are then adjusted
with per-language-pair rank normalization, yield-
ing calibrated distributions and improved correla-
tion with evaluation metrics.

Polycand-2 is a COMET-poly supervised model
trained on WMT data up to 2024 (DA/ESA/MQM
merged on a single scale). It extends COMET
by using two alternative translations of the same
source to provide better context for scoring. En-
glish–Korean and Japanese–Chinese were excluded
from training.

3.3 AfriCOMET-1.1-MTL and
SSA-COMET-MTL

For the WMT 2024 Metrics Shared Task on the
African Challenge Set, the authors explored replac-
ing the original AfroXLMR (Alabi et al., 2022)
with an enhanced African-centric multilingual pre-
trained encoder, AfroXLMR-76L (Adelani et al.,
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2024)2, to build MT evaluation and QE models
tailored for African languages, and named the re-
sulting models as AfriCOMET-1.1 (Wang et al.,
2024b). This upgrade yields notable improvements:
AfriCOMET achieved the highest Spearman cor-
relation on the 2024 WMT African Challenge Set
among all benchmarked systems (unweighted set-
ting), underscoring the critical role of a stronger
base encoder in advancing the quality of MTE for
African languages.

Since this challenge set was built on SSA-MTE,
which provides a large-scale training set, we further
explored the impact of incorporating in-domain,
in-task training data on final model performance.
Specifically, we report results for SSA-COMET-
MTL (MTL stands for multi-task learning), cur-
rently the best SSA-COMET model, built using the
same pipeline as AfriCOMET-1.1 with the same
base model and training data, but augmented with
additional training examples from SSA-MTE. As
the original authors did not provide an MTL version
of AfriCOMET-1.1, we reproduced it by following
the same pipeline and hyperparameters, enabling
a fair comparison. We chose to compare using the
MTL versions of the models because, empirically,
MTL models tend to outperform STL models when
all other factors are held constant (Li et al., 2025).

4 Analysis

Table 2 shows the average segment-level corre-
lations on the SSA-MTE challenge set. Overall,
correlations are moderate, with most Spearman
values between 0.3 and 0.5 and Pearson values
between 0.35 and 0.55. We adapt the following def-
inition of levels of agreement: a Spearman and a
Pearson correlation lower than 0.4 indicates a low-
level agreement, a value between 0.4 and 0.6 indi-
cates medium-level agreement, and a value greater
than 0.6 indicates high-level agreement with human
judgments.

4.1 Official Baselines

Among the official baselines provided by the orga-
nizers, chrF and YiSi-1 achieve the strongest over-
all performance (Spearman 0.506 / 0.460, Pearson
0.532 / 0.493), indicating that carefully tuned lex-
ical and embedding similarity measures remain
competitive in this evaluation setting. Notably,
chrF even has comparable performance to the best

2https://huggingface.co/Davlan/
afro-xlmr-large-76L

Metrics Pearson Spearman

Baseline

chrF 0.532 0.506
YiSi-1 0.493 0.460
spBLEU 0.395 0.434
BERTScore 0.471 0.425
BLEU 0.336 0.389
COMET22 0.405 0.363
COMETKiwi22 0.253 0.244
sentinel-cand 0.107 0.102
sentinel-src 0.068 0.073

Primary

MetricX-25 0.530 0.467
mr7.2.1 0.477 0.380
rankedCOMET 0.377 0.364
Polycand-2 0.142 0.132

Secondary

MetricX-25-Ref 0.550 0.490
MetricX-25-QE 0.490 0.427
baseCOMET 0.405 0.364
Polyic-3 0.177 0.144
Polycand-1 0.159 0.152

Additional

SSA-COMET-MTL 0.688 0.630
AfriCOMET-1.1-MTL 0.599 0.552

Table 2: Average segment-level correlation coefficients
of MT evaluation metrics across languages on the SSA-
MTE test set.

supervised participant submission, MetricX-25. sp-
BLEU shows a notable advantage over BLEU in
Spearman (0.434 vs. 0.389), suggesting better
ranking stability when using sentencepiece tok-
enization for morphologically rich or orthograph-
ically diverse languages. COMET22 achieves a
lower correlation (0.363 in Spearman) compared to
AfriCOMET-1.1-MTL, which shares the same ar-
chitecture but uses an African-language–enhanced
encoder LM (AfroXLMR-76L). This mirrors last
year’s findings on the importance of the base model.
COMETKiwi22, a reference-free system, exhibits
a clear performance drop compared to its reference-
present variant COMET22, indicating that refer-
ence information remains important for neural,
learned metrics. The Sentinel metrics score low-
est overall, suggesting that their coarse-grained
features are insufficient for fine-grained adequacy
judgments in this domain.

4.2 Participant Submissions

For participant submissions, the highest average
correlations come from MetricX-25-Ref (Pearson
0.550, Spearman 0.490), outperforming both its
QE variant (MetricX-25-QE) and its default vari-

https://huggingface.co/Davlan/afro-xlmr-large-76L
https://huggingface.co/Davlan/afro-xlmr-large-76L
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ant (MetricX-25). This reinforces the finding
that reference-based approaches are more effec-
tive than QE-only approaches in the SSA-MTE
setting. MetricX-25 is the best among primary sub-
missions, followed closely by MetricX-25-QE and
rankedCOMET. mr7.2.1 is competitive in Pearson
but drops in Spearman, while the Polycand/Polyic
series performs notably lower, suggesting limited
adaptation to the SSA-MTE adequacy signal.

4.3 Additional Baselines
We also include two other baselines intended to
benchmark progress in African-language MT eval-
uation: AfriCOMET-1.1-MTL and SSA-COMET-
MTL. Both use the same base model and pipeline,
with SSA-COMET-MTL further incorporating in-
domain SSA-MTE training data. SSA-COMET-
MTL achieves the highest overall scores in this
evaluation (Pearson 0.688, Spearman 0.630), out-
performing AfriCOMET-1.1-MTL by +0.089 Pear-
son and +0.078 Spearman. These gains high-
light the value of in-domain, in-task supervision.
Among submitted systems, MetricX-25 and its
variants achieve the highest correlations, generally
reaching a medium-level agreement with human
judgments. All other submissions remain in the
low-agreement range (Spearman < 0.4), indicating
notable room for improvement.

4.4 Per-LP Performance
Figure 1 presents per-language averages across all
metrics. Performance varies substantially by lan-
guage pair: pt-nya is the easiest (Pearson 0.606,
Spearman 0.491), while pt-vmw is the hardest
(Pearson 0.168, Spearman 0.147). English-sourced
pairs show mixed difficulty, with en-amh and en-
twi at the higher end, and en-luo and en-yor lower.
Among French-sourced pairs, fr-wol tends to out-
perform fr-ewe. These trends suggest that both
source–target pairing and specific linguistic fea-
tures of the target language influence evaluation dif-
ficulty. However, only en-amh and pt-nya achieve
medium-level Spearman correlations; all other LPs
remain in the low-agreement range, with pt-vmw
extremely low (around 0.1 on average).

In summary, correlations on the SSA-MTE chal-
lenge set remain moderate even for the strongest
systems, underscoring the difficulty of MT evalu-
ation for low-resource African languages. The re-
sults indicate that reference-based learned metrics
with in-domain training (e.g., SSA-COMET-MTL,
MetricX-25-Ref) offer clear advantages, but there

is significant room for improvement before reach-
ing high-agreement levels with human judgment.
Promising directions include the use of African-
language–enhanced encoders and leveraging large-
scale in-domain, in-task training data.

5 Conclusion

We have presented the results of the WMT 2025
Metrics Shared Task for the SSA-MTE challenge
set, the largest and most diverse benchmark to
date for MT evaluation in Sub-Saharan African
languages. The evaluation covered a wide range
of metrics, including official baselines, partici-
pant submissions, and additional African-focused
baselines. Overall, correlations with human judg-
ments remain modest, with most submitted systems
achieving Spearman correlations below 0.4, indi-
cating low-level agreement. Reference-based neu-
ral metrics generally outperform reference-free ap-
proaches, with MetricX-25-Ref leading among par-
ticipant systems. SSA-COMET-MTL, trained with
in-domain SSA-MTE data, sets a new reference
point for African-language MTE, demonstrating
clear gains over AfriCOMET-1.1-MTL and under-
scoring the value of domain-matched supervision.
Per-language analysis shows substantial variation
in difficulty, reflecting differences in source–target
pairing, linguistic complexity, and resource avail-
ability. Only en-amh and pt-nya surpass the 0.4
threshold for medium-level agreement, while pt-
vmw remains particularly challenging with corre-
lations near 0.1. These findings suggest that while
progress has been made, significant room remains
to improve robustness and accuracy for the most
difficult language pairs. Future work should ex-
plore integrating African-language–enhanced en-
coders, expanding the diversity of training data,
and developing methods that can better generalize
across very low-resource languages.
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