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Abstract

Large Language Models (LLMs) have been
demonstrated to achieve state-of-the-art results
on machine translation. LLM-based transla-
tion systems usually rely on model adaptation
and fine-tuning, requiring datasets and com-
pute. The goal of our team’s participation in
the “General Machine Translation” and “Multi-
lingual” tasks of WMT25 was to evaluate the
translation effectiveness of a resource-efficient
solution consisting of a smaller off-the-shelf
LLM coupled with a self-refine agentic work-
flow. Our approach requires a high-quality
multilingual LLM capable of instruction fol-
lowing. We select Gemma3-12B among several
candidates using the pretrained translation met-
ric MetricX-24-XL and a small development
dataset. WMT?25 automatic evaluations place
our solution in the mid tier of all WMT?25 sys-
tems, and also demonstrate that it can perform
competitively for approximately 16% of lan-
guage pairs.

1 Introduction

Machine translation (MT) is an important yet un-
solved NLP task with significant practical applica-
tions Kocmi et al. (2024a). Large language models
(LLMs) have become a basis for state-of-the-art
MT solutions, and the best approaches rely either
on commercial LLMs or on open-weights mod-
els adapted using translation-specific data (Kocmi
et al., 2024a). However, commercial cloud-based
models may introduce cost constraints and depen-
dency issues, while the adaptation of open-weight
models commonly requires substantial computa-
tional resources and specialized training datasets.
Recent developments in LLMs yielded smaller
yet capable models such as Gemma3 (Team et al.,
2025) and Qwen3 (Yang et al., 2025), which are
multilingual and support instruction following and
reasoning. In parallel, research in multi-agent sys-
tems led to task-independent workflows, such as
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self-refine (Madaan et al., 2023), and task-oriented
workflows where individual agents assume natu-
ral task-specific roles (Wu et al., 2024). Both ap-
proaches have demonstrated the capability of the
agentic workflows to outperform individual LLMs
(Madaan et al., 2023; Wu et al., 2024).

We hypothesize that the combination of capa-
ble smaller LLMs and agentic workflows has the
potential to create a resource-effective translator
with solid performance. Our participation in the
WMT?25 Translation Task (Kocmi et al., 2025a)
is oriented toward testing this hypothesis in the
controlled environment of the “constrained” track,
which allows only openly available datasets and
models below 20B parameters.

We evaluate our approach on the WMT25 Gen-
eral Machine Translation task, which assesses MT
systems across four domains (news, social media,
speech, and literary) with document-level context
and multi-modal resources including video, image,
and speech data (Kocmi et al., 2025a). The task
comprises 16 language pairs covering major lan-
guage groups including morphologically rich, low-
resource, and diverse script languages. We also
participate in the Multilingual subtask, which ex-
tends evaluation to 15 additional target languages.
Overview of the dataset statistics can be found in
Table 3.

As the first step in designing our system we
tested several multilingual generative models and
encoder-decoder models specialized for transla-
tion, evaluating them on a subset of pairs from
the WMT24++ dataset (Deutsch et al., 2025).
Gemma3-12B (Team et al., 2025) proved to be the
best solution in terms of MetricX-24-XL metric
(Juraska et al., 2024) so our final system is based on
this model. We enhance the model with a version
of the self-refine workflow (Madaan et al., 2023)
based on a prompt adapted for machine translation.
Our system uses as input only the text modality,
and works with paragraph-sized text segments.
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WMT?25 evaluations using a number of auto-
matic translation metrics (Kocmi et al., 2025b)
show that our system achieves mid-level perfor-
mance when compared with all the participat-
ing systems that include team-submitted solutions
(both constrained and unconstrained), as well as
benchmarks added by the organizers (individual
LLMs and commercial solutions). The system
achieves competitive performance for five language
pairs (en—zh, en—de, en—id, en—sv, en—vi) and
human ESA annotations (Kocmi et al., 2025a) show
that it often generates good translations. We make
the code of the system freely available.'

2 Related Work

Several multi-agent LLM systems for machine
translation (MT) have been proposed recently,
often inspired by human collaborative problem-
solving and professional translation workflows (Wu
et al., 2024; Peter et al., 2024; Briakou et al., 2024,
Wang et al., 2025b; Anonymous, 2025). These sys-
tems aim to address the limitations of single-model
MT systems, including in handling linguistic nu-
ances, context, and idiomatic expressions. They
consist of autonomous LLM-based agents assigned
to specialized tasks, organized in a workflow and
sometimes embedded in an iterative loop.

Such multi-agent systems can demonstrate su-
perior performance compared to non-agentic base-
lines (Briakou et al., 2024; Wang et al., 2025a;
Anonymous, 2025), . For example (Briakou et al.,
2024) reported large improvements over conven-
tional zero-shot prompting and even outperformed
top-performing WMT 2024 systems in some cases.
Furthermore, human evaluations frequently show a
preference for translations produced by these multi-
agent systems (Wu et al., 2024; Anonymous, 2025).

While effective, the proposed systems rely on
powerful LLMs (such as GPT-40 and Gemini 1.5
Pro) and often involve complex and computation-
intensive workflows, which entail latency and com-
putational overhead. In contrast, our system relies
on a smaller open-weights model and a simple one-
step self-refine workflow (Madaan et al., 2023).
This makes it resource efficient with translation
time comparable to zero-shot inference with a sin-
gle LLM.

1h'ctps ://github.com/igrubi/irb-mt-wmt2025

3 Dataset

The WMT?2S5 translation evaluation dataset encom-
passes 31 language pairs with diverse characteris-
tics, enabling assessment across different language
families, resource levels, and translation scenarios
(Kocmi et al., 2025a). The list of language pairs
and the statistics of associated sub-datasets is dis-
played in Table 3.

The General MT task comprises 16 language
pairs covering both large and small languages. The
task includes both English-centric and non-English
language pairs, with English-to-target directions
covering Arabic (Egyptian), Bhojpuri, Chinese
(Simplified), Czech, Estonian, Icelandic, Italian,
Japanese, Korean, Maasai (Kenya), Russian, Ser-
bian (Latin), and Ukrainian. Additionally, the task
features non-English source languages with Czech-
to-German, Czech-to-Ukrainian, and Japanese-to-
Chinese pairs.

The dataset exhibits significant variation in size
and text complexity. Russian dominates with 7,804
texts, followed by Hindi with 5,087 texts, while
smaller language pairs like Italian contain only 87
texts. The dataset contains texts from four domains:
news articles, transcripts of video speech associated
with audio data, social media posts associated with
printscreen images, and literary texts. A significant
number of texts from the General MT subtask does
not belong to any domain.

The Multilingual (sub)task extends evaluation
to 15 additional target languages: Bengali, Ger-
man, Greek, Persian, Hindi, Indonesian, Italian,
Kannada, Lithuanian, Marathi, Romanian, Serbian
(Cyrillic), Swedish, Thai, Turkish, and Vietnamese.
English is the only source language, and all the
texts belong to one of the four domains described
above.

As the statistics in Table 3 show, the General MT
texts tend to be short, predominantly with 100-200
tokens, and mostly consist of a single paragraph.
The Multilingual subtask texts are longer (with the
exception of Hindi), having over 400 tokens on
average, and tend to consist of at least several para-
graphs that are longer than the General MT para-
graphs. Pair with the largest document collection
(English-Hindi) is an exception since it contains
mostly short texts.

4 System

The goal of our submission was to examine how
a lightweight, simple, and computationally effi-
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Qwen3 NLLB Gemma3 EuroLLM Aya
Mean Std Mean Std Mean Std Mean Std Mean Std
698 340 654 370 459 259 503 283 501 2.88

Table 1: Average performance of LLMs benchmarked on the development set, measured by MetricX-24-XL (lower

is better).

cient agentic workflow for MT compares against a
range of other approaches . To enable a fair com-
parison with systems utilizing a similar level of
resources, we submitted our solution to the “con-
strained” track (Kocmi et al., 2025a) which allows
only open-weights models with a combined size
below 20B parameters.

We always apply our translation methods on the
level of a paragraph, i.e., no document-wide con-
text is used. Additionally, only text is used as input,
i.e., image and speech data provided for parts of
the dataset is not used.

4.1 Model Selection

A self-refine (Madaan et al., 2023) agentic work-
flow for MT requires a translation model and a
model able to implement the refinement of a trans-
lation. For both steps strong multilingual capabili-
ties are desirable, and the refinement model should
have instruction following capabilities in order to
properly implement the refinement instructions.

In order to select the appropriate models we
tested several LLMs on a subset of language pairs
from the WMT24++ dataset (Deutsch et al., 2025),
which we used to create the development dataset.
To this end, we used pairs from WMT24++ that
matched pairs from the WMT25 General MT track
(see Table 3 for a list of WMT25 pairs). Since
WMT24++ contains only en—X pairs, we cre-
ated the non-English development pairs (cs—uk,
cs—de, ja—zh) by matching via English texts.
WMT24++ does not contain English-Bhojpuri
(en—bho) and English-Massai (en—mas) data, so
we did not test on these pairs. The final develop-
ment set was constructed by subsampling 200 texts
for each language pair.

We tested the following models: Gemma3-12B ,
EuroLLM-9B-Instr , Qwen3-8B , Aya-101 , and
NLLB-200-3. 3B (Team et al., 2025; Martins et al.,
2025; Yang et al., 2025; Ustiin et al., 2024;
NLLB Team, 2024). Gemma3-12B , Qwen3-8B and
EuroLLM-9B-Instr are modern implementations
of the GPT architecture, supporting multilingual-
ity, instruction following, and, in the case of

Gemma3-12B and Qwen3-8B , reasoning. These
models can serve as basis for both the translator
and the translation refinement agent. Aya-101 is a
massively multilingual instruction following model,
but in this context we view it purely as a translation
model since its effective input context length of
1024 limits the applicability to expectedly longer
refinement prompts. NLLB-200-3. 3B is a state-of-
the-art encoder-decoder transformer trained specif-
ically for multilingual machine translation. All
models except NLLB-200-3. 3B (trained to translate
the entire input text) were equipped with simple
translation prompts detailed in Appendix C.1.

MetricX-24-XL (Juraska et al., 2024) (the
"metricx-24-hybrid-x1-v2p6" variant) ~ was
used to estimate the models’ performance.
MetricX-24-XL MetricX is a metric learned
from parallel text with source, hypothesis, and
reference segments that are annotated with human
Direct Assessment (DA) and MQM scores. It
is based on the mT5 transformer model (Xue
et al., 2021) with a regression head, and it can
estimate translation quality both with and without
a reference translation.

Table 1 shows that Gemma3 has the best aver-
age translation performance (averaged over all lan-
guage pairs), and that it has lowest average standard
deviation among all tested models. This indicates
that is should have the best and most stable trans-
lation performance. Per-pair results in Table 4 in
Appendix B show that Gemma3 has superior or
competitive performance for almost all language
pairs. Additionally, Gemma3 has both instruction-
following and reasoning capabilities (Team et al.,
2025).

For these reasons, we decided that it is an op-
timal model for both translation and refinement.
Additional benefit of this choice is the use of a sin-
gle model for the entire workflow, which reduces
the memory footprint.

4.2 The Agentic Workflow

The final workflow implements a two-stage trans-
lation process based on the self-refine workflow
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Table 2: AutoRank translation scores formed by aggregating multiple automatic translation metrics (Kocmi et al.,
2025b) and data on the relative position of IRB-MT, for both GeneralMT (top row group) and Multilingual (bottom
row group) tracks. For each pair, AutoRank scores for IRB-MT and Gemma3-12B are given. Additionally, for each
system subcategory, the total number of systems (#sys) and the number of systems ranked above IRB-MT (#above)
is given. Constrained systems use openly available data and models below 20B parameters. Team systems are
submitted by participating teams, while Benchmark systems are included by the organizers (Kocmi et al., 2025b).

Lang. IRB-MT Gemma3 Constrained Unconstrained
Pair Team Benchmark Team Benchmark
#sys #above #sys #above #sys #above #sys #above

cs—de 12.1 11.2 9 5 9 2 7 3 15 13
cs—uk 8.9 9.7 10 6 9 1 8 3 15 11
ja—zh 12.1 17.1 9 6 9 1 8 6 15 9
en—ar 10.8 11.7 7 5 9 1 6 3 15 12
en—bho 114 12.3 7 4 9 1 6 3 13 10
en—zh 9.3 10.6 9 5 9 0 5 3 15 9
en—-cs 12.6 13.4 12 8 9 1 6 3 15 13
en—et 11.1 12.1 8 7 9 0 6 4 15 9
en—is 11.9 13.8 4 3 9 1 6 5 14 9
en—it 10.2 15.5 4 2 9 0 5 3 15 11
en—ja 10.3 13.6 11 8 9 0 8 5 15 12
en—ko 8.4 9.0 7 4 9 0 5 3 15 8
en—mas 9.7 8.8 2 1 9 7 5 3 11 9
en—ru 9.9 14.7 9 6 9 0 8 4 14 6
en—sr 6.3 7.6 7 5 9 0 6 2 13 5
en—uk 8.0 14.4 9 5 9 0 9 3 15 6
en—bn 5.1 7.6 2 1 9 0 5 2 14 5
en—de 9.8 12.2 3 1 9 1 5 4 15 13
en—-el 5.9 9.9 3 2 9 0 5 3 15 8
en—fa 5.1 5.7 2 1 9 0 5 3 14 8
en—hi 53 7.1 2 1 9 0 5 3 14 5
en—id 5.5 6.6 2 1 9 0 5 3 15 6
en—kn 11.0 13.4 2 1 9 0 5 4 14 9
en—lt 8.9 10.2 3 2 9 0 5 4 15 9
en—mr 7.3 12.4 2 1 9 0 5 3 14 6
en—ro 6.4 7.9 3 1 9 1 5 3 15 8
en—sr_Cy 9.9 12.1 4 2 9 0 6 5 13 5
en—sv 5.8 11.4 3 1 9 0 5 3 15 6
en—th 4.8 9.1 2 1 9 0 5 2 14 7
en—tr 7.2 8.7 2 1 9 0 5 3 15 7
en—vi 5.1 8.1 2 1 9 0 5 3 14 6

(Madaan et al., 2023). The initial translation is
generated using the provided WMT25 prompts
(slightly modified by dropping the instruction to
respect the paragraphs structure). Details of the
prompts used for the translation workflow can be
found in Appendix C.2.

In the next step a refinement prompt, tailored
for machine translation, is executed. The refine-
ment prompt consists of the original translation
prompt, the input text, the initial translation, and
task-specific instructions. The instructions elicit
the model to reason about the improvement and to
produce the solution enclosed within "<solution>
</solution>" tags. For efficiency, the model is
instructed to keep the reasoning at "close to 300
words". The inference temperature was set to 0
(no sampling), and the maximum number of new

tokens was set to 20K.

We evaluated the self-refine workflow by com-
paring it with the basic Gemma3-12B translator on
both General MT and Multilingual language pairs
from the WMT?25 dataset. MetricX-24-XL scores
showed that the self-refine approach has similar
or slightly better scores across the majority of lan-
guage pairs. We took this as evidence that the
proposed agentic system does not perform worse
then the baseline. Since the original self-refine
experiments show improvements for a number of
models and tasks (Madaan et al., 2023), we were
confident that the agentic system would best the
base translator when evaluated with other transla-
tion metrics.
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5 Results

IRB-MT submitted translations for all of the 31
language pairs of the GeneralMT and Multilingual
subtasks (Kocmi et al., 2025a). Automatic non-
human evaluations show that IRB-MT is a mid-
tier constrained system that outperforms baseline
Gemma3-12B in most cases, which demonstrates the
benefit of the self-refine approach. Out of the 16
pairs for which human evaluation was performed,
IRB-MT’s performance was high enough for it to
be selected for human evaluation in the case of 13
pairs (81.25% of pairs (Kocmi et al., 2025b)).

To further analyze the relative performance of
IRB-MT we rely on the AutoRank metric that ag-
gregates the rankings of multiple translation quality
metrics, in order to mitigate biases of individual
metrics (Kocmi et al., 2025b). Other evaluated
translation systems consist of systems submitted
by participating teams, and additional organizer-
chosen systems included for comparison (Kocmi
et al., 2025b). We label these two groups “Team”
and “Benchmark” systems, respectively. Bench-
mark systems include open-weight and cloud-based
LLMs, and commercial MT systems.

The AutoRank statistics in Table 2 show that
IRB-MT outperforms Gemma3 for all but two lan-
guage pairs. In the constrained track, IRB-MT
compares favorably with the Benchmark systems,
being above most of them. This is not surpris-
ing since these are smaller (below 20B parameters)
LLM:s applied as zero-shot translators. On the other
hand, when compared to Team constrained systems
IRB-MT is, for most pairs, located at or below the
median rank. Presumably, these systems are mostly
data-based, i.e., they rely on model adaptation and
fine-tuning.

As for the unconstrained track IRB-MT com-
pares relatively favorably with the Team systems,
often placed close to the middle of the list. How-
ever, this probably has most to do with the fact
that, surprisingly, submitted unconstrained sys-
tems generally perform worse than the submitted
constrained systems (Kocmi et al., 2025b). Un-
constrained Benchmark systems consist of mid-
sized LLMs (above 20B parameters), commer-
cial LLMs, and commercial translation systems.
These systems mostly outperform IRB-MT for
large languages and for most European languages,
while IRB-MT compares more favorably and some-
times competitively on mid-and lower-resourced
languages and non-European languages.

As the table Table 2 contains only information
on relative performance, we provide statistics on
the GEMBA-ESA translation scores (Kocmi and
Federmann, 2023) computed using GPT4.1 (Kocmi
et al., 2025b). The scores, contained in Table
5 in Appendix D, lay out the scores of IRB-MT
and top-performing systems from all categories.
IRB-MT scores range between approx. 50 and
approx. 75 for most systems (100 being the per-
fect performance). However, for 5 language pairs
(en—zh, en—de, en—1id, en—sv, en—vi) IRB-MT
both achieves a score close to 80 and is approxi-
mately 10 points below the top-performing system,
which shows the potential of the approach.

Human evaluation (Kocmi et al., 2025a) of se-
lected translation systems was performed by ap-
plying the ESA annotation method (Kocmi et al.,
2024b) and, for two language pairs, by applying the
MQM method (Freitag et al., 2021). The evaluated
systems were clustered based on the statistical sig-
nificance of performance differences (Kocmi et al.,
2025a).

When compared to other human-evaluated sys-
tems, IRB-MT is located at or below the median for
the majority of language pairs. Out of 11 pairs for
which the systems were ESA-annotated, for 6 pairs
IRB-MT either has a score above 66%, or it is not
significantly different from systems scoring above
66% (Kocmi et al., 2025a). According to ESA an-
notation guidelines the score of 66% is the thresh-
old for translations with “Most meaning preserved
and few grammar mistakes” (Kocmi et al., 2024b).
We take this as an argument for our system’s abil-
ity to generate good translations for a non-trivial
percentage of language pairs. For the challenging
English-Arabic pair, IRB-MT outperforms all of
the constrained systems and compares favorably to
50% of the unconstrained systems (Kocmi et al.,
2024b).

6 Conclusion and Future Work

We proposed a simple lightweight “self-refine”
workflow for machine translation, based on the
multilingual Gemma3-12B LLM with instruction-
following and reasoning capabilities. Our approach
was included in the WMT?25 (Kocmi et al., 2025a)
evaluation with automatic metrics, performed on
a large set of translation systems. The results
place our system, on average, in the mid-tier, but
there is a significant performance variations across
language pairs, with the tendency of better per-

757



formance on mid- and low-resource languages.
While the IRB-MT fails to come close to the top-
performing systems, human ESA annotations show
that it often produces good translations (Kocmi
et al., 2025a).

Future research on the improvement of our ap-
proach should tackle the issue of performance vari-
ability. Human or LL.M-assisted examination of
language pairs with the lowest scores would re-
veal the type of errors and suggest improvements.
Although the agentic workflow by-and-large out-
performs the base Gemma3 model, there is a signif-
icant variation in the gap between the two. Analyz-
ing the language pairs and texts for which IRB-MT
fails to improve upon the base system could lead
to the refinement of the agentic system.

Other directions for further improvement of IRB-
MT include: a larger thinking budget, an iterative
improvement loop, and a more granular agentic
system with specialized roles. Refinement of the
agentic structure could combine elements of the ex-
isting MT workflows (Wu et al., 2024; Peter et al.,
2024; Briakou et al., 2024; Wang et al., 2025b;
Anonymous, 2025). The key challenge is to boost
performance without relying on overly complex
and long workflows, or on too large LLMs. Ex-
amining different combinations of the translator
LLM and the refiner LLM could also lead to a per-
formance boost, and to insights into the models’
behavior.

In general, it would be interesting to examine
how close can purely agentic approaches come to
the data-driven approaches based on LLM adapta-
tion and fine-tuning, and how does the compute-vs-
performance tradeoff look like.
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A Dataset Statistics

Table 3: WMT?25 Dataset Statistics by Language Pair, for the General MT task (top half), and the “multilingual”
subtask (bottom half). For each pair the statistics pertain to the texts in the source language (predominantly English).
The statistics include average number of tokens in the text, statistics on the number of paragraphs per text, and on
the number of tokens per paragraph. Tokenization is done by splitting on whitespaces, while the paragraphs are
separated by a double newline character.

Language Pair # Texts Avg Text-Tokens # Paragraphs # Para-Tokens
Q1 Avg Q3 Q1 Avg Q3

cs—uk 230 1571 1.0 18 20 640 892 113.0
cs—de 256 1711 1.0 1.8 2.0 660 958 117.0
ja—zh 106 4138 10 32 40 51.0 131.3 188.0
en—ar 1,251 963 10 12 1.0 370 805 110.0
en—bho 1,251 963 10 12 10 37.0 805 110.0
en—zh 1,251 963 10 12 1.0 370 805 110.0
en—cs 1,277 1016 10 12 1.0 390 838 113.0
en—et 1,251 963 10 12 10 37.0 805 110.0
en—is 1,607 8.0 10 12 10 220 729 101.0
en—it 87 4226 10 38 4.0 820 110.8 137.0
en—ja 1,251 963 10 12 1.0 370 805 110.0
en—ko 1,251 963 10 12 1.0 37.0 805 110.0
en—mas 1,251 9.3 10 12 1.0 370 805 110.0
en—ru 7,804 526 1.0 1.0 1.0 13.0 51.0 46.0
en—sr 2,251 1379 10 1.1 1.0 610 1243 184.0
en—uk 1,251 963 10 12 1.0 37.0 805 110.0
en—bn 87 4226 10 3.8 4.0 820 110.8 137.0
en—de 113 40777 1.0 34 2.0 840 1200 146.0
en—el 87 4226 10 3.8 4.0 820 110.8 137.0
en—fa 87 4226 1.0 3.8 40 820 1108 137.0
en—hi 5,087 3.2 1.0 10 10 180 34.6 440
en—id 87 4226 1.0 3.8 4.0 820 1108 137.0
en—kn 87 4226 10 3.8 4.0 820 110.8 137.0
en—lt 87 4226 10 38 4.0 820 110.8 137.0
en—mr 87 4226 1.0 3.8 40 820 110.8 137.0
en—ro 87 4226 10 3.8 40 820 110.8 137.0
en—sr_Cyrl 87 4226 1.0 3.8 40 820 110.8 137.0
en—sv 87 4226 10 3.8 4.0 820 110.8 137.0
en—th 87 4226 1.0 3.8 40 820 1108 137.0
en—tr 87 4226 10 3.8 4.0 820 110.8 137.0
en—vi 87 4226 1.0 3.8 40 820 1108 137.0
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B Development set results

Table 4: MetricX-24-XL results of benchmarked LLMs on the development set for the language pairs from
WMT24++ that occur in the WMT25 General MT track. The models are: Qwen3-8B , NLLB-200-3.3B ,
Gemma3-12B, EuroLLM-9B-Instr, and Aya-101 .

Language Pair Qwen3 NLLB Gemma3 EuroLLM Aya

Mean Std Mean Std Mean Std Mean Std Mean Std
Average 698 340 654 370 459 259 503 283 501 288
cs—de 331 225 345 252 268 197 251 187 273 1.78
cs—uk 7.06 339 584 345 440 247 484 267 510 2.62
ja—zh 444 185 562 296 324 1.64 340 1.60 389 1.96
en—ar 546 289 577 349 540 271 482 264 522 281
en—zh 418 168 560 350 262 1.71 288 1.88 370 225
en—cs 7.87 439 7.08 436 547 322 485 286 6.15 351
en—et 1504 6.10 7.84 448 8.08 4.18 6.31 3.62 728 419
en—is 1776 6.52 879 482 10.12 475 1608 7.03 742 346
en—it 343 248 343 260 283 208 280 198 415 3.13
en—ja 455 207 7.09 334 420 208 446 211 472 2.18
en—ko 482 244 14.06 4.11 396 198 432 212 495 279
en—ru 5.05 335 594 454 330 245 450 349 470 3.13
en—sr 7.60 428 459 342 407 268 385 280 4.69 315
en—uk 7.14 398 643 422 394 237 474 294 543 329

C Prompts

C.1 Simple Translation Prompts for Model Selection

These prompts were applied for benchmarking Gemma3-12B , EuroLLM-9B-Instr , Qwen3-8B , and
Aya-10@1 on the development set. In the case of Aya-101 the system prompt was not used. Only in the
case of Gemma3-12B was “Output ONLY the translated text!” added to the end of the system prompt, since
the initial tests revealed that the model almost always produces “thinking” tokens before producing the
translation.

C.1.1 System Prompt

You are a professional translator with expertise in multiple languages.
Provide accurate, natural translations that preserve meaning and context.
[Output ONLY the translated text!]

C.1.2 User Prompt
Please translate the following text from {source_language} to {target_language}:

{text}

C.2  Prompts for the Self-Refine Translation Workflow

These prompts were used in combination with Gemma3-12B to produce the final translations.

Prompt for Gemma3-12B Translator

For the translation agent prompts provided as part of the WMT25 datasets were used, as they are

well-formed and convey additional domain-specific information. One such prompt was given for

every text in the test dataset. To illustrate the structure of these prompts we display two prompts for

Czech-German translation, for the “news” and “social” domains, respectively. The only modification of
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the original prompts was the removal of the sentence “Retain the paragraph breaks (double new lines)
from the input text.”, which was done because we always applied our translator on individual paragraphs.

You are a professional Czech-to-German translator, tasked with providing
translations suitable for use in Germany (de_DE). Your goal is to accurately convey
the meaning and nuances of the original Czech text while adhering to German grammar,
vocabulary, and cultural sensitivities. The original Czech text is a news article.
Ensure the translation is formal, objective, and clear. Maintain a neutral and
informative tone consistent with journalistic standards. Produce only the German
translation, without any additional explanations or commentary. Retain—the—paragraph
breaks—(doublehewtHnes)—From—the—input—text- Please translate the following Czech
text into German (de_DE):

{text}

You are a professional Czech-to-German translator, tasked with providing
translations suitable for use in Germany (de_DE). Your goal is to accurately convey
the meaning and nuances of the original Czech text while adhering to German grammar,
vocabulary, and cultural sensitivities. The original Czech text is user-generated
content from a social media platform. Ensure you do not reproduce spelling mistakes,
abbreviations or marks of expressivity. Platform-specific elements such as hashtags
or userids should be translated as-is. Produce only the German translation, without
any additional explanations or commentary. Retain—the—paragraph—breaks—{(deuble—new

Hnes)—from—the—input—text- Please translate the following Czech text into German
(de_DE):
{text}

Prompt for Gemma3-12B Translation Refinement

The reasoning_words parameter was fixed to 300, and the text of the solution was extracted from the
<solution> </solution> tags.

Your job is to review a translation, and correct it if necessary.
You will be given an original text, translation instructions,

and the translation created according to these instructions.
Respect the instructions!

These are the instructions according to which the translation was produced:
{translation_prompt}

Original text:
{original_text}

Translation:
{translation}

First, analyze the instructions, the original text, and the translation.

Then reason about the improved solution (if any), and produce the solution.
Try to keep the reasoning succinct, close to {reasoning_words} words!

End with your final solution, enclosed within the <solution> </solution> tags.
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D Comparison with other Participating Systems

Table 5: GEMBA-ESA translation scores (Kocmi and Federmann, 2023) computed using GPT4.1 (Kocmi et al.,
2025b), for both GeneralMT (top row group) and Multilingual (bottom row group) tracks. Pairs for which GEMBA-
ESA were not computed are omitted. For each pair, scores for IRB-MT and Gemma3-12B are given, as well as scores
for best-performing systems in each sub-category defined by the properties of the system. Constrained systems use
openly available data and models below 20B parameters. Team systems are submitted by participating teams, while
Benchmark systems are included by the organizers (Kocmi et al., 2025b).

Language IRB-MT Gemma3 Constrained Unconstrained
Pair Team Benchmark Team Benchmark
cs—de 75.4 77.5 88.3 717.5 87.5 91.0
cs—uk 74.8 75.9 85.3 76.7 84.3 89.5
ja—zh 70.4 64.1 85.5 69.8 81.8 84.8
en—ar 67.5 67.6 75.0 67.6 75.4 84.5
en—zh 71.5 76.6 88.3 76.6 81.5 88.7
en—cs 73.6 74.1 89.4 75.8 86.2 91.5
en—et 60.5 59.4 87.8 59.4 74.3 90.7
en—is 47.2 42.1 83.9 76.3 85.1 87.6
en—it 79.8 74.7 88.7 78.6 88.0 90.5
en—ja 77.9 73.8 89.6 76.3 86.3 91.2
en—ko 76.3 77.0 85.9 77.0 82.3 88.1
en—ru 76.5 73.2 85.9 73.2 80.6 87.8
en—sr 66.7 63.6 86.5 63.6 75.3 86.9
en—uk 76.9 65.8 86.0 75.2 82.4 89.8
en—bn 72.7 65.9 83.2 65.9 75.1 86.6
en—de 79.0 76.2 90.6 80.0 89.0 91.7
en—el 73.9 62.9 85.8 67.7 84.1 88.7
en—fa 73.1 72.5 84.1 72.5 80.4 88.4
en—hi 74.3 70.1 82.3 70.8 79.0 86.3
en—id 80.6 81.1 87.1 81.1 83.7 89.3
en—kn 57.6 49.4 78.8 54.2 67.3 81.6
en—lt 61.2 58.3 84.1 58.3 72.4 87.3
en—mr 68.1 51.8 81.6 55.6 72.4 84.7
en—ro 77.4 77.9 86.3 79.9 86.0 89.3
en—sr_Cyrl 64.2 61.8 83.3 61.8 74.5 87.2
en—sv 80.4 69.2 91.0 81.3 85.1 92.3
en—th 77.1 62.6 87.9 62.6 80.4 90.6
en—tr 71.8 69.4 85.2 69.4 80.2 87.9
en—vi 77.7 70.9 87.3 70.9 83.2 88.6
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