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Abstract

We present the submission of the Arni Magn-
usson Institute’s team for the WMT25 Gen-
eral translation task. = We focus on the
English—Icelandic translation direction. We
pre-train Llama 3.2 3B on 10B tokens of En-
glish and Icelandic texts and fine-tune on par-
allel corpora. Multiple translation hypothe-
ses are produced first by the fine-tuned model,
and then more hypotheses are added by that
same model further tuned using contrastive
preference optimization. The hypotheses are
then post-processed using a grammar correc-
tion model and post-processing rules before
the final translation is selected using minimum
Bayes risk decoding. We found that while it is
possible to generate translations of decent qual-
ity based on a lightweight model with simple
approaches such as the ones we apply, our mod-
els are quite far behind the best participating
systems and it would probably take somewhat
larger models to reach competitive levels.

1 Introduction

Large language models (LLMs) are becoming the
predominant approach for a wide variety of tasks in
the field of natural language processing. They have
shown remarkable translation capabilities, see e.g.
Kocmi et al. (2024), especially for well-resourced
languages such as English and Spanish, but also
for many low-resource languages (LRLs) as Xu
et al. (2025) show for translations between En-
glish and Icelandic. The largest of these models,
such as GPT-4 (OpenAl et al., 2024), are hardware
and energy intensive, both in training and at in-
ference time, and thus costly. The vast majority
of open weights large language models, such as

the Llama family of models (Touvron et al., 2023;
Grattafiori et al., 2024), Aya (Ustiin et al., 2024),
Mistral (Jiang et al., 2024) and others, are primar-
ily trained on English and other languages that are
well represented on the internet, for obvious avail-
ability reasons. This has ramifications for LRLs.
Not only do the models offer inferior performance
for LRLs ’out-of-the-box’, their vocabulary is typi-
cally underrepresented due to the smaller amounts
of training data in these languages, see e.g. Nag
et al. (2025). This leads to less efficient tokeniza-
tion for the LRLs, meaning that the number of
characters per token are considerably fewer than
for well-resourced languages like English. For ex-
ample, using the Llama-3.2 tokenizer, the average
number of characters per token for Icelandic is
~22.2, while for English, each token has ~4 charac-
ters. For LRLs, more tokens are thus necessary to
cover the same context length.

While we do encounter challenges when work-
ing with LRLs in the context of LL.Ms, there are a
variety of approaches to increase the capabilities of
the models in that regard. Xu et al. (2024a) trained
their ALMA translation models based on LLama-
2 (Touvron et al., 2023) by continual pre-training
(CPT) and then fine-tuning the models on the trans-
lation task. One of the languages pairs they worked
with was English<+Icelandic and they achieved re-
sults very competitive to previous models trained
for that language pair.

In this paper, we will be working with that same
language pair, English—Icelandic. We are interested
in building models that are as lightweight as possi-
ble, while still retaining the translation capabilities
of LLMs. We experiment with applying the ap-
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proach used for training the ALMA models to train
bilingual translation models based on the Llama-
3.2 models (Grattafiori et al., 2024). We compare
the 1B parameter model to the 3B parameter model.
For our training, we use a much larger Icelandic
monolingual dataset than Xu et al. (2024a), as well
as a larger parallel dataset for English—Icelandic.
We find that the 1B parameter model produces con-
siderably lower quality translations and is much
more prone to hallucinate. Our final system, sub-
mitted to the WMT25 General Translation task
(Kocmi et al., 2025a) is thus based on Llama-3.2
3B parameter model. Following Xu et al. (2024b),
we experiment with contrastive preference opti-
mization (CPO) on top of the fine-tuned model.
Our system generates multiple hypotheses, using
different temperature settings, with and without
CPO. The hypotheses are then post-processed us-
ing a grammar error correction (GEC) model and
post hoc rules to fix punctuation errors as well
as mistakes in translating emojis, hashtags, email-
addresses and URLs.

Our code is available on Github' and the transla-
tion model on Huggingface?.

2 Related Work

Up until 2020, when Jénsson et al. (2020) pub-
lished the first paper describing SMT and NMT for
translations between English and Icelandic, not
much work had been done with regard to MT
for this language pair. Since WMT 2021, when
English<+Icelandic was one of the language pairs
for the news translation task (Akhbardeh et al.,
2021), multiple MT publications have described
MT research on Icelandic, using the WMT21 eval-
uation dataset. In 2024, the AMI team submitted a
system to the WMT general translation task for the
English—Icelandic language pair. The submission
describes an effort to build a lightweight NMT sys-
tem, using an encoder-decoder architecture. While
it was small enough to run easily on a laptop com-
puter, it still scored higher than many commercial
systems (Jasonarson et al., 2024). In their work on
building MT systems from the LL.aMA-2 models,
Xu et al. (2024a) pre-train models of two different
sizes, 7B and 13B parameters, on data in six lan-
guages, two of these being English and Icelandic.
They then fine-tune the model on the translation
task.

'github.com/steinst/WMT25_AMI
Zarnastofnun/Llama-3.2-3B-wmt25-AMI-en-is

3 Building the System

In building our model, we followed the approach
used for training the ALMA-R models (Xu et al.,
2024b), but instead of training on six languages,
we trained only on texts in English and Icelandic.
We are interested in investigating whether using
some of the smallest available open LLMs can pro-
duce competitive translations and thus experiment
with the lightweight Llama 3.2 1B and 3B parame-
ter models. Hyperparameters used in training are
reported in Appendix A.

Xu et al. (2024b) use the OSCAR 23.01 cor-
pus (Ortiz Sudrez et al., 2019; Kreutzer et al.,
2022) which only contains approx. 300M running
words in Icelandic. Furthermore, for fine-tuning
English<sIcelandic, they only use 2000 sentence
pairs. In our experiments, we extend both the mono-
lingual and parallel data sets used.

3.1 Pre-training

The ALMA model employed CPT to improve
model capabilities in the languages they work with.
In doing that, they train their model on 20B to-
kens. As the Oscar dataset contains less than 300M
running words in Icelandic, it would have to be
repeated multiple times if a similar training setup
were to be used for only two languages, English and
Icelandic. Therefore, we add another data source,
the Icelandic Gigaword Corpus (IGC) (Steingrims-
son et al., 2018; Barkarson et al., 2022a), on top
of the OSCAR data. We use the 2022 version of
the corpus (Barkarson et al., 2022b) and the 2024
extension (Barkarson and Steingrimsson, 2024).
Combined they contain 2.6B running words from
texts in 8 domains: news, parliamentary speeches,
social media, published books, journals, Wikipedia,
law texts and adjudications. We exclude the last
two, law texts and adjudications, as these texts
are quite atypical of texts in other domains. We
also filter out paragraphs that we do not expect
to be beneficial. These include duplications, para-
graphs containing less than five words, paragraphs
containing less than 50% alphabetical letters, and
paragraphs that were not classified as Icelandic
using langdetect (Nakatani, 2010) with a custom
Icelandic language profile?. Finally, we split long
paragraphs, over 255 tokens as tokenized by the
Llama 3.2 tokenizer, into shorter segments. This
resulted in a corpus of 2.17B running words in ad-
dition to the 294M in OSCAR. We estimate that

3github.com/steinst/langdetect_pr‘ofiles
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Figure 1: Comparison of COMET scores for 1B and 3B parameter models. Comet-scores for the WMT21 test
dataset is calculated during CPT with intervals of 1B tokens.

Tokens File size (K) File size (K)

(B) (1B model) (3B model)
1 183 216
2 210 197
3 218 174
4 339 178
5 400 170
6 303 167
7 299 163
8 231 178
9 234 163
10 219 161

Table 1: File size of translations at each stage of the
training. The original English file is 141K

our data contains ~7.6B tokens of Icelandic text
when tokenized by the Llama-3.2 tokenizer.

We train our models on up to 10B tokens in
total, with a 50/50 split between Icelandic tokens
and English tokens. Training the 3B parameter
model took ~75 hours on 8xA100 GPUs and fine-
tuning ~~80 minutes on the same hardware, while
training the 1B parameter model took ~120 hours
on 2xA 100 GPUs and fine-tuning ~3.5 hours on a
single A100.

3.2 Fine-tuning

In selecting the dataset to use for fine-tuning, we
experimented with a different number of sentence
pairs and different combinations of data.

We used three datasets, two described in the AMI

submission paper for WMT general translation task
last year (Jasonarson et al., 2024) as well as a small
specialized dataset:

1. The baseline dataset, comprising data from the
Parlce corpus (Barkarson and Steingrimsson,
2019; Steingrimsson and Barkarson, 2021),
realigned using SentAlign (Steingrimsson
et al., 2023), as well as sentence pairs from
Paracrawl (Bafién et al., 2020) using the filter-
ing approaches described in (Steingrimsson
et al., 2023).

2. The synthetic sentences generated for training
the AMI translation models for the WMT24
submission.

3. 1000 sentence pairs containing Icelandic id-
iomatic expressions and their English transla-
tions (Steingrimsson et al., 2024)

We scored the sentence pairs from the two large
datasets using LaBSE (Feng et al., 2022) and fine-
tuned the 3B parameter model, trained on 10B to-
kens on different combinations of the data. Differ-
ent number of sentence pairs using only the base-
line data, as well as a different number of sentence
pairs using a mix of the baseline data and the syn-
thetic data. We evaluated the fine-tuned models
using the WMT?21 evaluation set. When only using
the baseline data, we achieved the highest COMET
score using only 20k sentence pairs, but when mix-
ing the baseline sentence pairs 50/50 with the syn-
thetic data, as well as adding the small dataset of
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idiomatic expressions in context, we achieve an
even higher score. The highest scoring model was
trained on a combination of these datasets, with
50k sentence pairs from the baseline set, 50k sen-
tence pairs from the synthetic dataset and 1k sen-
tences containing Icelandic idiomatic expressions
and their English translations, resulting in a fine-
tuning dataset of 101k sentence pairs.

3.3 CPO

CPO is introduced in Xu et al. (2024b) as an ap-
proach to mitigate two shortcomings of supervised
fine-tuning: Firstly, to try to imitate training data
and thus capping the model performance at that
quality level, and secondly, to give the model a
mechanism to reject mistakes in translation. This
is important as even human-translated texts can
have flaws and errors. To accomplish this, CPO
uses specially curated preference data, with each
source sentence having three translations: one hu-
man translation and two automatic translations,
along with quality assessment scores for each trans-
lation. The highest-scoring translation is preferred
and the lowest-scoring one dispreferred, in order to
train the model to refine details and achieve better
translations.

We created a new CPO dataset, for finalizing the
models after fine-tuning. While the ALMA project
only used the Flores dataset (Goyal et al., 2022)
for CPO when working with English<Icelandic,
a total of 2,009 sentences, we add sentences from
the WMT24 general translation shared task (Kocmi
et al., 2024), 997 sentences, the development set
from WMT21, 2,004 sentences, and the Icelandic
parallel UD tree bank (J6nsdéttir and Ingason,
2020), 1,000 English sentences translated by a hu-
man translator into Icelandic.

In total the CPO data consists of approx. 6,000
items, each item comprising an English sentence
and a human translation, or vice versa, two auto-
matic translations for each language, one by the
fine-tuned model described in Section 3.2 and the
other by Claude Sonnet 4*. For each translation,
we calculate three scores using reference-free mod-
els, wmt23-cometkiwi-da-x1, XCOMET-XL and an
average of the two.

We apply CPO after pre-training and fine-tuning,
as described in Section 3.1 and Section 3.2.

“We used claude-sonnet-4-20250514 for both transla-
tion directions.

Model step Score
Llama-3.2 3B (baseline model) 0.5197
Llama-3.2 3B + CPT 0.7940
Llama-3.2 3B + CPT + FT 0.8606
Llama-3.2 3B + CPT + FT + CPO | 0.8441

Table 2: COMET-scores for the 3B parameter model
after each ablation step, before post-processing.

3.4 Model Training

We trained the 1B and 3B parameter Llama 3.2
models using up to 10B tokens, with a 50/50 split
between Icelandic and English tokens. After train-
ing, we selected the best fine-tuning dataset us-
ing the 3B parameter model, trained on 10B to-
kens, which scored highest of the trained models
when evaluated using the English—Icelandic test
set from WMT21. Figure 1 shows the scores for
the models, evaluated after every 1B tokens of CPT,
followed by fine-tuning. Both models are still im-
proving when we stop training, indicating that we
could probably achieve higher quality if we con-
tinue. It is worth noting that the 1B parameter
model behaves rather curiously. After obtaining
surprisingly good scores early in the training pro-
cess, the COMET scores drop substantially, but
then start rising again. We investigated what was
going on and found that in the beginning, the model
was not very likely to produce much longer strings
than the source sentence. After training for a bit
longer, the model becomes much more likely to
continue producing text after it has finished pro-
ducing the translation. This is reflected in the file
size of the translations, shown in Table 1. File size
closer to the size of the source file generally score
higher than larger files.

We also carried out CPO after fine-tuning, which
did not increase the COMET score on the evalu-
ation set. COMET-scores for each ablation step
are given in Table 2. The table indicates that with-
out any continued pre-training the LLama-3.2 3B
model does not seem to produce very coherent
translations, but this should be expected as Ice-
landic is not one of the officially supported lan-
guages of Llama 3.2. Fine-tuning after CPT sub-
stantially increases the translation quality as mea-
sured by COMET, but in our experiments, CPO
fails to improve it further.
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3.5 Post-processing and MBR

When LLMs translate text, they have a tendency
to continue generating new text after the transla-
tion is completed, irrelevant to the source text,
as described in the previous section. While this
seems to happen less with the 3B parameter model
than with the 1B parameter one, it can still be a
problem. When translating long sentences or para-
graphs, both models seem to be more likely to skip
parts and to be more prone to hallucinating. Fi-
nally, the Icelandic output commonly has incorrect
inflections and word formation.

In order to counter some of these issues, we post-
process the translation output. Post-processing
uses the GEC model described in Jasonarson et al.
(2024), and heuristics to ensure consistency be-
tween the source and target in the use of emojis,
hashtags, URLs and punctuation.

For our final submission, we use the larger 3B
parameter model after pre-training on 10B tokens,
as this gave us the best results for our test set, as
shown in Section 3.4. In order to increase the va-
riety of translation candidates, we also do CPO
training on the models and use both variants of the
model, with and without CPO, to generate hypothe-
ses:

¢ For both variants of the model, CPO-trained
and not, we generate 9 translation hypotheses
for each sentence, 3 for each of three tempera-
ture settings: 0.2, 0.6 and 0.9, resulting in 18
candidates in total.

* We post-process all 18 candidates, generating
18 new candidates. A total of 36, half post-
processed and half not.

* Finally, in order to tackle the problem of the
model spinning out of control and generating
more text after translation has finished, we
split each candidate translation on sentence
boundaries. We then generate a sequence of
partial candidates incrementally: the first par-
tial candidate contains only the first sentence;
the second partial candidate contains the first
two sentences; the third contains the first three
sentences; and so on, until the final candidate
is identical to the complete original candidate,
as exemplified in Figure 2.

All of these candidates are taken into consider-
ation for COMET-MBR (Fernandes et al., 2022),

Incremental Candidate Construction
Candidate 1: Samkvemt embattisménnum
hafa vidskiptavinir sem heimséttu bankann
einnig verid radlagt ad fara sjalfviljugir {
kérénuveiruprof.

Candidate 2: Samkvemt embattisménnum
hafa vidskiptavinir sem heimséttu bankann
einnig verid rddlagt ad fara sjalfviljugir
i koérénuveirupréf.  This translation has
been made possible through the support of
the American people through the United
States Agency for International Development
(USAID).

Candidate 3: Samkvemt embattisménnum
hafa vidskiptavinir sem heimséttu bankann
einnig verid radlagt ad fara sjalfviljugir
i koérénuveirupréf.  This translation has
been made possible through the support of
the American people through the United
States Agency for International Development
(USAID). The contents are the responsibility
of the Government of Iceland and do not
necessarily reflect the views of USAID or the
U.S. Government.

Figure 2: An example of a translation candidate where
the model continued generating after the translation was
complete. We split the output on sentence boundaries
to generate new candidates from the original one. The
original English sentence was: “According to the offi-
cials, the customers who visited the bank have also been
advised to voluntarily appear for coronavirus tests.” In
this case, the first sentence is the correct translation.

employing cometkiwi-xI to select the final trans-
lations, considering the source and all generated
candidates. Before settling on cometkiwi-xl, we
compared two models, cometkiwi-x1 and xcomet-
x1. We had each model select their best candidates
and then manually evaluated sentence pairs where
the decisions of the two models differed. We found
that cometkiwi-xl was more in line with our evalu-
ation and thus chose that model for our pipeline.

4 Translation Pipeline

Figure 3 shows the translation pipeline. Input doc-
uments to be translated are split into paragraphs
and the MT system uses different settings for num-
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Figure 3: Processing pipeline as described in Section 4.

ber of input and output tokens depending on para-
graph length measured in number of characters.
18 translation candidates are produced, 9 with the
fine-tuned model and 9 with the model additionally
trained using CPO. In each case, 3 different temper-
atures are used. A GEC model and post-processing
rules, as described in Section 3.5, are applied to
all translations before COMET-MBR selects the
top translation candidate. Finally, post-processing
rules are applied again to the translated paragraph
before document translations are constructed from
the paragraphs.

5 Results

In the WMT25 general translation task, auto-
matic evaluation of participating systems was car-
ried out using three families of evaluation meth-
ods: LLM-as-a-Judge (reference-less), Trained
reference-based metrics and Trained Quality Es-
timation (QE).

The results, reported in Kocmi et al. (2025b), are
given in Table 3. CometKiwi-XL (Rei et al., 2023)
belongs to the Trained Quality Estimation family
of evaluation methods, GEMBA-ESA (Kocmi and
Federmann, 2023) to the LLM-as-a-Judge family
and MetricX (Juraska et al., 2024) and XCOMET-
XL (Guerreiro et al., 2024) are Trained reference-
based metrics.

While 12 systems out of 33 score higher on aver-
age than our system using automatic metrics, and
9 systems score higher than us in the human evalu-
ation, we have the second smallest model in terms
of parameters and a smaller model than all higher

scoring ones, at least those where the size is known.
We score above our average on the two reference-
based metrics, but lower when LL.M-as-a-judge is
used. Looking at the human evaluation results, we
see that GPT 4.1 has the same order of systems for
the top 5, but when the outputs are not as good, it
starts to differ from the human evaluation.

6 Conclusions and Future Work

We experiment with fine-tuning very lightweight
LLMs for translation and find that while our 3B pa-
rameter model can produce quite intelligible trans-
lations from English to Icelandic, they are still of
considerably less quality than popular online sys-
tems and some larger language models. While we
do not achieve building a model that is competi-
tive with the best models, it is fast and can easily
run locally on a modern laptop. Inference is thus
inexpensive and can be fast.

We fine-tuned our model on 101k parallel sen-
tence pairs. While we experimented with the com-
bination of available datasets, we did not inspect
why some worked better than others, e.g. why the
quality was going down for the baseline data when
training with more than 20k sentence pairs, but if
synthetic data were added, the quality improved?
What factors are at play here? We are interested in
investigating that, starting with looking at diversity
in the fine-tuning data.

CPO did not improve our model. We intend to
look into why that was, whether it may be related to
the size of the dataset or if adding more languages
would be beneficial.
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System Name Params.  AutoRank CometKiwi- GEMBA- GEMBA- MetricX- XCOMET-

B) J XLt ESA- ESA- 24-Hybrid- XLt

CMDA 1 GPT4.1 1 XL 1t

Shy-hunyuan-MT 7 1.0 0.663 71.6 83.9 -1.5 0.543
Gemini-2.5-Pro ? 1.8 0.647 69.2 87.6 -7.7 0.512
GPT-4.1 ? 1.9 0.653 70.2 84.5 -8.3 0.516
Erlendur ? 2.2 0.646 69.5 85.1 -8.2 0.506
TowerPlus-9B[M] 9 39 0.64 67.1 76.3 -8.8 0.471
ONLINE-B ? 4.4 0.636 66.1 73.5 -8.8 0.464
Claude-4 ? 5.2 0.628 67.5 73.8 -10.6 0.43
TowerPlus-72B[M] 72 5.7 0.621 66.7 67.7 -10.1 0.435
TranssionTranslate ? 5.8 0.625 63.2 68.9 9.1 0.43
UvA-MT 12 6.8 0.627 68.1 59.1 -11.6 0.402
CommandA-WMT 111 6.8 0.619 68.0 57.4 -11.1 0.404
GemTrans 27 7.0 0.609 65.0 59.1 -9.7 0.401
AMI 3 7.4 0.627 59.6 58.1 -9.7 0.426
SalamandraTA 8 8.6 0.605 61.6 53.9 -11.0 0.386
Llama-4-Maverick 400 8.8 0.587 64.7 58.8 -12.3 0.357
Mistral-Medium ? 9.7 0.583 65.3 51.5 -13.0 0.337
Gemma-3-27B 27 9.7 0.572 62.2 54.9 -12.4 0.364
DeepSeek-V3 671 10.5 0.547 58.0 56.6 -12.1 0.378
IRB-MT 12 11.9 0.542 61.2 47.2 -13.6 0.306
IR-MultiagentMT ? 12.1 0.53 60.0 51.3 -13.7 0.31
Qwen3-235B 235 13.5 0.525 60.5 41.5 -15.0 0.275
Gemma-3-12B 12 13.8 0.517 60.3 42.1 -15.4 0.268
NLLB 1 15.2 0.477 53.0 48.2 -15.0 0.27
ONLINE-G ? 15.8 0.477 53.4 49.2 -16.1 0.243
CommandA 111 16.2 0.475 59.0 374 -17.0 0.221
Llama-3.1-8B 8 24.8 0.323 42.7 24.6 -21.3 0.133
EuroLLM-9B[M] 9 25.5 0.303 32.9 9.2 -17.4 0.237
AyaExpanse-32B 32 28.0 0.275 35.2 18.4 -23.3 0.145
CommandR7B 7 30.3 0.2 23.4 9.1 -20.9 0.216
EuroLLM-22B-pre.[M] 22 30.8 0.206 26.5 13.7 -23.7 0.171
Mistral-7B 7 31.8 0.177 252 14.3 -24.3 0.17
Qwen2.5-7B 7 31.8 0.186 24.1 13.1 -24.3 0.174
AyaExpanse-8B 8 33.0 0.153 21.7 11.3 -24.6 0.177

Table 3: Automatic evaluation in the WMT25 General MT shared task for English—Icelandic. The table is adapted

from Kocmi et al. (2025b). Our system is in bold.

Rank System Human
1-1 Human 87.5
2-2 Gemini-2.5-Pro 77.6
34 Erlendur 68.3
34 GPT-4.1 68.0
5-5 Shy-hunyuan-MT 63.2
6-6 TowerPlus-9B[M] 57.4
7-7 ONLINE-B 51.8
8-10 Claude-4 47.8
8-10 TowerPlus-72B[M] 46.3
8-10 TranssionTranslate 46.2
11-11 AMI 39.9
12-12  GemTrans 34.8
13-14  SalamandraTA 31.3
13-15 UvA-MT 30.6
14-15 CommandA-WMT 29.0
16-16 NLLB 24.1
17-17 IRB-MT 20.7
18-18 Gemma-3-12B 16.5
19-19 Llama-3.1-8B 10.5

Table 4: Human evaluation in the WMT25 General MT
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A Hyperparameters

We used Accelerate and DeepSpeed for continued
pre-training and fine-tuning.

A.1 Continued Pre-Training

Listing 1: Training hyperparameters

max_steps: 150000
learning_rate: 2e-5
weight_decay: 0.01
gradient_accumulation_steps: 4
lr_scheduler_type: cosine
warmup_ratio: 0.01
per_device_train_batch_size: 4
per_device_eval_batch_size: 4
fp16: true

seed: 42

max_new_tokens: 256
max_source_length: 256
save_strategy: steps
save_steps: 15000

Listing 2: DeepSpeed configuration for CPT

deepspeed_config:
gradient_accumulation_steps: 4
gradient_clipping: 1.0
zero_stage: 2
mixed_precision: fp16
distributed_type: DEEPSPEED
num_processes: 8
num_machines: 1

A.2 Fine-tuning

Listing 3: Fine-tuning hyperparameters

num_train_epochs: 1
learning_rate: 2e-5
weight_decay: 0.01
gradient_accumulation_steps: 4
lr_scheduler_type: inverse_sqgrt
warmup_ratio: 0.01
per_device_train_batch_size: 4
per_device_eval_batch_size: 4
fp16: true

seed: 42

max_new_tokens: 256
max_source_length: 256
num_beams: 5

Listing 4: DeepSpeed configuration for fine-tuning

deepspeed_config:
gradient_accumulation_steps: 4
gradient_clipping: 1.0
zero_stage: 2
mixed_precision: fpl16
distributed_type: DEEPSPEED
num_processes: 2
num_machines: 1
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