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Abstract

We present an English-to-Japanese translation
system built upon the EuroLLM-9B (Martins
et al., 2025) model. The training process in-
volves two main stages: continue pretraining
(CPT) and supervised fine-tuning (SFT). After
both stages, we further tuned the model using a
development set to optimize performance. For
training data, we employed both basic filtering
techniques and high-quality filtering strategies
to ensure data cleanness. Additionally, we clas-
sify both the training data and development data
into four different domains and we train and
fine-tune with domain specific prompts during
system training. Finally, we applied Minimum
Bayes Risk (MBR) decoding and paragraph-
level reranking for post-processing to enhance
translation quality’.

1 Introduction

Large language models (LLMs) are increasingly
used in machine translation, taking advantage of
their deep understanding of both source and tar-
get languages. Their training typically involves
two main stages: continued pretraining (CPT) and
supervised fine-tuning (SFT).

In the pretraining stage, the model is exposed to
massive amounts of unlabeled text and learns by
predicting the next token in a sequence. This al-
lows the model to acquire a broad understanding of
language structure, grammar, general world knowl-
edge, and reasoning patterns. In the supervised fine-
tuning stage, the model is trained on task-specific
labeled datasets, where each input is paired with
reference output. This targeted training enables the
model to follow instructions more precisely and
handle specialized tasks, such as question answer-
ing, summarization, classification, and translation,
with greater accuracy.

'We released the classification model and translation mod-
els: https://huggingface.co/Systran/collections

For the WMT?25 general translation task, we be-
gan with the pretrained LLM EuroLLM-9B (Mar-
tins et al., 2025) and performed additional train-
ing using bilingual corpora containing only En-
glish—Japanese sentence pairs. In this stage, we em-
ployed the two aforementioned training approaches:
continued pretraining (CPT) and supervised fine-
tuning (SFT), and trained separate systems using
each method. Following the first stage, a reduced
development dataset was employed to fine-tune
(FT) the systems to the WMT translation tasks.
The training architecture is shown in Figure 1 (left
side).

Before generating translations, we segment the
WMT?2S5 test set into individual sentences using the
newline character (“\n”), as our systems are trained
to operate at the sentence level.

During inference, we apply Minimum Bayes
Risk (MBR) decoding and reranking of diverse
translation hypotheses produced by our two mod-
els. For each input sentence, we generate up to
300 translation candidates by combining outputs
from both trained models with variations in decod-
ing prompts (Table 6), greedy/nucleus decoding (5-
best), and zero-shot/few-shot examples. A quality
estimation step is then applied to these hypotheses,
discarding the worst 50% for each input. From the
remaining candidates, MBR decoding is used to
select the most promising translation, following the
approach of Rei et al. (2024). Finally, the translated
sentences are concatenated back into paragraphs,
which are reranked using CometKiwi” (Rei et al.,
2022), with the top-ranked paragraph selected as
the final system output. The inference post-process
architecture is shown in Figure 1 (right side).

As aresult, our submission is an ensemble of two
open-weight, sentence-level, English-to-Japanese
translation models with a combined total of 18B
parameters. The following sections describe the

2Unbabel/wmt23-cometkiwi-da-x1. All CometKiwi scores
in this work were computed using this model.
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Figure 1: Frameworks for Training and Inference Post-Processing. System prompts are shown in Appendix A.

data preparation process as well as give additional
details on the training procedures used to build our
WMT?25 English-Japanese system.

2 Data preparation

2.1 Bitext data

We use only parallel corpora to continue training
LLMs for the machine translation task. We apply
both basic and high-quality filtering methods to the
WMT25 English-Japanese bitext data. From the
original 225 million sentence pairs, we select ap-
proximately 10 million high-quality pairs for train-
ing. These filtered pairs are then used to train mod-
els using both CPT and SFT strategies. Similar
filtering methods are also applied to the develop-
ment datasets to further fine-tune (FT) the trained
models. Table 1 summarizes the data statistics for
the training and development datasets.

2.1.1 Basic Filtering Rules

Basic filtering rules are applied first to remove du-
plicates and noisy samples, such as misaligned sen-
tence pairs and those with significantly different
length ratios. Details of the filtering steps are as
follows:

* uniq: Remove duplicated bitext examples.

* 1:1 example: Discard examples where a sin-
gle sentence is aligned to multiple sentences
(1:N) or multiple sentences are aligned to a
single sentence (M:1).

* length ratio: Discard examples where the
length ratio between source and target exceeds
10 or is less than 0.23.

3We use basic tokenization for length and length ratio

filtering: on the English side, we tokenize by spaces, while on
the Japanese side, we tokenize at the character level.

* length: Discard examples with length greater
than 500 tokens.

* character: Retain sentences containing only
Latin and Greek characters on the English
side, and Latin, Greek, Hiragana, Katakana,
and Han characters on the Japanese side.

e LID: Perform language identification using
1id.176.bin (Joulin et al., 2016b,a).

2.1.2 High-Quality Filtering

The high-quality filtering process involves two
main steps: first, generating translation hypotheses
using a translation model; second, estimating the
similarity between the source sentence and the tar-
get sentence, or between the source sentence and
the generated hypothesis, using a quality evalua-
tion model. For this purpose, we use EuroLLM-9B-
Instruct (Martins et al., 2025) to translate English
sentences into Japanese, and CometKiwi to assess
the quality scores between English and Japanese
segments in this year’s WMT evaluation. Finally,
we remove those samples which

CometKiwi(src,tgt) < CometKiwi(src, hyp)

2.2 Development data

Development data is used to fine-tune the pre-
trained models to adapt to WMT evaluation. We
first merge all development data, both English-
to-Japanese and Japanese-to-English, provided by
WMT?25, including WMT dev/test data in previous
years, NTREX (Federmann et al., 2022) and Flo-
res (NLLB Team et al., 2024), except wmttest2024
dataset*. Then we apply high-quality filtering (Sec-
tion 2.1.2) after deduplication. Details are shown

*https://data.statmt.org/wmt24/general-
mt/wmt24_GeneralMT.zip
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‘ Bitext ‘ Dev set

wmt25 provided 225M | 20,111
uniq 132M | 18,019
1:1 example 5TM -
basic rules (length, LID, etc.) 55M -
high quality 10M 5,736

Table 1: Data statistics (number of lines) for training
and development dataset filtering.

in Table 1. There are in total 5,736 sentence pairs
finally used for system fine-tuning (FT in Table 1).

2.3 Data classification

In WMT?2024, the test dataset covers four domains:
News, Social, Speech and Literary. To perform
domain classification, we fine-tune Llama-3.1-8B-
Instruct’ model on the WMT24++ dataset (Deutsch
et al., 2025) and use the resulting classifier to la-
bel both the training and development data. The
prompt used for classification during both training
and inference is shown in Table 5.

The fine-tuned model categorizes English input
sentences into one of the four domains. Within
the 10M cleaned parallel corpus, the distribution
across these domains is 7% (News), 74% (Social),
12% (Speech), and 7% (Literary), indicating that
the Social domain constitutes the majority of the
training data.

This classification model is used only for train-
ing data preparation. For decoding, we generate
translation hypothesis for each input with all do-
main related prompts (Table 6) and rely on MBR
postprocessing to select the best candidate.

Table 7 shows that domain related prompts ben-
efit the final system.

3 Model training

3.1 Continue pretraining and Supervised
fine-tuning

The pretraining stage of LLM typically requires
vast amounts of unlabeled monolingual data. How-
ever, since the WMT evaluation is dedicated exclu-
sively to machine translation, we leverage parallel
corpora as a stand-in for monolingual data. Ac-
cordingly, we train LLMs independently using two
approaches, continued pretraining (CPT) and su-
pervised fine-tuning (SFT), on parallel data.

Shttps://huggingface.co/meta-llama/Llama-3.1-8B-
Instruct

For CPT, we generate training examples of up
to 2048 tokens by appending the corresponding
Japanese sentence to the end of each English in-
put, together with a domain-specific prompt (Sec-
tion 2.3). To minimize dependency between bilin-
gual sentence pairs in the synthetic example, we
insert an "end-of-sentence" token (</s>) after each
Japanese sentence. The input text format for CPT
is:

sample = (domain_prompt)En\nJa\n</s>
input = [sample] +

where input is constructed by concatenating (+)
one or more sample entries, each containing an
English (En) and a Japanese (Ja) sentence. The
actual set of domain_prompts used are shown in
Table 6.

We apply 10% prompt smoothing to the domain-
specific prompts, where each of the four prompt
types — News, Social, Speech and Literary —
is sampled with a 10% probability with generic
domain-free prompt (default 1 and default 2 in Ta-
ble 6). This helps mitigate the impact of annotation
errors and enhances training diversity.

We apply similar domain-specific prompts for
SFT training. The only difference is that training
examples are not concatenated during SFT.

We use LLaMA-Factory (Zheng et al., 2024) to
train CPT/SFT models from EuroLLM-9B. The
training parameters are the same as described in
GemmaX2-28 (Cui et al., 2025) except that we use
4 GPUs in parallel for both training. The effective
batch size for both trainings is 128. The learning
rate starts from 2.0e-5 and decays based on co-
sine_with_min_Ir policy, with a miminum value of
1.0e-6 (Table 8).

We use full model tuning rather than parameter-
efficient methods such as LoRA adapters for
CPT/SFT training. This choice is motivated by the
relatively small size of the training data, where full
tuning has been shown to yield better performance
than adapter-based methods in similar low-resource
settings (Hu et al., 2021; Pfeiffer et al., 2021).

3.2 Fine-tuning with development data

To further adapt our models to the WMT task, we
perform an additional round of fine-tuning (FT) on
both the CPT and SFT models using the filtered pre-
vious year’s development data except wmttest2024
(Section 2.2).

Given the limited dataset size of 5,736 samples
and an effective batch size of 128, this fine-tuning
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Policy Prompts zero/few-shot Greedy Nucleus
Adequacy all all Yes No
Diversity all all Yes Yes

Table 2: Decoding policies (Adequacy vs. Diversity) for MBR post-processing.

Adequacy polic Diversity polic
wmiest2024 BLEUq\ CometKini | BLEU | Cometkiv
Baseline EuroLLM-9B-instruct 26.3 0.7501 22.9 0.7620
EuroLLM-9B-instruct-FT 26.4 0.7500 22.6 0.7624
EuroLLM-9B-CPT-FT 29.5 0.7504 24.5 0.7659
Our models | EuroLLM-9B-SFT-FT 28.4 0.7515 24.9 0.7667
Ensemble 29.8 0.7586 24.6 0.7686

Table 3: Sentence-level evaluations on wmttest2024 English-Japanese translation. Both BLEU and CometKiwi
scores are the result of MBR output. BLEU is calculated by Sacrebleu (Post, 2018) with ja-mecab tokenization.
CometKiwi is the reference-free score of Unbabel/wmt23-cometkiwi-da-xl.

process runs for only 45 steps (1 epoch). In this
stage, training samples are also built with domain-
specific prompts as in our previous training. We
apply full model training instead of using LoRa
adapters for fine-tuning, with a starting learning
rate 2.0e-5 and inverse_sqrt decay policy. We add
NEFTune noise (Jain et al., 2023), with alpha=5,
in this fine-tuning stage (Table 8).

4 Decoding and Postprocessing

We follow the idea of quality-aware decoding pro-
posed by Rei et al. (2024). First, we apply Quality
Estimation (QE) to discard the translation candi-
dates with the lowest quality. Then, we perform
Minimum Bayes Risk (MBR) decoding over the
remaining hypotheses, using CometKiwi (Rei et al.,
2022) as the loss function. The candidate with the
lowest expected risk is selected as the final output.

To generate diverse output for each input, we ap-
ply different domain-free/domain-specific prompts,
zero/few-shot examples, and greedy decoding as
well as nucleus decoding. Table 2 summarizes
the two decoding policies that we used in this
work. Note that the policies differ only in the
use of nucleus sampling to generate diverse hy-
potheses, which favors outputs with higher diver-
sity (lower adequacy). Table 3° confirms this, as the
Adequacy policy achieves correspondingly higher
BLEU scores, while the Diversity policy yields
higher CometKiwi scores.

SEuroLLM-9B-instruct-FT is the model that we directly
fine-tune EuroLL.M-9B-instruct with the development data
described in Section 2.2.

4.1 Reference-free Quality Estimation (QE)

To filter low-quality hypotheses, we employ Comet-
QE (Rei et al., 2021) in a reference-free setting.
Given a source sentence src and a set of N can-
didate translations {hyp1, hypa,...,hypn}, we
use Comet-QE score to compute quality scores
s; = Comet-QE(src, hyp;) for each hypothesis
hyp;. We then retain only the top K = |N/2]|
candidates with the highest scores:

L hyp} = Top-K ({s1,...,sn})

This step serves to remove noisy or low-quality
translations that may adversely affect subsequent
MBR decoding (Kondo et al., 2024).

{hyp, ..

4.2 Minimum Bayes Risk (MBR) Decoding

Following QE filtering, we apply Minimum Bayes
Risk decoding (Fernandes et al., 2022) using a
reference-based CometKiwi score. For each sen-
tence, we consider the remaining K candidates
{hyp1, ..., hypk} and compute the pairwise loss
between each one of them with the others us-
ing CometKiwi scores, treating each candidate
as a reference for the others: ((hyp;, hyp;) =
1 — CometKiwi(sre, hyp;, hyp;). Each hypothesis
is then assigned an expected loss:

K

Elt(hypi)] =Y p(hyp;) - €(hypi, hyp;)
j=1

_ exp(log P(hyp;))
where p(hypj) — > exp(log P(h?jpk

from the log-probabilities assigned by the model.

) is derived
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CometKiwi

wmttest2025 Adequacy policy \ Diversity policy
EuroLLM-9B-CPT-FT 0.6769 0.6801
EuroLLM-9B-SFT-FT 0.6826 0.6842
Ensemble 0.6843 0.6859
Reranking (main submission) 0.7033

Table 4: Paragraph-level evaluation (Kocmi et al., 2025) for wmttest2025. CometKiwi is the reference-free score of

Unbabel/wmt23-cometkiwi-da-xI.

We select the hypothesis y* that minimizes the ex-
pected loss:

y* = arg Enipf_l El¢(hyp:)]
and thus, selecting the hypothesis that is most rep-
resentative of the overall candidate distribution.

4.3 Paragraph-level re-ranking (WMT25)

For the WMT?2S5 test set, we first split each doc-
ument into sentences using the newline character
“An”. Then we apply MBR to select the best candi-
date for each sentence individually. The selected
sentences are reassembled into their original para-
graph structure. Finally, we compute paragraph-
level CometKiwi scores and select the combination
of sentences that yields the highest overall score as
the final output.

Let D = {di,da,...,dn} be the set of docu-
ments in the WMT?2S5 test set. Each document d is
split into a list of sentences:

Sd: [81,82,...,8nd]

For each sentence s;, let y; = {Yiy, Yiys-- -, Yir }
be a set of corresponding candidate translations.
Apply MBR decoding to select the best candidate
1;, and reconstruct the sentence list with best trans-
lation candidates:

Sa = [01, 025 - -, Ung]

These selected sentences are then reassembled into
a paragraph structure:

P, = Assemble(S’d)

Finally, among all possible sentence combinations
P € P, select the one with the highest paragraph-
level CometKiwi score:
Pi=a ax CometKiwi( P
q = arg max (P)
As shown in Table 4, incorporating paragraph-
level reranking further improves the quality of the
final submission.

5 Conclusions

In this paper, we present our English-to-Japanese
translation system for the WMT?25 General Trans-
lation Task. The final output is generated by ensem-
bling two models trained with different strategies:
continued pretraining (CPT) and supervised fine-
tuning (SFT). Both models are trained on a cleaned
parallel corpora of 10 million sentence pairs and
further fine-tuned (FT) on a development set con-
sisting of 5,736 sentences. MBR and re-ranking
inference post-processing are also successfully per-
formed to obtain the final quality boost. Addition-
ally, we release one classification model” and two
translation models® in our HuggingFace repository.
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A Prompts

classifier | {"role": "system", "content": "You are a language expert."} {"role": "user", "content":
"Classify the following English sentence into one of the following categories based on
its content and style:\nNews: Factual reporting or informative text typically found in
journalism.\nSocial: Informal, conversational, or casual text often used on social media
or in personal messages.\nSpeech: Spoken or scripted verbal communication, such as
political speeches, interviews, or lectures.\nLiterary: Creative or artistic writing, including
fiction, poetry, or other literary works.\n\nSentence: {line }\n\nYour task: Identify the most
appropriate category from the four above. Just respond with the category name: News,
Social, Speech, or Literary."}

Table 5: Prompt used to fine-tune classification model and inference

default.1 Please translate the following {source_language} text into {target_language}.\nInput:
{line }\nOutput:
default.2 You’re a professional {target_language} translator. Please translate the following

{source_language} sentence into {target_language}. You must only answer with the
translation.\n{source_language} sentence: {line}\n{target_language} sentence:

domain.news

You’re a professional {target_language} translator. You are translating a news
article. The translation should be clear, objective, and concise, preserving fac-
tual accuracy and the original journalistic tone. Do not add opinions or inter-
pretations. Please translate the following {source_language} sentence into {tar-
get_language}. You must only answer with the translation.\n{source_language}
sentence: {line}\n{target_language} sentence:

domain.literary

You’'re a professional {target_language} translator. You are translating a literary
text. Pay attention to stylistic features such as imagery, rhythm, and narrative
voice. The translation should be faithful to the original tone and emotional depth,
while adapting gracefully into the target language. Please translate the following
{source_language} sentence into {target_language}. You must only answer with the
translation.\n{source_language} sentence: {line}\n{target_language} sentence:

domain.speech

You’re a professional {target_language} translator. You are translating a speech
transcript. Maintain a fluent, persuasive tone suitable for public speaking. The output
should be easy to read aloud and emotionally engaging, while staying faithful to
the speaker’s intent. Please translate the following {source_language} sentence into
{target_language}. You must only answer with the translation.\n{source_language}
sentence: {line}\n{target_language} sentence:

domain.social

You’re a professional {target_language} translator. You are translating a social
media post or informal message. The tone should be natural, conversational, and
culturally relevant. Preserve emojis, slang, and informal expressions when ap-
propriate. Please translate the following {source_language} sentence into {tar-
get_language}. You must only answer with the translation.\n{source_language}
sentence: {line}\n{target_language} sentence:

Table 6: Prompt used to train translation model and inference
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B Results on domain related prompts

wmttest2024
EuroLLM-9B-CPT | +FT BLEU ‘ CometKiwi
X 20.7 0.7120
v 22.9 0.7140
X X 27.7 0.7373
X v 28.1 0.7369
v X 28.7 0.7377
v v 28.6 0.7376

Table 7: Evaluation of the EuroLLM-9B-CPT-FT model
trained with domain-related prompts (v) and without
domain-related prompts (X). Scores are computed on
wmttest2024 using the default prompt during the decod-

ing phase.

C Training parameters

y CPT SFT/FT
per_device_train_batch_size | 4 4
Number of GPUs 4 4
gradient_accumulation_steps | 8 8
Data cutoff length 2048 2048
Number of epochs 1 1
Max Learning Rate 2.0e-5 2.0e-5
Min Learning Rate 1.0e-6 /
Ir_scheduler_type cosine_with_min_Ir | inverse_sqrt
Finetuning Type full full
bfl16 true true
Template empty empty
warmup_ratio 0.01 0.01
weight_decay 0.01 0.01
Optimizer AdamW AdamW
Deepspeed ZeRO2 ZeRO2
neftune_noise_alpha / 5

Table 8: The training parameters for CPT, SFT and FT
are configured according to Cui et al. (2025).
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