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Abstract

We present the findings of the WMT 2025
Shared Task LLMs with Limited Resources
for Slavic Languages. This shared task fo-
cuses on training LLMs using limited data and
compute resources for three Slavic languages:
Upper Sorbian (hsb), Lower Sorbian (dsb),
and Ukrainian (uk), with the objective to de-
velop and improve LLMs for these languages.
We consider two tasks which are to be eval-
uated jointly: Machine Translation (MT) and
Multiple-Choice Question Answering (QA).

In total, three teams participated in this shared
task, with submissions from all three teams for
the Sorbian languages and one submission for
Ukrainian. All submissions led to an improve-
ment compared to the baseline Qwen2.5-3B
model through varying fine-tuning strategies.
We note, however, that training purely on MT
degrades original QA capabilities. We also re-
port further analyses on the submissions, in-
cluding MT evaluation using advanced neural
metrics for Ukrainian, as well as manual anno-
tation and comparison to the current Sorbian
machine translator.

1 Introduction

For a large majority of the world’s languages, only
limited resources are available for training NLP
tools, but modern large language models (LLMs)
need large amounts of both labelled and unlabelled
data to function well. Improving the coverage of
low-resource languages in LLMs is an active re-
search area. Recent examples include Nag et al.
(2025) for Indic languages and Tonja et al. (2024)
for Ethiopian languages. Similarly, there is active
work on low-resource machine translation, with re-
cent shared tasks and datasets covering translation
for low-resource Indic languages (Pakray et al.,
2024), Creole languages (Robinson et al., 2024)
as well as Indigenous Languages of the Americas
(De Gibert et al., 2025).

Although commercial LLMs increasingly show
high performance on both general tasks and ma-
chine translation, specialised MT models are still
typically required for best results. Our challenge
to participants in this shared task is to build a
model under low-resource conditions to jointly op-
timise machine translation and question answering.
We aim to study potential synergy effects between
these two tasks, as well as to explore whether opti-
mising for one task in a low-resource setting will
negatively impact the other task. We are one of the
first WMT shared tasks to focus on joint optimisa-
tion of Machine Translation (MT) and Question An-
swering (QA). The Multilingual Instruction Shared
Task in the same year took a similar approach, but
allowed significantly larger models.

Our task focuses on three Slavic languages: Up-
per Sorbian, Lower Sorbian, and Ukrainian. Thus,
we aim to highlight both truly low-resource settings
and mid-resource language scenarios in the context
of modern language technologies. As our goal is
to evaluate LLMs as general-purpose tools for a
given language, we designed our setup to mirror
widely adopted benchmarks such as GLUE (Wang
et al., 2019) and MMLU (Hendrycks et al., 2021).
Since Sorbian languages and Ukrainian currently
lack such comprehensive language understanding
benchmarks, we approximated a multitask evalua-
tion by selecting two representative tasks: Machine
Translation and Question Answering.

Previous iterations of the WMT Shared Tasks
on translating low-resource languages (Weller-
Di Marco and Fraser, 2022; Libovicky and
Fraser, 2021; Fraser, 2020) compared supervised
and unsupervised translation in various data set-
tings. For both Sorbian languages, the WITAJ-
Sprachzentrum provided new machine translation
and question answering datasets for this shared task.
For Ukrainian, the MT portion of the dataset corre-
sponds to that of the WMT 2025 general translation
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task,! and the QA portion is based on the dataset

from the UNLP 2024 Shared Task on fine-tuning

LLMs for Ukrainian (Romanyshyn et al., 2024).
Our research questions are as follows:

* In a low-resource scenario, how does train-
ing a model for machine translation impact
its performance on a secondary task such as
question answering?

* Is it possible to improve capabilities on both
machine translation and question-answering
in a small LLM?

This article is structured as follows: Section 2
describes the shared task rules, while Section 3
details the MT and QA datasets provided for both
development and test phases. Section 4 presents the
systems devised by the three participating teams.
Section 5 displays the official leaderboard for the
primary submissions in all three tracks. Section 6
analyses the model outputs with some additional
experiments.

2 Shared Task Description

2.1 Languages

Upper Sorbian (ISO code: hsb; Glottocode:?
uppe1395) and Lower Sorbian (dsb; lowe1385)
are minority languages spoken in the eastern part
of Germany in the federal states of Saxony and
Brandenburg, with only 30k and 7k native speakers,
respectively. As western Slavic languages, Upper
and Lower Sorbian are closely related to Polish
and Czech. There is an active language community
working on the preservation of these languages,
namely the WITAJ-Sprachzentrum® (WITAJ Lan-
guage Center) who also provided parts of the data
used in this shared task. Previously, the WMT
Shared Tasks in Unsupervised MT and Very Low
Resource Supervised MT (Weller-Di Marco and
Fraser, 2022; Libovicky and Fraser, 2021; Fraser,
2020) focused on both languages.

Ukrainian (ukr; ukra1253), spoken by approxi-
mately 40 million L1 speakers worldwide, is con-
sidered a mid-resource language in NLP with al-
ready several language-specific pre-training cor-
pora (Chaplynskyi, 2023) and LLMs (Yukhymenko
et al., 2025) available. With a significant number of
Ukrainians currently living abroad, the demand for

"https://www2.statmt.org/wmt25/
translation-task.html

2https://glottolog.org
Shttps://www.witaj-sprachzentrum.de

high-quality machine translation systems to sup-
port integration into new environments is greater
than ever. Machine translation, complemented by
cross-lingual knowledge transfer and robust ques-
tion answering capabilities, can play a crucial role
in addressing this need.

2.2 Task Description

Our main goal is to observe the synergy between
the two different tasks in an LLM. Therefore, mod-
els are tested jointly on two tasks: machine trans-
lation and multiple-choice question answering.
All participating systems must submit outputs for
both tasks of a track.

For Machine Translation, we focus on the fol-
lowing translation directions:

* German to Upper Sorbian (de—hsb)
e German to Lower Sorbian (de—>dsb)
* English to Ukrainian (en—uk)

¢ Czech to Ukrainian (cs—uk)

All these pairs focus on the more challenging—
and needed—direction, from the higher-resourced
language to the shared task languages.

For Question Answering, we use multiple-choice
datasets from education and language certification.
For Ukrainian, we evaluated on multiple-choice
exam questions from the UNLP 2024 Shared Task
on LLM Instruction-Tuning for Ukrainian, which is
compiled from school graduation examinations on
various subjects. For Upper and Lower Sorbian, we
evaluated on language certificate exercises which
follow the CEFR (Common European Framework
of Reference for Languages) scheme.

2.3 Models and Restrictions

We set this shared task in a restricted context with
limited resources: The base LLM is fixed to the
Qwen 2.5 family (Qwen Team et al., 2025; Yang
et al., 2024) and a maximum of 3B parameters.
We chose a small model size in order to enable
teams with fewer compute resources to participate,
and limited models to one family so that results
would be more readily comparable. The Qwen
2.5 model family was selected based on zero-shot
performance on the Sorbian QA development sets.

Regarding data resources, we suggested train-
ing data and provided development sets for all
languages (§3). However, the participants were
not restricted to the provided datasets. Additional
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datasets were permitted under the condition that
the used resources were open source.

2.4 Phases

The shared task was held in two phases: the de-
velopment phase started with the release of train-
ing and development datasets (when available),
and the test phase began when the respective test
datasets were made available. The latter also fea-
tured a leaderboard on OCELoT where participants
could submit their outputs to compare against other
teams.

3 Datasets

In the following, we describe the datasets provided
for the development and test phases.*

3.1 Sorbian Languages

We release the new data for both Sorbian languages
under the CC BY-NC-SA licence.

MT For Machine Translation, the WITAJ-
Sprachzentrum provided new monolingual and par-
allel datasets compared to the previous shared task
editions for both Sorbian languages. The devel-
opment dataset is a combination of both old and
new sentence pairs. Table 1 lists the number of sen-
tences or sentence pairs with German translations.
The test sets contain 4,000 sentences for each
language. The sentence pairs are from the same
domain as the training and development datasets.

Upper Sorbian ~ Lower Sorbian
parallel train 187,270 171,964
parallel dev 4,000 4,000
parallel test 4,000 4,000
monolingual 47,758 (wiki) 120,501

1,071,723 (witaj)

Table 1: Number of sentences in the newly released
mono- and bilingual (paired with German) data for both
Upper and Lower Sorbian.

QA The WITAJ-Sprachzentrum organises lan-
guage examinations for both Upper and Lower Sor-
bian, from the Al to C1 levels, according to the
CEFR scheme. We use a mix of questions from
all five available levels (A1, A2, B1, B2, and Cl,

‘Available  at: https://github.com/TUM-NLP/
11lms-limited-resources2025

from beginner to advanced) for our Question An-
swering task—more specifically from the reading,
grammar, and listening parts. For the listening
questions, we rely on the reference transcription of
the audio material to convert the exercises; this can
lead to comparatively easier questions.

Each language level differs in terms of exercise
formats, which can add another level of complexity
to the task. While the beginner levels (e.g., A1) of-
ten have true-or-false questions on a short text, the
advanced exercises (e.g., B2 or C1) typically con-
sist of multiple-choice questions with longer texts
and statements, sometimes with up to 16 possible
answers.)

While the provided development set only con-
tained questions from the A1 to the B2 levels, the
test dataset additionally features questions from the
C1 certification level. Table 2 shows the number of
questions per difficulty level for both data splits.

split lang Al A2 Bl B2 Cl

dev. hsb 30 28 44 56 0 158
dev. dsb 30 28 44 56 0 158

test hsb 30 28 44 56 52 210
test dsb 29 28 44 56 48 205

total

Table 2: Number of questions in the Sorbian QA
datasets per language level.

3.2 UKkrainian

The Ukrainian language track data was sourced
from previous editions of MT and QA shared tasks,
with the MT test set aligned with this year’s Gen-
eral MT competition.

MT For the machine translation subtask, we
focused on translation into Ukrainian from two
languages: English—Ukrainian (en—uk) and
Czech—Ukrainian (cs—uk).

The suggested development data were the com-
bined WMT datasets from the 2022-2024 edi-
tions (Kocmi et al., 2022, 2023, 2024). Our
test phase was aligned with the WMT 2025 Gen-
eral Machine Translation task for translation into
Ukrainian. Parallel data statistics per language pair
are shown in Table 3.

The primary difference in dataset sizes comes
from the fact that most training and development
sets were sentence-based, whereas the test set was

SMore details are available in our shared task repository.
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language pair  dev  test

6,263 230
5,108 86

cs—uk
en—uk

Table 3: Datasets statistics per language pair for the
Ukrainian MT track.

designed at the paragraph level. This dissimilarity
introduced additional challenges for both shared
task participants and the evaluation process.

QA  We utilised the dataset from the UNLP2024
shared task (Romanyshyn et al., 2024), focusing
exclusively on multiple-choice questions. The orig-
inal data splits were retained, ensuring balanced
coverage of all topics across training, development,
and test sets, as shown in Table 4.

solit Ukrainian Ukrainian total
p history  lang. and lit.

train 910 1,540 2,450

dev 228 385 613

test 348 403 751

Table 4: Datasets statistics per splits and subjects for
the Ukrainian QA track.

This dataset comprises machine-readable ques-
tions and answers from the Ukrainian External In-
dependent Evaluation (transl. ZNO), the standard-
ized examination required for university admission
in Ukraine. It includes exam materials from 2006
to 2023, covering two subjects: History of Ukraine
and Ukrainian Language and Literature.

3.3 Relative Difficulty of the Tracks

While we compiled the same task types for both
tracks, there are different challenges for our se-
lected languages.

For Ukrainian MT, natural parallel training data
is already available, and a variety of both open-
source and proprietary translation systems exist.
Participants were therefore encouraged to leverage
available resources to whatever extent they find
appropriate. In contrast, Sorbian resources include
parallel and monolingual sentences but are fewer
in comparison. NLP tools, more generally, are not
available for the two Sorbian languages.

For the QA task, the Sorbian dataset was derived
from language certification exams across different
levels. Given the languages’ low-resource status,

the focus is on evaluating whether models can ade-
quately comprehend the language and answer typi-
cal document-understanding or grammatical ques-
tions. For Ukrainian, the challenge extends further:
Models are tasked not only with answering gen-
eral language questions but also with addressing
deeper questions related to Ukrainian literature and
history.

4 System Descriptions

Submissions are language-specific; participants
could submit to one or more language tracks. How-
ever, participants had to submit both the QA and
the MT outputs, which had to be generated by the
same model.

In addition to our baseline outputs, three teams
submitted to the Upper and Lower Sorbian tracks,
and one team also submitted to the Ukrainian track.
For the final evaluation, each team was asked to
choose a primary submission and provide a short
description of their approach. Based on these de-
scriptions, we provide an overview of the partici-
pating systems here. Table 5 summarises the main
characteristics of the three participating primary
submissions. For more details, please refer to the
respective system description papers.

Baseline (TUM Organisers) Our simple base-
line prompts Qwen2.5-3B-Instruct (Qwen Team
et al., 2025) with no fine-tuning. The prompts are
zero-shot, and an example is shown in Appendix A.
We implemented our tasks in the LLM Evaluation
Harness framework (Gao et al., 2024) and provided
this code to participants for reference.®

Team NRC (National Research Council Canada)
(Larkin et al., 2025) The NRC submissions fo-
cused primarily on the machine translation (MT)
component of the shared task. The team explored
the impacts of training on Upper Sorbian and
Lower Sorbian data separately and together. They
also experimented with direct preference optimisa-
tion using pairs of correct and incorrect responses
to the question answering (QA) set, with limited
success. Their submitted systems are based on
the Qwen2.5-1.5B-Instruct model, trained using
supervised fine-tuning on full model weights using
LLaMa-Factory and 4 GPUs (Tesla V100-SXM2-
32GB).

https://github.com/TUM-NLP/
wmt25-1rsl-evaluation
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NRC SDKM TartuNLP

Tracks hsb & dsb tracks v v v
uk track X v X

Base Qwen model 1.5B 3B 3B

System LoRA X v X
Quantised X X X

. Previous WMT MT data v X v

Data Sorbian MT External data for MT X v v
MT Backtranslation X v X

QA External data for QA X v X

Trainin Joint hsb+dsb training v X v
& Instruction tuning X X v

Table 5: Summary of the three primary submissions.

Team SDKM (JGU Mainz) (Saadi et al., 2025)
Team SDKM trained three separate Qwen2.5-3B-
Instruct models for three languages: Lower Sor-
bian, Upper Sorbian, and Ukrainian. For Lower
Sorbian, the team trained a Qwen2.5-3B-Instruct
model by combining both machine translation
(MT) and question answering (QA) data. Then,
they fine-tuned a joint model on a combined MT
and QA dataset. After this fine-tuning, they fine-
tuned the model on all the provided QA data and 3k
MT data for a second round of fine-tuning. This fi-
nal fine-tuned model was used for both MT and QA
tasks. For Upper Sorbian (hsb), the team followed
the same overall approach as with Lower Sorbian.
During the QA evaluation of dsb and hsb, they
made multiple versions of the same MCQ question
with different possible orders and averaged the like-
lihood of each option, then selected the option with
the maximum likelihood. For Ukrainian, they also
followed a similar approach, but for QA, they em-
ployed retrieval-augmented generation (RAG). The
team will make all the data and code they used for
pre-processing, training, and their trained model
publicly available shortly after the deadline. They
used the Qwen2.5-3B-Instruct model as all transla-
tion models, for semantic similarity calculation to
incorporate retrieval augmented generation.

Team TartuNLP (TartuNLP) (Purason and
Fishel, 2025) The TartuNLP system fine-tuned
Qwen2.5-3B-Instruct (Qwen Team et al., 2025) on
a mixture of monolingual, parallel, and instruction
data to support both Lower and Upper Sorbian. The
monolingual set included all sentence-level Sorbian
data from current and past WMT Shared Tasks, Up-

per and Lower Sorbian Wikipedia articles (Foun-
dation, 20250520 dump), and Upper and Lower
Sorbian documents from Fineweb-2 (Penedo et al.,
2025). Parallel data, sourced from WMT (current
and past), was reformatted as chat-style instruc-
tion pairs, with four epochs of German-to-Sorbian
and one epoch of Sorbian-to-German translations.
Both monolingual and parallel Sorbian data were
repeated four times. The instruction data was col-
lected from Magpie (Xu et al., 2024), Aya (Singh
et al., 2024), EuroBlocks (Martins et al., 2025),
OpenAssistant (Kopf et al., 2023), and FLAN v2
(Longpre et al., 2023), covering multiple languages.
All datasets were deduplicated and packed into
4096-token sequences, with loss applied only to as-
sistant responses in instruction-formatted data. For
the final submission, they used beam search with
a beam size of 4 for machine translation and one-
shot prompting with development set examples for
question answering. The final model is published
on HuggingFace.’

S Primary Submission Results

5.1 Evaluation Methodology

We evaluate MT with chrF++ (Popovi¢, 2015),
computed using SacreBLEU (Post, 2018),® and
QA with accuracy. ChrF++ ranked slightly higher
than BLEU (Papineni et al., 2002) in the WMT
2024 Metrics Shared Task (Freitag et al., 2024).
Although neural metrics such as COMET are gen-

7https://huggingf”ace.co/tartuNLP/QwenZ.
5-3B-Instruct-hsb-dsb

8SacreBLEU chrF++ signature: nrefs:1 | case:mixed
| eff:yes | nc:6 | nw:2 | space:no | version:2.5.1.
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erally known to better correlate with human judge-
ments, we could not consider them as the main
ranking criterion because they do not support the
Sorbian languages. However, we do consider
XxCOMET (Guerreiro et al., 2024) for Ukrainian
in Section 6.1.

Since our goal is to evaluate the joint perfor-
mance of LLMs on both MT and QA, the ranking
in the leaderboard takes into account the scores
from all tasks of the track equally. For the final
ranking, points are given according to the ranking
of the submission in the MT and QA tasks, with
the highest-ranked system obtaining the maximum
number of points (4 for the Sorbian tracks, 2 for
the Ukrainian track). In case of ties, we ranked
according to the MT results.

5.2 Leaderboard Results

Tables 6, 7, and 8 show the results of the participat-
ing teams’ primary submissions for the three tracks:
Upper Sorbian, Lower Sorbian, and Ukrainian. The
winning team per track and the best submission per
task are in bold.

de—hsb hsb-QA  final

chrF++ pts acc. pts pts

TartuNLP  86.33 4 5810 4 8
NRC 8720 4 29.05 1 5
SDKM 75.73 2 5524 3 5
baseline 13.88 1 4286 2 3

Table 6: Results for the primary submissions for the
Upper Sorbian track, ranked by number of points (pts).

de—dsb dsb-QA final
chrF++ pts acc. pts pts
TartuNLP  78.20 4 5756 4 8
NRC 78.24 4 3220 1 5
SDKM 64.34 2 5171 3 5
baseline 12.21 1 4585 2 3

Table 7: Results for the primary submissions for the
Lower Sorbian track, ranked by number of points (pts).

Upper and Lower Sorbian tracks For both
Upper and Lower Sorbian tracks, TartuNLP was
the overall winner with high results in both MT
and QA. Looking at the tasks of translation and
question answering separately, all systems outper-

formed the baseline for translation, while one sys-
tem remained below the baseline for question an-
swering. Indeed, if we focus on the translation
results only, NRC obtained similar or better per-
formance than TartuNLP, but it showed noticeably
lower results for the QA task, since the team chose
to focus on MT performance. As they reported,
exclusively fine-tuning for MT affects the QA per-
formance negatively, with lower accuracy than the
baseline. This confirms our initial assumption and
answers our first research question. On the other
hand, the NRC submission relies on the smaller
1.5B model and manages to compete with the larger
3B model effectively. This is a promising result for
low-resource MT.

For QA, the improvements remain more modest
in comparison, with the accuracy increasing by
15 and 11 points, for Upper and Lower Sorbian,
respectively. The lack of dedicated training data in
the language and the variety of the exercises seem
to be the main reasons preventing the models from
reaching higher scores.

Ukrainian track For the Ukrainian track (Ta-
ble 8), only one team (SDKM) participated, achiev-
ing results that slightly outperformed the baselines
for both MT and QA. In MT, the gains were rather
for the closely-related cs—uk pair than for the more
distant en—uk pair. Despite accounting for differ-
ences in input style between the development and
test sets, the results indicate that translating more
complex, document-level content remains a sub-
stantial challenge for Ukrainian. In QA, the team
also surpassed the baseline. For broader compari-
son, in the UNLP2024 shared task (Romanyshyn
et al., 2024), the best-performing model based on
Mistral-7B achieved an accuracy of 49, highlight-
ing that smaller models still struggle to reach com-
petitive performance on this task.

6 Deeper Analysis and Discussion

This section focuses on a few analyses of the re-
sults. For Ukrainian, to approximate a more ad-
vanced evaluation, we compared the participants
and the baseline MT results with xCOMET (Guer-
reiro et al., 2024) (§6.1). For the Sorbian lan-
guage tracks, we check the QA accuracy per lan-
guage level (§6.2), contrast the translation per-
formance against other MT approaches (§6.3.1),
namely against the current Sorbian-German transla-
tor, and perform a manual annotation of translation
outputs (§6.3.2).
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cs—uk en—uk uk-QA final
chrF++ points chrF++ points acc. points points
SDKM 8.09 2 2.98 2 35.82 2 6
baseline  3.48 1 0.34 1 31.16 1 3

Table 8: Results for the primary submissions for the Ukrainian track.

6.1 Evaluating Ukrainian MT with xCOMET

Since the XCOMET metric (Guerreiro et al., 2024)
has demonstrated strong performance as a neural-
based automatic MT evaluation method and sup-
ports Ukrainian, we employed it to gain a deeper
insight into the Ukrainian MT results.

We tried both xCOMET-XL® and xCOMET-
XXL'° to estimate the difference in significance
between the baseline and SDKM team results. The
results from xXCOMET models are presented in Ta-
ble 9.

lang. pair z-wins y-wins stat.  p-value
xCOMET-XL
cs—uk 0.09 0.88 -1.80  0.07
en—uk 0.44 048 -0.13  0.89
xCOMET-XXL
cs—uk 0.01 0.97 -3.17 0.00
en—uk 0.42 0.48 0.04 0.96

Table 9: Comparison of the xCOMET results for the
baseline () and SDKM (y) Ukrainian MT submissions
with ¢-test results.

For the en—uk pair, both XL and XXL mod-
els confirmed that the differences between systems
were not statistically significant. In contrast, for
the cs—uk pair, the XL model results were border-
line with respect to the null hypothesis, while the
XXL model clearly indicated a significant differ-
ence. These findings confirm that the SDKM team
achieved better performance for cs—uk translation.

In addition, we conducted a qualitative analy-
sis of the MT outputs at the sample level. A na-
tive Ukrainian speaker evaluated the translations
for both fluency and adequacy. Representative ex-
amples from both models are included in the Ap-
pendix B.2. We observe that both models struggled
with paragraph-level translation. In several cases,
the baseline system failed to generate any output

9https ://huggingface.co/Unbabel/XCOMET-XL
Ohttps://huggingface.co/Unbabel/XCOMET-XXL

at all. The SDKM team’s results, however, are par-
ticularly interesting: although their translations did
not reproduce the full paragraphs, they captured
the main content, resembling a blend of translation
and summarisation. This suggests that, with more
granular input pre-processing, the model could po-
tentially produce more accurate translations.

6.2 Detailed Sorbian QA results

model Al A2 B1 B2 C1
Upper Sorbian

TartuNLP 86.67 82.14 56.82 3750 51.92

NRC 50.00 32.14 2273 19.64 30.77

SDKM 80.00 78.57 56.82 41.07 4231

baseline 70.00 57.14 4091 26.79 38.46
Lower Sorbian

TartuNLP 89.66 7143 56.82 41.07 50.00

NRC 55.17 42.86 18.18 26.79 31.25

SDKM 82.76 57.14 50.00 37.50 47.92

baseline 65.52 75.00 43.18 2679 41.67

Table 10: Accuracy on the QA datasets per language
level for Upper and Lower Sorbian.

Table 10 presents the details of the Sorbian QA
results for each language level (Al to C1). We
observe that the accuracy drops overall with more
difficult question levels for both Upper and Lower
Sorbian, except for the B2 level. The lower score
at the B2 level for all models compared to the tech-
nically more difficult C1 level could be explained
by the question types. We recall here that since the
questions come from an actual language certifica-
tion, they are diverse in terms of question type and
number of possible answers (cf. §3.1). This also
means that we gave equal weight to comparatively
more difficult and simpler questions in the main
evaluation. If we choose a passing accuracy of 50,
most submissions reach a B1 level approximately.

509


https://huggingface.co/Unbabel/XCOMET-XL
https://huggingface.co/Unbabel/XCOMET-XXL

6.3 Detailed Sorbian MT Results

6.3.1 Comparing Sorbian MT

For both Upper and Lower Sorbian, we compare
the performance of the submitted systems with ex-
isting MT-specific models and quantised versions
of LLMs. We present two types of models: the
current MT model from the WITAJ-Sprachzentrum
(sotra) and a quantised version of the TartuNLP
model.

sotra Sotra!! is the Machine Translation platform
developed by the WITAJ-Sprachzentrum since
2019. Dedicated models translate from and to four
languages: Upper Sorbian, Lower Sorbian, Ger-
man, and Czech (except the German-Czech pair),
as of 2025. It is based on 800MB fairseq models
(Ott et al., 2019), and S0MB quantised versions
(INTS with CTranslate2) have been used for the on-
line version for notably faster outputs. We present
the scores for both systems.

Quantised version of the TartuNLP submission
Since the sotra website relies on the quantised ver-
sion for faster inference, we also quantised the
model submitted by the TartuNLP team in two
different ways. More precisely, we consider a
Q4_K_M and a Q8_0 quantised GGUF version
of the model.

de—hsb de—dsb

NRC 87.20 78.24
TartuNLP 86.33 78.20
SDKM 75.73 64.34
baseline 13.88 12.21
sotra quantised 79.07 75.92
sotra unquantised 81.52 77.38
TartuNLP Q4_K_M  83.96 75.55
TartuNLP Q8_0 84.83 76.65

Table 11: Comparison of the chrF++ scores on the Up-
per and Lower Sorbian test dataset for different MT
systems.

Results Table 11 presents the MT results on the
same test dataset for sotra models and the quantised
TartuNLP models. We first observe that the best
MT submissions (NRC and TartuNLP) are better
than the current Sorbian translator, sotra, for both
languages and even with the unquantised version.
The gap is larger for Upper Sorbian than Lower

"https://sotra.app

Sorbian. We note, however, that the sotra models
are older and are thus trained with less data. They
are also smaller with around 56M parameters.
Besides, as expected, more aggressive quantisa-
tion leads to worse performance. For instance, the
Q4_K_M version of the TartuNLP model slightly
underperformed compared to the current online so-
tra model in Lower Sorbian. For Upper Sorbian,
the systems still performed better. The inference
time is, however, still in favour of the sotra model.

6.3.2 Manual rank annotation of Sorbian MT

As more advanced and reliable automatic met-
rics are not available for both Sorbian languages,
we also evaluate the machine translation outputs
through manual rank annotation, despite the high
human and time cost associated with it.

Annotation methodology For each Sorbian lan-
guage, one native speaker ranked the translations
from the four systems (including the baseline) for
60 sentences, thanks to the joint organisation with
WITAIJ-Sprachzentrum. To select the sentences,
we first filter the test set (and translations) to avoid
cases where two or more systems output the same
or too similar sentences (especially for short sen-
tences) or obtain extreme chrF++ scores (e.g., is-
sues with the generation or perfect translation).
Then, we randomly select 60 sentences and shuffle
the translations before the manual annotation, to
reduce bias from the order of the systems.

The two annotators were given the same instruc-
tions regarding the ranking. Ranks are assigned to
the four translations of the sentence, from 1 for the
best translation to 4 for the worst. If two transla-
tions are of similar quality, the same score rank can
be given (e.g., 1, 2, 2, 4). The reference translation
is also given for information purposes. Annota-
tors can additionally put comments beside each
machine translation.

Results Table 12 compares the MT system
rankings produced according to our main metric
(chrF++ score) and the human evaluation for both
languages. Unsurprisingly, the baseline model is
consistently ranked last by the human annotator for
both Sorbian languages; the higher ranks achieved
in Lower Sorbian are only due to a large number of
ties (e.g., [1, 2, 2, 2]), which blur their poor abso-
lute performance here. The best submitted system
is, however, more difficult to conclude; as with the
chrF++ score, the annotators also found the NRC
and TartuNLP model outputs to be of higher and
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rank chrF++ human
NRC TartuNLP SDKM base. NRC TartuNLP SDKM base.
Ist 28 22 10 0 23 26 11 0
Usoer Sorbian 204 18 29 13 0 24 25 12 0
pp 3rd 14 9 37 0 13 9 37 0
4th 0 0 0 60 0 0 0 60
Ist 34 22 4 0 45 37 22 1
Lower Sorbiay 204 24 32 4 0 14 18 16 7
R ¢ ) 6 52 0 1 5 22 15
4th 0 0 0 60 0 0 37

Table 12: System rankings according to the chrF++ score and the human evaluation for 60 sentences. For instance,
the NRC translations in Upper Sorbian were ranked first among the four systems for 28 sentences according to
chrF++, while it was 23 times according to the human evaluation.

similar quality. Interestingly, for Upper Sorbian,
the latter model seems to be better with the human
evaluation.

We also count how often the rankings according
to human annotations and chrF++ perfectly match.
27 system rankings (out of 60) are identical for
Upper Sorbian and 3 for Lower Sorbian. This dif-
ference is due to the higher number of ties given
to the systems in the manual annotation of Lower
Sorbian.

Qualitatively, the Lower Sorbian annotation com-
ments also showed that the output machine trans-
lations still remain unsatisfactory overall, even for
the best-ranked system. We present selected exam-
ples for both languages in Appendix B.1.

7 Conclusion

The WMT 2025 Shared Task LL.Ms with Limited
Resources for Slavic Languages was the first at-
tempt to evaluate two tasks jointly, Machine Trans-
lation and Question Answering, and to assess how
they impact each other. We focused on three Slavic
languages: Upper and Lower Sorbian (paired with
German for MT), and Ukrainian (paired with Czech
and English). Submissions were constrained to
open-source datasets and Qwen 2.5 models below
3B parameters for reproducibility.

Three teams participated. TartuNLP was the
overall winner by jointly fine-tuning the model us-
ing Sorbian and instruction datasets. NRC won
both Sorbian MT tasks with a smaller 1.5B model
by focusing on the MT task only. SDKM submitted
to all three tracks using additional external datasets
as well as data augmentation with machine trans-
lation and won on the Ukrainian track. All sub-
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missions improved the Machine Translation quality
over the baseline Qwen 2.5 3B model. We ob-
serve that only focusing on MT negatively affects
QA performance, answering our first research ques-
tion. However, improving the model capabilities
on two different tasks remains possible even for
small LLMs. This first shared task paves the way
for an extension to other tasks and low-resource
languages.

Ethics Statement

The shared task focused specifically on smaller
models, limiting the submissions to LLMs below
the milestone of 3B parameters. This lowers the
computational barrier for participants, fostering
accessibility and a smaller ecological footprint.

We also strove to have the results reproducible by
ensuring that the teams only use both open-source
models and datasets. Participants were encouraged
to make their model public.

For the Sorbian tracks, the shared task relies
on the partnership with the WITAJ-Sprachzentrum.
They provided all new Sorbian datasets for both
tasks. For the manual evaluation experiment of
the Sorbian MT outputs, both annotators were con-
tacted through the WITAJ-Sprachzentrum.

Limitations

The main limitations of this shared task come from
the restricted resources. In-domain training data
was scarce overall, if not completely lacking, as
in the Sorbian QA task, compared to other high-
resource languages. Hence, participants needed to
resort to data augmentation or external data with
machine translation to circumvent this constraint.



Besides, diverging data formatting might have
added another layer of complexity, which is orthog-
onal to our research question. For Ukrainian MT,
the sentence-level training data contrasted with the
document-level input in the test set, and for Sor-
bian QA, the exercise variety in type and number
of possible answers proved to be a challenge.

Finally, the shared task focused on track-based
(i.e., language-specific) approaches for models and
not a fully multilingual LLM for all three Slavic
languages. The submissions to the Sorbian tracks
showed that fine-tuning with both languages proved
to be mutually beneficial.
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A Baseline Prompts

We show the examples of the MT and QA prompts used in the baseline. Below, we first show the MT
prompt for Czech to Ukrainian. The other translation directions match this template, with the language
names and ISO-3 codes substituted.

’

Translate the following Czech text to Ukrainian.
Put it in this format <ukr> Ukrainian translation </ukr>.
<cze> {{src_text}} </cze>

Below is the QA prompt. The possible answers for Ukrainian are A, B, B, I', and /1, so the output of
the model is constrained to these 5 options in our evaluation of the baseline. Similarly, the Upper and
Lower Sorbian answers are constrained to 1 to 16. While there are not always 16 possible options for
each question, we did not observe the baseline model ever choosing a value outside the actual range given
in the prompt.

7

{{context}}

Question:
{{question}}

Possible answers:
{{possible_answers}}

Answer :

\

B Illustrative MT Examples per Language Track

We provide several illustrative examples per language track to showcase major successes or problems of
the submitted models.

B.1 Upper Sorbian and Lower Sorbian MT Examples

Tables 13 and 14 present two examples of both Upper and Lower Sorbian machine translation. We
selected sentences for which notable phenomena are visible; they are, however, not representative of the
overall system performance. Hence, we provide the chrF++ score and the translation rank from the human
evaluation for information purposes.

The main issue with the baseline translations for both tracks is the language of the output sentence: it
frequently features words from the German sentence (sometimes corrupted) or non-existing words in the
Sorbian languages or German.

All three submissions improve largely on this issue. We observe a high similarity overall between
the translations; if it was easy to identify the baseline output, annotators had to differentiate the other
translations sometimes based on how well some nuances were captured.

We also present an output from the SDKM submission in Lower Sorbian (first sentence in Table 14)
where non-Latin script characters suddenly appeared. This happened only once in the annotated sentences
(i.e., out of 60).

B.2 Ukrainian MT Track Examples
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chrF++ human

de source Dissoziieren oder sich hiufig benebeln und abschalten sind keine
glinstigen Strategien zur Bewiltigung der Situation.

en translation Dissociating or frequently numbing yourself and switching off are
not effective strategies for coping with the situation.

hsb reference  Disociérowanje abo so husto zamudi¢ a wotSaltowac¢ njejsu pri-
hédne strategije k zmiStrowanju situacije.

baseline Diszozierun 6r seférfi 6r abefeln €d abschaltun sas nesiénn sas ~ 12.27 4
strategyn nog dZewen.

NRC Disociérowa¢ abo so husto zamuci¢ a wotSaltowac njejsu Zane  82.97 2
dobre strategije k zmiStrowanju situacije.

SDKM Dissociérowa¢ abo so husto pohtusi¢ a wotpina¢ njejstej Zanej  56.74 3
spomdznej strategiji k zmiStrowanju situacije.

TartuNLP Disoci€érowaé abo so husto zamuci¢ a wotSaltowaé njejsu zane  90.06 1

prihddne strategije k zmiStrowanju situacije.

de source Und paradoxerweise verhalf ihm eben dieser Ultradogmatismus
durch alle Spaltungen, Intrigen, Sduberungen hindurch zum Durch-
bruch.

en translation And paradoxically, it was precisely this ultra-dogmatism that
helped him achieve his breakthrough through all the divisions,
intrigues, and purges.

hsb reference A paradoksnje dopomha jemu runje tutén ultradogmatizm prez
ws¢€ rozpacenja, intrigi, ¢isCenja k predobycu.

baseline Ie ultradogmatizmus verhal iem dém dazulieb, dém derselbe = 21.95 4
dazulieb, dém derselbe durch alle spaltungen, intrigen, sduberun-
gen hiddur kom.

NRC A paradoksnje dopomha jemu runje tutén ultradogmatizm prez ~ 81.23 3
w§€ pacenja, intrigi, wucCiscenja prez predobyce.

SDKM A paradoksnje dopomha jemu runje tutén ultradogmatizm prez ~ 93.54 1
ws¢ pacCenja, intrigi, Cis¢enja k pfedobycu.

TartuNLP A na paradoksne wasSnje dopomha jemu runje tutén ultradogma-  87.57 2

tizm prez ws€ pacenja, intrigi, CisCenja k predobycu.

Table 13: Examples from the de—hsb MT track submissions. We also present the chrF++ scores alongside the
human rank annotation.
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chrF++ human

de source

en translation

dsb reference

Er nannte als gutes Beispiel die Talsperre Versetal in Nordrhein-
Westfalen.

He cited the Versetal dam in North Rhine-Westphalia as a good
example.

Woén jo pomjenit ako dobry pSiktad gasenski jazor Versetal w
Nordrhein-Westfalske;j.

baseline Er nannte als gutes Beispiel die Talsperre Versetal in Nordrhein-  28.07 4
Westfalen.

NRC Woén jo pomjenit ako dobry psiktad récnu zawéru Versetal w  78.59 1
Nordrhein-Westfalske;j.

SDKM Wén jo pomjenit ako dobre psiktady récnu zawéru Wortetzerl#  57.98 2
7E Nordrhein-Westfalskej.

TartuNLP Wobn jo pomjenit ako dobre pSiktady récnu zawéru Versetal w  70.57 2
Nordrhein-Westfalske;j.

de source Ob sie wohl jener Mann gesandt hat, dachte Matej und stapfte in
den unbekannten Wald.

en translation  Matej wondered whether that man had sent him and trudged into
the unfamiliar forest.

dsb reference  Léc jo jich ten muski pdstat, jo Matej pémyslit a stupat do njez-
nateje gole.

baseline Matej pohajowat pohadzowat, ze gotomany ménka go do  19.83 4
niekowiednega wegla wystat, i chodzil w ten weglu.

NRC Léc drje jo jich ten muski postal, jo myslit Matej a jo stupat do  78.26 1
njeznateje gole.

SDKM Abo jo wona togo muskego pdslata, jo se Matej pddat do njeznateje  45.61 3
gole.

TartuNLP Léc drje jo jich ten muski wupdstal, jo myslit Matej a stupat do  63.81 2

njeznatego lésa.

Table 14: Examples from the de—dsb MT track submissions. We also present the chrF++ scores alongside the
human rank annotation.
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Original

Baseline

SDKM

Vypravécem spletitého piibéhu,
tociciho se kolem ukradeného
velkého diamantu, je nedspéSny
boxersky  promotér  zvany
Turek, ktery se k divokému
koloto¢i udalosti pfipletl se
svym komplicem Tommym
vlastné nahodou.  Ukradeny
diamant ma predat kuryr Franky
Ctyiprst 4k americkému $éfovi
Avimu. O drahokam vsak
maji zdjem dal$i gangstefi a
zlodéjiccei, mezi nimi predevsim
bezohledny rusky zabijdk Boris
Bfitva, Cernossti provozovatelé
zastavarny Vincent a Solomon a
nakonec i nemilosrdny gangster
a organiztor nelegdlnich boxer-
skych zapast Krut'ak...

’[invalid]’

ABTOpCHKa raHTCTEPCHKA KOME-
nist Tio Piui, 3 4echKoo Ha-
sporo Ilindyc (1998), Gasye-
ThCd Ha IOMEPETHBLOMY (DiTbMi
TOTO 2K KaHpy, beiicbos, Bu-
kuHbTe rporm (1994).

Triptany = specifickd 1écba
akutni migrény. NeuroloZka
Markéta Tuckovd a moderni
1éCebné postupy ® mujRozhlas V
tuto chvili vitime ve studiu CRo
Hradec Kralové pani doktorku
Markétu Tuckovou z oddéleni
neurologie Oblastni nemocnice
v Ndchod¢é. Dobré dopoledne.
Dobry den. NaSe dne$ni téma
jsou bolesti hlavy, migréna, 1é¢ba
moderni metody. To vSechno
bychom dnes chtéli stihnout, i
kdyZ je to samoziejmé moc. Na
uivod tedy, pani doktorko, mohli
bychom si rozdélit, udélat pred-
stavu, jaké jsou dnes moZnosti,
jak pomoct lidem s migrénou v
tom smyslu, jaké 1€ky existuji?...

Tpunrtanu - e creridiana
JIKyBaHHSI aKyTHOI MHTpe-
ui. Hesposorka Mapkera Ty-
IIKOBa, 1 Cy4acHI JIKyBaJbHI
micokynu * mitoPo3xurin

Tax, Tenep npodinmakTuka, 1o
€ Ie OIHIEI0 KaTeropiero, €
HacIpaB/i MpodiTaKTHIHUMEI
IpenapaTaMu, siKi He IIpU3Ha-
4qeHl g JIIKyBaHHS MIrpeHi,
aJle BOHU IPUUMAIOTHCA Jid
3MEHITIeHHs] PU3UKY PO3BUTKY
MiTrpeHi, HAITPUKJIa]T AaHTHATEIIa-
TUIHIMU [IpernapaTaMy, SIKi €
MOHOKJIOHAJIbHUMA AHTHUTiJIa-
MU IIPOTH PETIENITOPIB IJTIOTEHY,
i e Takoxk GioJiorivHa Teparmis
MirpeHi.

Table 15: Examples from es—uk MT track submissions. Both systems have major problems of not being able to

capture full paragraph content.
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Original

Baseline

SDKM

Start to the season she wanted off
and so likewise 83 also off so that
brought out another safety car.
Christopher parrott involved in
that but then great fights for third
place especially as costello took
the lead. Toth involved in a bat-
tle for second, third and fourth. A
couple more offs that brought out
another safety car. Some racing
incidents. Hodson great restart fi-
nally to go into second place and
that’s what nailed that for him but
no one was gonna stop michael
costello who wins.

ITouaru cezon Boma xoTina
i Tomi TakoxK 83 1 odc Tak
o6 i THIMHYBINY 1€ OJUH
ceitaap. Kpucrinep ITapport
OyB y IIbOMY, aJie MOTIM BeJIu-
Kuii 60t 3a TpeTbe MicIe 0Co-
6mBo sk KoocTesio BUKpu-
3yBaB 1epe. ToBmuHa 60ity
3a JIpyre, TPEThE 1 YeTBEPTE.
Jpyri mapa odci mob migHiM-
HyBIINK Iie ofauH ceirdap. He-
KLIbKa PUHKOBUX momiit. Xom-
COH BEJIMKUI IOYNHOK HABITDH
JIO TIOCTaYaHHS JIPyrOro Mi-
cIid 1 TIe 3aBae Homy Iie, aje
2KOJIHOTO He 3ynuHuTh Maii-
kejta Koocrenmo axuit mepe-
Marae.

[Tounnaroun 3 ce30Hy, BOHA XO-
Tijla BUWTHU, TOXK TaK caMo 1 83,
BOHHU 000€ Oy/jin BUHHATI, IO
[PUBEJIO JIO YIE€PrOBOTO 3aIry-
cky Oesneku. Kpicrodep Ilap-
pPOTT OYB IPUYETHUN JIO I[HOTO,
aJjie OTiM BeJInKi 60poTHOH 3a
TpeTe, YeTBepTe 1 I'siTe MicIie.
Hermro apapiifiHuX iHITHIEHTIB.
Xogmcon 6yB y Ipi 3a Apyre Mi-
clie, aje HIXTO He 3YIUHUTH
Maiikmna Kocremnno, skuit Bu-
rpae.

Didn’t expect that if i’m being a
hundred percent honest. I didn’t
expect that i wasn’t gonna make
a video initially but i put out
a tweet saying yay, and there
was already a lot of confusion,
which is understandable there is
so much confusion around what
is happening in america right
now with the tariffs and there’s a
couple of points that i want to get
to with that ...

’[invalid]

’[invalid]®

Table 16: Examples from en—uk MT track submissions. Both systems have major problems of not being able to
capture full paragraph content.
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