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Abstract

The WMT25 Multilingual Instruction Shared
Task (MIST) introduces a benchmark to eval-
uate large language models (LLMs) across 30
languages. The benchmark covers five types of
problems: machine translation, linguistic rea-
soning, open-ended generation, cross-lingual
summarization, and LLM-as-a-judge. We pro-
vide automatic evaluation and collect human
annotations, which highlight the limitations of
automatic evaluation and allow further research
into metric meta-evaluation. We run on our
benchmark a diverse set of open- and closed-
weight LLMs, providing a broad assessment of
the multilingual capabilities of current LL.Ms.
Results highlight substantial variation across
sub-tasks and languages, revealing persistent
challenges in reasoning, cross-lingual genera-
tion, and evaluation reliability. This work estab-
lishes a standardized framework for measuring
future progress in multilingual LLM develop-
ment.

1 Introduction

We are witnessing rapid development of multilin-
gual large language models (LLMs). However, as
pointed out by recent works (Kreutzer et al., 2025;
Wu et al., 2025; Cruz Blandén et al., 2025), multi-
lingual benchmarks lack comprehensiveness, scien-
tific rigor, and consistent adoption across research
labs, undermining their value in guiding multilin-
gual LLM development. Among common prob-
lems are benchmark contamination (Ahuja et al.,
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2024), label noise (Chalamalasetti et al., 2025), re-
liance on non-native (machine-)translated instances
(Chen et al., 2024b), and inconsistent evaluation
pipelines. For instance, some leading LLM descrip-
tions report multilinguality solely through trans-
lated MMLU. There is a mist surrounding multi-
lingual evaluation that we aim to see through with
this year’s MIST shared task.

We introduce a novel multilingual evaluation
benchmark that systematically assesses several key
capabilities of LLMs across 30 diverse languages
using the following sub-tasks:

¢ Machine Translation (MT): A standardized,
well-defined cross-lingual task.

* Linguistic Reasoning (LR): Structured linguis-
tic problem solving in multiple languages.

* Open-Ended Generation (OEG): Using local-
ized open-ended questions to assess language
proficiency instead of specific capabilities.

* Cross-lingual Summarization (XLSum): Syn-
thesizing multilingual content from multiple doc-
uments written in different languages.

e LLM-as-a-Judge: Testing the effectiveness of
LLMs in evaluating the quality of outputs in other
sub-tasks that do not have definitive answers (MT,
OEQG, and XLSum).

We benchmark several of the most commonly
used open- and closed-weight systems on our
tests. These tests provide a multi-faceted evaluation
framework that highlights the strengths and limi-
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Linguistic Here are some word combinations in

Reasoning Hadza and their English translations: 1.
chutisa zzokwanako: the giraffe’s neck 2.
athuitcha slimibii: the men’s axe (for col-
lecting honey) [...] Translate into Hadza:
the male impalas’ horns

Open-Ended  As a news reporter, write an article about

Generation the opening of a new shopping complex,
including who will enjoy it and what ac-
tivities are available.

Cross- Fass bitte diese 6 Bewertungen eines Pro-

lingual dukts auf Amazon auf Deutsch zusammen.

Summariza-  Fleetwood Mack &r som de dr. Skona att

tion lyssna pa. I am super pleased with my
purchase and would order from this seller
again. [...]

Machine You are a professional Czech-to-Ukra-

Translation inian translator, tasked with providing
translations for use in Ukraine. [...]

LLM-as-a- Score the response generated by a system

judge to a user’s request in Lithuanian on a Lik-

ert scale from 1 to 7. The quality levels
associated with numerical scores are pro-
vided below: [...]

Table 1: Example prompts for each sub-task.

tations of current LLMs across diverse linguistic
phenomena while drawing on the rigorous princi-
ples established within the MT evaluation research.

In addition to automatic metrics, we conduct
human evaluation for all sub-tasks without defini-
tive answers, which is then used to assess LLM-
as-a-judge systems. Test sets, system outputs, and
human judgments are released with a permissive
license.!

2 Data and Methodology

In this section, we describe the datasets and prepa-
ration steps used for each of the sub-tasks in our
benchmark. For every sub-task, we curated or
adapted data across up to 30 languages. The high-
level statistics are in Table 2. The following sec-
tions detail the sources of the data, the translation
or localization processes applied, and any addi-
tional filtering or validation steps specific to each
sub-task.

2.1 Linguistic Reasoning

The data for the linguistic reasoning sub-task were
sourced from the 2024 International Linguistics
Olympiad (IOL). In this olympiad, high school stu-
dents compete in solving linguistic puzzles. Prob-
lems and solutions are released online and manu-

! github.com/wmt-conference/wmt-mist

Langs Samples per lang

Machine Translation 30 384
Linguistic Reasoning 15 90
Open Ended Generation 20 100
Cross-lingual Summarization 14 350
LLM-as-a-judge MT 16 1520
LLM-as-a-judge OEG 10 2256
LLM-as-a-judge XLSum 14 3200

Table 2: Number of languages and the number of sam-
ples (prompts) for each language or language pair in
case of MT.

ally translated into the participants’ languages. Pre-
vious benchmarks built from previous linguistics
olympiads in English, such as Linguini (Sédnchez
et al., 2024) and LINGOLY (Bean et al., 2024),
have shown that this type of puzzle is challenging
even for the best LLMs. To evaluate multilinguality,
we propose a multilingual version of this problem.
This enables us to not only benchmark LLMs on
challenging, unseen problems but also measure lan-
guage disparities. The key to these puzzles is not
retrieving acquired knowledge, but rather applying
reasoning.

From problem PDFs to evaluation prompts
IOL problems and solutions are published as PDFs
under the CC-BY-SA 4.0 license.? They are typeset
in the same IKTEX, format for all languages, which
motivates our approach of tuning an automatic ex-
traction for English, and then transferring it to the
other languages. First, we manually extract ques-
tions and solutions from the PDFs for the five tasks
of IOL (languages are Koryak, Hadza, Komnzo,
Daw, and Yanyuwa), which includes breaking tasks
into sub-tasks (e.g. turning a matching task with
four phrases to match across languages into four
individual tasks), capturing metadata such as task
authors, unifying task formulations and formats
across task types. Then, we prompt an LLM to
repeat this process for the other languages.® Last,
with the help of human annotators that are profi-
cient in the respective languages, we fix any er-
rors, post-edit for cross-task consistency and trans-
late task-level instructions.* This yields a total of

%joling.org

3A detailed description of this process is in Appendix A.

“Early attempts to translate tasks automatically rather than
relying on parsing the language-specific solutions, quickly
showed that automatic translation is not well-equipped for
this task (at least not out-of-the-box) because the task involves
disambiguating many single-word terms without much context
(e.g. the word “ roast” could be translated as noun or verb
and in a literal or abstract sense), and special handling of
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Grounding locali;ed 46
generic 54
brainstorming 23
Type f:reative _ 35
informational 25
professional 17
ar_EG, bn_BD, cs_CZ, de_DE,
Available el_GR, en_US, fa_IR, hi_IN, is_IS,
id_ID, it_IT, ja_JP, kn_IN, ko_KR,
Locale

ro_RO, ru_RU, sr_RS (both Latin
and Cyrillic), uk_UA, zh_CN.

Table 3: A breakdown of the 100 test questions in the
open-ended generation sub-task.

90 prompts per language, covering five task types
(classification (4), editing (1), fill-in-blanks (20),
mapping (24) and translation (41)) for 15 languages
(Chinese, Czech, Dutch, English, Estonian, French,
German, Japanese, Korean, Persian, Portuguese,
Russian, Spanish, Swedish, Ukrainian). Languages
were chosen based on overlap with the 30 lan-
guages from the General MT task. For the final
evaluation prompts, we add a simple instruction for
context and answer format to each puzzle (e.g. En-
glish: “Solve the following linguistic puzzle with
the help of the given context. The last line of your
response should only contain the solution within
square brackets [], nothing else.”). We chose not to
explicitly prompt the models for reasoning in order
to avoid introducing any reasoning instruction bias
and favoring models that are explicitly trained for
reasoning. As a result, we can analyze how much
each model tends to reason about each of these, but
without having any expectations on the correctness,
form, or volume of reasoning traces.

2.2 Open-Ended Generation

In this sub-task, we test multilingual language profi-
ciency, e.g. generating native-sounding, useful, and
coherent responses. Below a language’s surface
form are culture, values, and knowledge, so we also
want to test LLMs’ true ability grounded in the use
of each language. The core motivation behind this
is that LLMs sound native in English, but their re-
sponses in other languages are non-natural, contain
English phenomena, or sound robotic (Guo et al.,
2025). While some open-ended generation test sets
exist, e.g. mArenaHard (Cohere Labs et al., 2024),
they are often translated from English (Chen et al.,
2024b) and skewed towards narrow domains like
coding and math, which are not typical multilingual

grammatical annotations such as for singular and plural.

LLM use cases. Therefore, we focus on building
a test set that asks native open-ended questions in
many different domains, rather than specific tasks,
e.g. writing a news article about a topic.

We prepared 100 questions manually with the
help of LLMs, localized them into different lan-
guages, and asked native speakers to post-edit them
to make them more natural and native. As a result,
this multilingual test set contains comparable ques-
tions localized into each locale (language and coun-
try/region). The details of the process for question
creation and localization are as follows.

English question creation First, we obtained a
set of 100 English questions via two complemen-
tary workflows:

1. Three authors of this paper wrote a small pool
of diverse questions.

2. We iteratively fed five randomly selected
human-authored questions to two LLMs (GPT-
4.1-mini and Command A), asking for a new
question.

3. Then we manually inspected and post-edited
these questions while mixing them with the orig-
inal human-written questions.

To ensure each question’s applicability to multiple
locales, all locale-specific mentions stay as place-
holders, e.g., using “{1language}” instead of “En-
glish” in prompts like “Please suggest an idiom in
{language}”.

Localization and quality control We local-
ized the English questions into 19 more unique
language-writing script combinations, each of
which is designated a country too, to better ground
questions in locales. A full list of locales is avail-
able in Table 3, and the five-step process is detailed
below:

1. Localization: We used four LLMs’ to local-
ize the questions and replace placeholders with
locale-specific content, yielding four candidate
variants per question.

2. Baseline: We also generated a reference transla-
tion for each question using Google Translate.

3. Sanity Check: To prevent LLMs from answer-
ing the question rather than faithfully localizing
it, using the Google Translate version as a refer-
ence, we discarded any model variant that has
a chrF score below 30 or exceeds the baseline

SDeepSeek V3, Gemini 2.5 Pro, Command A, GPT 4.1
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length by more than 50% per NLLB-200 tok-
enization.

4. Selection: From the remaining variants, we dis-
carded the lowest-scoring chrF candidate, then
randomly selected a variant translation for inclu-
sion. If no variant passed filtering, we defaulted
to the Google Translate baseline.

5. Human Inspection: we conducted a review and
applied post edits if necessary for all languages
to minimize non-nativeness and translationese.

Nature of the questions In Table 3, we present
a breakdown of the types of test questions and ex-
pected responses. By counting placeholders in the
seed English questions, we find that 46 questions
explicitly mention a language/country-specific en-
tity (i.e., locale-grounded), and 54 questions are
more generic. Using Gemini 2.5 Pro followed by
human inspection, we classified the nature of the
expected responses into one of “brainstorming”,
“creative”, “informational”, or “professional”. It is
worth noting that while we assigned only one label
to each question, the labels are not strictly mutually
exclusive.

2.3 Cross-lingual Summarization

Our cross-lingual summarization dataset combines
multilingual review data from two complemen-
tary sources: Amazon product reviews and Google
Maps restaurant reviews. The dataset construc-
tion process involved systematic sampling, lan-
guage balancing, and content filtering to ensure
high-quality cross-lingual evaluation data.

Data collection We integrated data from two
distinct domains to maximize linguistic diversity:
Amazon product reviews for consumer products,
and Google Maps restaurant reviews for restau-
rants This resulted in an initial scraped dataset of
12,040 reviews spanning 853 products and restau-
rants. Each data item was paired with a product
or restaurant-specific summarization prompt in 14
target languages: Arabic (Egyptian), Czech, Chi-
nese (Simplified), French, German, Hindi, Indone-
sian, Italian, Japanese, Korean, Russian, Spanish,
Swedish, and Turkish. The summarization prompt
instructions were created by translating the original
English summarization prompt into all target lan-
guages, with all translations checked by proficient
speakers of each respective language to ensure lin-
guistic accuracy and cultural appropriateness.

Content filtering and quality control We ap-
plied comprehensive filtering criteria to ensure
high-quality multilingual content suitable for cross-
lingual evaluation:

» Language-based filtering: Using language iden-
tification®, we omitted reviews in languages not
covered by the sub-task and retained only prod-
ucts/venues with reviews in more than one lan-
guages.

* Content length filtering: Reviews shorter than 50
characters (Amazon) or 20 characters (Google
Maps) were removed as non-informative. We
applied IQR-based outlier removal per language
to eliminate excessively long individual reviews,
while enforcing a 1,500-character limit on the
final merged multi-document input for manage-
able human evaluation.

* Language pair balancing: We removed over-
represented language combinations to maintain
dataset balance and promote multilingual scenar-
i0s. We implemented a mixed-content counting
algorithm that handles both alphabetic and logo-
graphic writing systems appropriately.

Balanced sampling To ensure equal representa-
tion of each target language while maximizing data
diversity, we implemented a two-stage sampling
approach, which first maximizes coverage across
unique data items, then achieves exactly 350 exam-
ples per target language (4,900 total examples). We
prioritized examples without English input to pro-
mote true cross-lingual scenarios for less-explored
languages.

Data characteristics The final dataset contains
1.1M words across all examples, with an aver-
age of 230 words per example. it exhibits strong
cross-lingual properties: 86.3% of examples re-
quire summarization in a target language different
from any of the input languages, and 46.8% con-
tain no English in the source reviews. The dataset
comprises 66.0% Google Maps restaurant reviews
(3,232 examples) and 34.0% Amazon product re-
views (1,668 examples).

2.4 Machine Translation

The MT sub-task adopts the WMT25 General MT
test set; full details on data sourcing, difficulty sam-
pling, and human references collection are docu-
mented in Kocmi et al. (2025a).

8 github.com/saffsd/langid.py
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Sources and domains Source documents were
collected across six domains (news, social, speech,
literary, educational, dialogue) and three source
languages (Czech, English, Japanese). Speech in-
cludes source audio with ASR transcripts, and so-
cial includes thread screenshots, with the objective
of looking at some of the impacts of multimodal
translation. The focus is on the most recent data
possible to minimize potential overlap with the pre-
training and fine-tuning data of the models under
evaluation. All source texts were originally au-
thored in the source language. This approach is
crucial to avoid “translationese” in the source texts,
which can negatively affect evaluation accuracy
(Toral et al., 2018; Freitag et al., 2019; Laubli et al.,
2020; Graham et al., 2020). To balance domains
and source languages, for each domain and source
language combination, we targeted ~9k words and
60—100 segments, with an average segment length
of ~100 words. This design enables the micro-
averaging of results across languages and domains
without any single category disproportionately in-
fluencing the final scores. However, there are some
exceptions, as keeping these variables fixed was im-
practical. For example, the average segment length
for the English and Japanese Speech data is 145.27
and 180.59 words, respectively, which is higher
than the 100-word objective. Similarly, the dia-
logue domain’s segments have an average length
of 178.8 and 147.3 words, respectively. Compre-
hensive domain-specific collection procedures and
final test set statistics are detailed in Kocmi et al.
(2025a).

Translation instructions There is no standard-
ized prompt instructions for WMT machine trans-
lation evaluation, various are used, from simple
‘Translate into {target_lang}:‘ to more complex in-
structions adding additional instructions such as
“Your goal is to accurately convey the meaning and
nuances of the original {source_lang} text while ad-
hering to {target_lang} grammar, vocabulary, and
cultural sensitivities. (Deutsch et al., 2025).

For our use case, we extend the instruction to
cover more details that human translators are asked
for. Furthermore, we modify the instructions for
each domain. Detailed prompt instructions are in
Table 18.

2.5 LLM-as-a-judge for OEG and XLSum

LLM-as-a-judge has recently emerged as an auto-
mated solution to open-ended generation evalua-

tion (Zheng et al., 2023b; Verga et al., 2024). It
achieves high correlation with human judgment,
but its efficacy for languages other than English
remains little known (Son et al., 2024). To eval-
uate the capabilities of models to perform quality
assessment of other LLM outputs, we set up the
sub-tasks of LLM-as-a-judge for open-ended gen-
eration, cross-lingual summarization, and machine
translation, where participating systems run evalu-
ation on system outputs from those sub-tasks.

The LLM judges are given the same instructions
provided to human annotators, and are assessed by
computing their judgments’ correlation to human
judgment. To evaluate LLM-as-a-judge for the
OEG and XLSum sub-tasks, we take all samples
that are evaluated with human annotators and use a
prompt instruction to judge the system output on a
Likert scale of 1-7. For each system output, we run
LLM-as-a-judge separately on different evaluation
criteria, guided by a rubric each. Specifically:

* OEG: instruction following, naturalness, and co-
herence

e XLSum: faithfulness, coverage, naturalness, and
coherence

The exact prompt instructions are provided in Ap-
pendix B. As human evaluation was available for
only a subset of languages and systems, LLM-as-a-
judge was tested on the same set of data.

2.6 LILM-as-a-judge for MT

Automatic machine translation evaluation is the
catalyst of progress in translation technologies, of-
fering a quick, low-cost signal of quality. Early
metrics were string-matching against a reference,
such as BLEU or ChrF (Papineni et al., 2002;
Popovié, 2015), which were replaced by trained
metrics, such as COMET or MetricX (Rei et al.,
2020; Juraska et al., 2023), and finally LL.M-as-a-
judge (Kocmi and Federmann, 2023). Even though
each replacement increased the correlation with hu-
man judgment of translation quality, new concerns
have emerged regarding language bias, robust-
ness (Moghe et al., 2025; Zouhar et al., 2024a,b),
and self-bias for evaluation (Wataoka et al., 2024,
Zheng et al., 2023a; Stureborg et al., 2024). This
meta-evaluation of automated metrics is usually
handled by the WMT Metrics Shared Task (Lavie
et al., 2025; Freitag et al., 2024).

In order to test the capabilities of models to per-
form as LLM-as-a-judge to judge machine trans-
lation, we adjust the GEMBA-DA (Kocmi and Fe-
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Model and size Technical report Model LR MT OEG XLSum
AyaExpanse 8B Cohere Labs et al. (2024) Gemini 2.5 Pro 100% 95% 94%  100%
Command R 7B Cohere et al. (2025) GPT 4.1 85% 90%  100% 94%
EuroLLM (9B) Martins et al. (2025) DeepSeek V3 90% 80% 88% 65%
Gemma 3 (12B) DeepMind et al. (2025) Claude 4 95% 78% 81% 88%
Llama 3.1 (8B) Grattafiori et al. (2024) Mistral Medium 70% 75% 75% 82%
Mistral (7B) Mistral et al. (2023) Llama 4 Maverick 80% 61% 50% 53%
Qwen 2.5 (7B) Alibaba et al. (2024) Qwen3 235B 65% 63% 56% 41%
TowerPlus (9B) Rei et al. (2025) CommandA 75% 56% 62% 59%
Gemma 3 27B 60% 53% 69% 76%
AyaExpanse 32B Cohere Labs et al. (2024) Gemma 3 12B 55% 42% 449 71%
Claude 4 Sonnet AyaExpanse 32B 50%  31%  38%  47%
Command A (l 1 1B) Cohere et al. (2025) AyaExpanse SB 30% 20% 31% 29%
DeepSeek V3 (671B) DeepSecek et al. (2024) Llama 3.1 8B 40% 17% 259 18%
EuroLLM (22B) Martins et al. (2025) CommandR7B 20% 14% 19% _
Gemini 2.5 Pro Google et al. (2025) Qwen2.5 7B 35% 8% 12% 12%
Gemma 3 (27B) DeepMind et al. (2025) Mistral 7B 5% 5% 6% 6%
GPT 4.1 TowerPlus 72B 45%  37% - 35%
Llama 4 Maverick (400B) TowerPlus 9B 25%  27% - 24%
Mistral Medium EuroLLM 22B 15%  25% - -
Qwen3 (235B) Alibaba et al. (2025) EuroLLLM 9B 10% 19% - -

TowerPlus (72B) Rei et al. (2025)

Table 4: List of all LLMs evaluated in this work. Un-
shaded models represent “constrained”” models, which
are smaller and open weights in contrast to “uncon-
strained” which do not have any limits on being public
or size.

dermann, 2023) prompt with the latest WMT25
human evaluation instruction. The exact prompt
instruction is in the Appendix B.

3 Benchmarked Models

For this shared task, we defined two categories
for model participation: constrained with several
restrictions on model size and licensing; and un-
constrained without any limitations. The same way
as the General Machine Translation task (Kocmi
et al., 2025a). Specifically, the constrained cate-
gory is restricted to models with fewer than 20B
parameters and requires that models be shared as
open weights.

Unfortunately, our shared task did not obtain
any (valid) participating systems. However, we col-
lected and benchmarked outputs of popular models.
The selection process was to identify the strongest-
performing system per category for each of the pop-
ular model families. This approach ensured that
both constrained and unconstrained models were
consistently represented; the resulting model list
thus reflects a broad yet balanced selection of mod-
els, enabling multilingual assessment of the current
LLM landscape across languages and problems.

The list of all systems is in Table 4. During the
output collection, we ran into budget and API throt-
tling restrictions and thus could not collect some

Table 5: Aggregate results across four sub-tasks, con-
verted into percentile ranking (100%=first).

of the systems’ outputs for all sub-tasks. When
collecting outputs, we set the temperature to 0 and
used a unified script.’

4 Results

In this section, we present the results and key in-
sights for each sub-task and benchmarked model.
Although automatic evaluation was applied to all
prompts and outputs, human evaluation was not
conducted for all tasks, systems, or languages, due
to budget constraints and annotator availability.
Nonetheless, human evaluation often proved more
reliable than automatic metrics, so we release all
annotations for future work on meta-evaluation.

4.1 Linguistic Reasoning

In order to evaluate linguistic reasoning, we choose
to break them as much as possible into tasks so
that we can grade LLM answers as precisely as
possible (which distinguishes this work from previ-
ous linguistic reasoning benchmarks). Depending
on the task type, we choose either exact match
(classification, mapping, fill-in-blanks, editing) or
ChrF (translation) as a metric. The scores have
to be taken with a grain of salt because ChrF is
likely not perfectly expressing the degradations be-
tween useless and perfect translation. We assume it
rather overestimates translation quality compared
to IOL judges. Each task comes with a number
of points ([0.5, 1.0, 1.5, 2.0, 2.5]), summing to 20

7 github.com/wmt-conference/wmt-collect-translations
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Q
172} =

g" Eﬁ :5)0 2 S g = g‘) § z % :g g = E g %

5 & 2 % &2 E S 5 % 3 §E E & g & & £
Model 2 & & 5§ £ 8 2 2 £ & & 5 ¢ 5 & & 5
Gemini 2.5 Pro 36.3 40.3 38.1 38.3 399 373 37.5 363 39.5 355 354 339 409 36.8 32.5 29.4 28.8
Claude 4 29.7 33.8 355 24.6 329 338 279 29.7 30.8 28.4 29.8 32.1 263 293 27.0 263 26.2
DeepSeek V3 23.6 28.5 279 232 279 282 24.1 23.6 224 21.8 23.1 229 204 21.5 245 206 17.4
GPT 4.1 234 29.0 279 20.5 274 243 27.1 234 24.1 227 21.6 23.0 153 24.6 294 21.8 12.7
Llama 4 Maverick 22.9 30.5 272 224 265 259 232 229 24.6 20.8 20.2 24.5 202 22.1 194 213 14.2
CommandA 19.8 22.0 21.1 17.8 20.6 188 232 19.8 18.8 17.8 21.3 20.8 21.8 20.1 18.8 18.2 15.7
Mistral Medium 19.8 25.8 235 204 212 249 20.8 19.8 21.8 232 229 168 152 15.1 14.6 15.7 14.8
Qwen3 235B 17.6 199 226 22.0 19.1 209 21.1 17.6 146 21.5 160 18.6 17.8 13.0 134 143 9.6
Gemma 3 27B 17.0 17.1 17.1 184 183 18.1 17.8 17.0 142 199 20.0 16.7 182 12.5 17.0 14.8 15.0
Gemma 3 12B 165 15.6 18.7 21.1 17.3 17.2 189 16.5 123 158 159 176 12.8 13.3 179 16.6 16.0
AyaExpanse 32B 153 16.7 17.2 189 17.7 14.8 18.7 153 19.0 123 18.1 10.7 15.7 15.0 3.5 15.1 157
TowerPlus 72B 134 179 17.6 176 148 11.1 144 134 142 146 16.5 132 151 92 131 7.9 32
Llama 3.1 8B 10.8 14.0 155 14.7 16.1 13.1 132 108 11.1 113 102 6.0 66 6.7 64 7.1 10.1
Qwen2.5 7B 10.7 12.6 11.5 13,5 122 10.0 10.8 10.7 11.1 79 7.7 115 119 9.6 104 8.1 122
AyaExpanse 8B 8.7 104 132 13,5 107 109 11.8 87 7.1 74 74 70 84 88 1.8 44 8.1
TowerPlus 9B 85 139 60 138 86 135 98 85 7.1 6.8 65 38 88 55 90 80 6.1
CommandR7B 73 95 81 135 13.1 116 92 73 87 59 48 56 32 43 06 46 7.1
EuroLLM 22B 57 11.7 78 104 43 88 59 57 60 6.7 06 62 37 59 49 00 2.1
EuroLLM 9B 26 19 39 57 17 16 49 26 02 39 16 20 07 56 49 00 1.1
Mistral 7B 26 6.1 27 58 27 22 04 26 34 13 21 21 07 11 24 23 36

Table 6: Results (number of points) for the linguistic reasoning sub-task (LR) across languages.

points per task and 100 points in total. Points ex-
press difficulty, which is not the same across tasks,
e.g. translation tasks typically give more points
than mapping tasks. The final metric is the sum
of prompt-level scores ([0—1]) multiplied by their
points, such that the maximum attainable score for
each language is 100. The final model ranking is
determined by the average number of points across
languages. The number of obtained points (out
of 100) for each model and language is shown in
Table 6. Below are our three key observations.

First, we note that the maximum score in a single
language is 40.9 and the maximum average score
is 36.3, indicating headroom for this kind of task
overall. All models failed the majority of tasks.
Due to the niche-ness of linguistic reasoning (as
opposed to mathematical reasoning), it is unlikely
that any of the models has seen very similar tasks
during training, which lets this task measure gen-
eralization more than memorization. In the 2024
IOL, the winning participant scored 79% with hu-
man and not automatic scoring, but presented with
the same tasks in their mother tongue. The top-
scoring model here would have barely made it to a
Bronze medal.

Second, the model ranking is fairly consistent
across languages in the top ranks, with the lead-
ing model being Gemini 2.5 Pro across all lan-

8ioling.org/results/2024

guages, Claude 4 following in second place, and
DeepSeek V3, GPT4.1, and Llama 4 Maverick al-
ternating in place 3. As expected, model size also
plays a major role in the ranking: closed-source
(presumably large) LLLMs are leading in the sub-
task, followed by CommandA and Qwen3 235B.
Notably, Gemma 3 shows good multilingual rea-
soning performance, with its 27B and 12B versions
outperforming TowerPlus at 72B and Aya Expanse
at 32B. In the 7-9B range, Llama 3.1 8B is the best.
Still, at this model size, we see a steep decline
when moving from higher to lower-resource (or
unsupported) languages, which is partially due to a
lack of instruction following and failing to respond
in the required answer format.

Third, most surprisingly, we find that English
is not the language that most models perform
strongest in, although it typically dominates rea-
soning tasks like math (Chen et al., 2024a). In
fact, the “best” solution to the tasks was found by
Gemini 2.5 Pro with Korean as the instruction lan-
guage. In particular, the stronger models show sur-
prising performance drops in English: For Claude,
the top performance is 33.8 in German or Span-
ish, while English lags behind with 24.6 points,
scoring the lowest across all languages. Overall,
only Gemma 3 12B, Qwen2.5 7B, Aya Expanse 8B,
CommandR7B, and EuroLLLM 9B performed better
in English than all other languages, and in these
cases only with a small, perhaps negligible margin.
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Model = Z E£ S
GPT 4.1 6.13 594 624 6.20
Gemini 2.5 Pro 6.09 580 625 622
DeepSeek V3 597 565 617 6.09
Claude 4 596 574 6.06 6.08
Mistral Medium 596 568 6.16 6.03
Gemma 3 27B 594 559  6.15 6.07
CommandA 593 565 6.12 6.03
Qwen3 235B 590 557 6.3 599
Llama 4 Maverick =589 573 6.02 5.93
Gemma 3 12B 5.87 557 6.0 5095

AyaExpanse 32B 570 533 589 5.88
AyaExpanse 8B 5.53 510 5.73 5.5

Llama 3.1 8B 521 482 556 526
CommandR7B 520 477 547 5.38
Qwen2.5 7B 517 475 540 535
Mistral 7B 427 388 449 443

Table 7: Per-rubric results for the open-ended genera-
tion sub-task. The points are on a Likert-7 scale where
7 is the maximum. See a per-language breakdown in
Appendix D Table 19.

Explanations for this could be that prompting in
other languages brings up the context that is more
favorable for solving linguistic reasoning tasks, or
that it is just the lack of English dominance in task-
relevant data that usually gives it an advantage for
other tasks like math or knowledge retrieval. An-
other explanation could be that model uncertainty
might generally be quite high, so that resampling
within the same language could cause similar vari-
ance as the one we see across languages. We invite
future work to dive further into these questions.

4.2 Open-Ended Generation

The open-ended generation sub-task is human-
evaluated. We designed a rubric to assess three
aspects: instruction following, naturalness, and co-
herence. This rubric is given to both human evalua-
tors and LLM judges. We only human-evaluated a
subset of OEG outputs: 16 systems, 10 languages,
and the same 46 questions for all system-language
combinations. This is because some questions led
to an overly long response, and TowerPlus and Eu-
roLLM models had very high failure rates.
Results are shown in Table 7, with models
ranked by their average scores on naturalness, in-
struction following, and coherence, across all lan-
guages. Three points stand out. First, propri-
etary models generally perform better, except for
DeepSeek V3, which is a large open-source mix-
of-expert model. Second, performance differences

o g é g S

g T £ & £

z 2 = = £
Model = z & & G
Gemini 2.5 Pro 6.05 590 6.00 6.15 6.13
GPT 4.1 599 596 591 6.17 590
Claude 4 584 576 579 592 586
Mistral Medium 577 552 578 582 594
Gemma 3 27B 573 560 573 5.85 573
Gemma 3 12B 568 550 573 584 5.67
DeepSeek V3 568 535 573 575 5.88
CommandA 564 531 569 577 5.80
Llama 4 Maverick 5.57 554 554 583 5.38
AyaExpanse 32B 556 546 556 577 544
Qwen3 235B 549 520 545 560 571
TowerPlus 72B 537 509 542 546 552
AyaExpanse 8B 527 481 528 564 534
TowerPlus 9B 496 482 498 513 492
Llama 3.1 8B 449 423 454 4.62 457
Qwen2.5 7B 437 392 448 450 457
Mistral 7B 333 277 350 336 3.0

Table 8: Per-rubric results for the cross-lingual sum-
marization sub-task. The points are on a Likert-7 scale
where 7 is the maximum. See a per-language breakdown
in Appendix E Table 20.

among the leading systems are narrow. Third, nat-
uralness scores show a wider spread than instruc-
tion following or coherence, implying a larger gap
between the strongest and weakest systems, and
highlighting the limitations of systems to produce
native sounding text that can be directly used.

4.3 Cross-lingual summarization

We performed a rubric-based human evaluation
similar to the setup in OEG. We specifically test
for naturalness, faithfulness, coherence, and cov-
erage. We evaluated all 14 target languages in the
sub-task. Annotators were proficient in the target
language and English but were not expected to
speak any other language; therefore, we translated
source reviews in all other languages to English
using Gemini 2.5 Flash. The user interface allowed
them to view the original phrasing of the reviews,
if desired.

Three models were excluded from human eval-
uation for the following reasons: the two Eu-
roLLM models frequently copied input summaries
in source languages rather than summarizing them,
and CommandR7B had an issue with outputting
Polish rather than Czech. Given the novelty and
current lack of this type of problem in the field, we
conducted the human evaluation for all 17 remain-
ing systems that did not exhibit these evident issues.
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Due to budget constraints, we restricted the number
of evaluated outputs to 18, resulting in 306 exam-
ples rated for each language. The samples were
selected based on output diversity using BLEU as
the metric. We anticipate that a diverse set of out-
puts with human ratings will help future efforts in
validating automatic metrics for this problem.

We present our preliminary analysis based on
12 target languages in Table 8. When averaged
across all target languages, closed-source models
have an advantage, with Gemini 2.5 Pro being the
best-performing system in the unconstrained track.
However, open-weight models are not far behind,
led by Gemma3-27B. Model size seems to mat-
ter with all of the constrained systems, except for
Gemma 3 12B, which punches above its weight,
consistently showing lower scores across all lan-
guages.

Most models performed well (average rating of
5 and higher) on German, French, Chinese, Ital-
ian, Russian, and Spanish. Japanese was the most
challenging language. Egyptian Arabic was the
most divisive language with 4 clusters, showing a
clear advantage of Gemini 2.5 Pro, GPT 4.1, and
Claude, with all other models having an average
score below 5. Naturalness was the weakest as-
pect of the generated summaries, often suffering
from the models not adhering to the specifically
requested language or dialect, or containing un-
translated quotes from the source documents.

4.4 Machine Translation

Automatic evaluation We evaluate the MT sub-
task across 31 language pairs and report AU-
TORANK, a rank induced by automatic MT metrics
where lower is better (1 is best). The AUTORANK
is a combination of five different metrics Kocmi
et al. (2025a) from three distinct metric families:

e LLM-as-a-Judge (reference-less). We use
GEMBA-ESA (Kocmi and Federmann, 2023)
with two independent judges: GPT 4.1 ° and
CommandA (Cohere et al., 2025), both in a
reference-less setting.

* Trained Reference-based Metrics. Two su-
pervised metrics trained to approximate human
quality judgments with references: MetricX-
24-Hybrid-XL!® (Juraska et al., 2024) and
XCOMET-XL!" (Guerreiro et al., 2024).

®openai.com/index/gpt-4-1
"huggingface.co/google/metricx-24-hybrid-x1-v2p6
"huggingface.co/Unbabel/XCOMET-XL

¢ Trained Quality Estimation (QE). The
reference-less QE metric CometKiwi-XL'? (Rei
et al., 2023), which is also trained to mimic
human judgments.

This combination of reference-based and
reference-less (or QE) methods is designed
to balance their complementary failure modes.
Reference-based metrics typically achieve a higher
correlation with human judgments when high-
quality references are available, while reference-
less methods reduce susceptibility to reference
bias when references are suboptimal (Freitag et al.,
2023). We also account for known issues with spe-
cific metrics. To mitigate a common QE pitfall,
i.e., being fooled by fluent output in the wrong lan-
guage, the GEMBA-ESA prompt explicitly speci-
fies the target language.

However, for the two lowest-resource languages
in the test set (Bhojpuri and Maasai), we do not ap-
ply QE and instead rely solely on chrF++ (Popovic,
2017), computed with sacrebleu (Post, 2018).
This approach was chosen because the reliability of
our main metrics is unestablished for these lan-
guages (Falcao et al., 2024; Singh et al., 2024;
Wang et al., 2024; Sindhujan et al., 2025), whereas
human references required for chrF++!3 were
available.

The system-level score for each language pair is
the average of its paragraph-level (segment-level)
scores from each metric across the test set.

Human evaluation The human evaluation is
done by Kocmi et al. (2025a) using Error Span
Annotation (ESA; Kocmi et al., 2024) and for En-
glish to Korean and Japanese to Chinese it relies on
Multidimensional Quality Metrics (MQM; Lom-
mel et al., 2014).

The ESA annotators are asked to mark each
translation error as well as its severity, “Minor”
or “Major”. In addition, the annotators are also
asked to assign a score from O to 100 to the entire
annotation segment (usually a paragraph).

In the MQM, annotators are asked to assign cat-
egories and subcategories to all error spans. Then,
instead of a 0 to 100 slider, the final score is cal-
culated as a sum of error severities, where minor
error equals -1 and major error equals -5.

Zhuggingface.co/Unbabel/wmt23-cometkiwi-da-xI
BSacreBLEU signature: nrefs:1|case:mixed|eff:
yes|nc:6|nw:2|space:no|version:2.5.1.
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Avg. MT
Model AutoRank
Gemini 2.5 Pro 1.02
GPT 4.1 1.51
DeepSeek V3 2.62
Claude 4 2.86
Mistral Medium 3.10
Qwen3 235B 4.10
Llama 4 Maverick 4.34
Gemma 3 27B 4.55
CommandA 4.68
Gemma 3 12B 6.05
TowerPlus 72B 7.00
AyaExpanse 32B 7.32
TowerPlus 9B 8.31
EuroLLM 22B 9.22
AyaExpanse 8B 9.99
EuroLLM 9B 10.60
Llama 3.1 8B 11.81
CommandR7B 11.98
Qwen2.5 7B 14.61
Mistral 7B 18.57

Table 9: Average MT AUTORANK results across lan-
guage pairs (lower is better). For fairness, all model
averages are computed over the same 27 of 31 language
pairs, matching Mistral Medium, which lacks outputs
for four pairs (see Table 21).

Overall ranking Table 9 reports the average AU-
TORANK results across the various language pairs.
Gemini 2.5 Pro leads with an average AUTORANK
of 1.02, followed by GPT 4.1 (1.51), DeepSeek V3
(2.62), and Claude 4 (2.86). This top cluster is
clearly separated from a mid-tier (4-6 average
ranks; e.g., Qwen3 235B, Llama 4 Maverick, Com-
mandA, Gemma 3 27B) and from compact open-
weight models which concentrate above 7-8 on
average. Mistral Medium remains competitive
(3.10), but translating for fewer language pairs than
all the other models (27 vs. 31). At the other end,
small open-weight baselines (e.g., Qwen2.5-7B,
Mistral-7B) cluster around ranks 15-18.

Human evaluation results are in Table 22; due
to budget restrictions, not all systems have been
evaluated. The overall picture highlights the AU-
TORANK results. However, we can already see
some significant differences showing the limitation
of automatic metrics: there is a significant drop in
the English to Egyptian Arabic as LLMs mostly
output the modern standard Arabic, and DeepSeek
significantly underperforms in Serbian, which was
not visible on AUTORANK.

Language-pair effects Table 21 in Appendix F
reports the fine-grained AUTORANK results
across the 31 language npairs. The fine-

grained table reveals two consistent trends:
(i) High-resource or typologically close direc-
tions (e.g., English—German, English—Italian,
Japanese—Chinese) yield tight spreads among the
strongest systems, often near ranks 1-3. (ii) Low-
resource and/or orthography-sensitive directions
are much harder. In particular, English—Maasai
and English—Bhojpuri show large rank dispersion.
Some leaders stay robust (e.g., Gemini 2.5 Pro),
while others drop sharply on these pairs (e.g.,
GPT 4.1 on English—Maasai).

Open vs. closed trends Closed-weight models
dominate the top cluster, but DeepSeek V3 stands
out as an open-source mix-of-expert model that
competes closely with them. Among mid-sized
open models, quality is uneven across language
pairs and degrades most on low-resource or script-
variant directions.

Relation to other tasks The qualitative picture
resembles the pattern in Section 4.1: a tight group
of leaders at the top, followed by a broader middle
where performance varies more by condition. In
MT, the key conditions are the choice of language
pairs (especially low-resource and script variants),
which ultimately drive the gaps we observe in AU-
TORANK.

4.5 LLM-as-a-judge for OEG and XLSum

Meta-evaluation of LLLM-as-a-judge against hu-
mans is a research question in itself. Various corre-
lation techniques are used, e.g., Cohen’s Kappa,
Kendall Tau, Pearson’s, or Spearman’s correla-
tions (Liu et al., 2023; Verga et al., 2024). Meta-
evaluation in machine translation highlighted many
problems of common correlation metrics, such
as how handling of ties affects the correlation
(Deutsch et al., 2023), how critical grouping of
items under Kendall Tau is (Perrella et al., 2024),
or why Pearson’s correlation may be misleading
(Mathur et al., 2020). Thus, we build on top of the
MT meta-evaluation research, following the best
practices (Freitag et al., 2024).

We anticipate almost no ties in system ranking
when all scores are aggregated at the system level,
but a large number of ties at the instance level due
to our use of rubric scores. Our preliminary data
inspection also supports this. We compute two
types of correlations at the system and instance
levels:

» Pairwise Accuracy: pairwise accuracy between
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group-by-item acceq

z £ 5

2=

£2 =
Claude 4 0.95 0.56 0.55 0.57 0.56
GPT 4.1 095 0.57 0.54 059 0.59
CommandA 0.93 0.57 0.53 0.59 0.59
Qwen3 235B 091 0.57 0.53 059 0.59
Mistral Medium 0.88  0.55 0.54 0.55 0.56
DeepSeek V3 0.85 0.54 0.50 0.58 0.53
Llama 4 Maverick 0.83  0.53 0.51 0.52 0.56
AyaExpanse 32B 0.73 0.50 0.47 0.53 0.51
Qwen2.5 7B 0.70 048 046 0.49 0.48
Llama 3.1 8B 0.63 044 040 044 047
CommandR7B  0.62 049 044 0.52 0.51
AyaExpanse 8B 0.58 0.48 044 0.51 0.48
Mistral 7B 0.55 045 040 0.50 0.45

Table 10: System-level (Pairwise Accuracy) and
Segment-level (group-by-item acc,q by evaluation crite-
rion) correlation between LLM-as-a-judge and human
judgment for OEG.

system ranking and human ranking, neglecting
ties.

* aCCeq: group-by-item pairwise accuracy with ties,
then averaged across all items, as introduced by
Deutsch et al. (2023). Without losing generality
across all sub-tasks, an “item” refers to an input
prompt requiring an output in a specific language.
We report the results for each evaluation criterion
separately, as well as an overall average.

Results for OEG LLM-as-a-judge Table 10
shows both system-level and instance-level accu-
racy measures between LLM judgment and hu-
man judgment. Regarding system ranking pairwise
accuracy, the models are roughly split into two
groups: LLMs with more than 100B parameters,
including both closed-source and open-source ones,
achieve high accuracy; small open-source models
perform worse, with the lowest performance close
to a random toss of a coin of 50%.

Instance-level acceq scores display a similar over-
all trend, but top-performing LLM judges are closer
to each other. We see that the then top Claude 4 be-
comes lower than GPT 4.1, CommandA, or Qwen3
235B. The best LLM judge for each criterion also
varies: Claude 4 is the best at judging naturalness,
but three LLMs, GPT 4.1, CommandA, and Qwen3
235B, achieve the best individual accuracy for judg-
ing instruction following and coherence.

group-by-item acceq

= D
E2 =
£2 <
GPT 4.1 093 0.51 0.53 050 047 0.54
CommandA 091 0.50 0.53 044 050 0.52
Mistral Medium 0.91 049 0.51 0.44 0.50 0.52
Llama 4 Maverick 0.89 045 050 041 042 0.47
Qwen3 235B 0.89 049 0.50 047 047 0.51
DeepSeek V3 0.87 047 049 046 046 047
CommandR7B 0.78 0.38 0.35 038 0.39 0.40
Qwen2.5 7B 0.78 0.39 037 036 040 0.42
AyaExpanse 32B 0.73 040 038 039 042 042
Llama 3.1 8B 0.71 038 038 035 038 042
AyaExpanse 8B 0.69 0.38 035 0.38 0.37 041
Mistral 7B 0.67 0.36 033 035 039 0.39
Table 11: System-level (Pairwise Accuracy) and

Segment-level (group-by-item acc,q by evaluation crite-
rion) correlation between LLM-as-a-judge and human
judgment for XLSum.

Results for XLSum LIL.M-as-a-judge Table 11
shows both system-level and instance-level accu-
racy measures between LLM judgment and human
judgment. At the system level, pairwise accuracy
follows a pattern similar to OEG: larger models
(CommandA, GPT 4.1, and the 100B+ parameter
models) achieve high accuracy between 0.87 and
0.91, while smaller open-source models below 10B
parameters perform substantially worse, with accu-
racies between 0.71 and 0.80.

However, instance-level acceq scores reveal more
concerning patterns. Overall correlations are lower
than in OEG, with the best average scores around
0.50. GPT 4.1 demonstrates particularly severe
overscoring tendencies, systematically assigning
perfect scores to almost all outputs of 49 mod-
els across all criteria. The best-performing judge
also varies considerably by criterion: CommandA
achieves the highest accuracy for naturalness and
coverage, while GPT 4.1 performs best on faithful-
ness and coherence despite its overscoring behavior.
These patterns suggest that the system-level corre-
lations may reflect spurious text properties rather
than the intended evaluation criteria, raising ques-
tions about the validity of LLM-as-a-judge for this
task.

4.6 LILM-as-a-judge for MT

The meta-evaluation of LL.M-as-a-judge was col-
lected in the same way as this year’s metric shared
task Lavie et al. (2025). Correlations are computed
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Model Avg. SPA  Avg. acc,
GPT 4.1 0.83 0.49
Claude 4 0.82 0.36
CommandA 0.80 0.39
DeepSeek V3 0.79 0.37
Qwen3 235B 0.78 0.38
AyaExpanse 32B 0.73 0.28
Llama 4 Maverick 0.72 0.19
Qwen2.5 7B 0.67 0.36
Llama 3.1 8B 0.66 0.28
CommandR7B 0.58 0.26
AyaExpanse 8B 0.58 0.22
Mistral 7B 0.54 0.29
Table 12: System-level (Pairwise Accuracy) and

Segment-level (acceq) correlation between LLM-as-a-
judge and human judgment for machine translation. Cor-
relations have been averaged across translation direc-
tions. Full results are reported in Tables 23 and 24.

at the system level using Pairwise Accuracy (PA,
Kocmi et al., 2021) and at the segment level us-
ing Pairwise Accuracy with Tie Calibration (acceq,
Deutsch et al., 2023).

We report the average correlations between LLM
judges and human annotators in Table 12. At the
system level, results resemble those reported in
OEG LLM-as-a-judge (Section 4.5): the models
are split into two groups, with closed-source and
very large models (100+ billion parameters) achiev-
ing higher SPA scores (> 0.78), while smaller
ones range from 0.54 to 0.73. The only outlier
is Llama 4 Maverick, which performs poorly com-
pared to similar-sized models, placing in the group
of smaller LLMs.

At the segment level, results align with the
system-level ones, with models again splitting into
the same two performance-based groups. However,
two models stand out relative to their peers: GPT
4.1 achieves an acceq score of 0.49, outperforming
all others by a clear margin. Similarly, Qwen2.5
7B reaches 0.36 in terms of acceq, placing it closer
to larger models than to others of comparable size.

Finally, we highlight CommandA, as a dense
model with 111B parameters, surpasses several
larger MOE competitors such as DeepSeek V3 and
Qwen3 235B in Pariwise Ranking and ranks second
in accCeq.

5 Conclusion

We introduced the WMT25 Multilingual Instruc-
tion Shared Task, where the main contribution
is a unified benchmark spanning five evaluation
tasks: machine translation, linguistic reasoning,

open-ended generation, cross-lingual summariza-
tion, and LLM-as-a-judge. The benchmark covers
up to 30 languages evaluated both automatically
and by humans, and emphasizes robust evaluation
of multilingual LLM capabilities. We release all
prompts, outputs, and human annotations to facili-
tate reproducibility and research.

* Substantial headroom in linguistic reasoning.
Across languages, the best systems achieve well
below half of the attainable LR points, indicat-
ing that current models struggle with structured,
language-agnostic reasoning rather than knowl-
edge recall.

* English is not always the easiest instruction
language. Several leading models reach their
top LR scores in non-English (e.g., Korean, Ger-
man, Spanish), with noticeable drops in English,
suggesting prompting language effects that merit
further study.

* Naturalness is the bottleneck for generation.
In OEG human evaluation, score spread is widest
for naturalness compared to instruction follow-
ing and coherence, echoing user reports that non-
English outputs often sound robotic or transla-
tionese.

* Closed-weight models lead, but strong open
models follow closely. Aggregate results and MT
AUTORANK ranks show a top cluster of propri-
etary models, with large open models competitive
on several tasks and language pairs.

* MT quality varies sharply by pair and script.
High-resource or typologically close pairs ex-
hibit tight spreads among top systems, while low-
resource and script-variant directions show large
gaps and instability.

* LLM-as-a-judge correlates well at the system
level, unevenly at the instance level. Larger
models achieve higher system-level accuracy in
OEG/XLSum/MT, while smaller models are not
suited for the task.

* Evaluation reliability still hinges on humans.
Automatic scores enable broad coverage, but
human annotations exposed language/script bi-
ases, instruction-following failures, and cases
where metrics or judges disagree, underscoring
the value of our released human-rated subsets.

6 Limitations

Budget-driven coverage limits and occasional
model unavailability led to uneven per-task par-
ticipation. Furthermore, human evaluation was
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performed on a subset of the samples.

While we usually report aggregate results across
all languages (or language pairs), not all models are
trained for all languages. This analysis inevitably
penalizes them if some languages are unsupported.
Practitioners can refer to the raw data for perfor-
mance in individual languages of interest.
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A LLMz-in-the-loop PDF Parsing

As described in Section §2.1, the data for 14 of the
15 linguistic exams was extracted using an LLM-
in-the-loop pipeline. This approach leveraged the
manually parsed English data as a reference to ef-
ficiently scale the extraction process, which was
followed by human verification and editing. Con-
cretely, we prompted Gemini 2.5 Pro to structure
each translated PDF’s content into a JSON object
by mimicking the provided English example. The
LLM was given the unparsed English and trans-
lated PDFs, along with the reference JSON object
from the English version as a string input.

Prompt Development and Iterations The exact
prompt used is shown in Figure 13. As seen, the
JSON extraction proved to be highly demanding,
requiring the LLM to simultaneously parse content
from PDF documents, process long-context inputs,
and generate a structured output that must be syn-
tactically valid and programmatically parsable. To
improve reliability of the LLM automation process,
we iterated on our approach by:

* Adding step-by-step instructions to the prompt.

* Breaking the task down to parse one problem at
a time, which drastically reduced JSON validation
failures. This means that for each exam we need
at least 5 calls to an LLM (one for each language
problem).

* Implementing a resampling strategy that only
accepted outputs confirmed to be parsable JSON.
Figure 14 shows the number of samples drawn
for each task/problem language to arrive at a valid
JSON. For most problems, a single API call was
sufficient. However, the Daw and Yanyuwa tasks,
which employed more complex JSON structures,
consistently required more attempts, with some
outlier cases, such as for Persian, requiring as
many as 50 calls to successfully generate a valid
JSON object.

After parsing the PDFs to JSON, we imported the
resulting data into spreadsheets so that native speak-
ers could verify its correctness.

You are given:
* An English Linguistic Exam (PDF) with its
solutions (PDF).
The JSON representation of the English
exam (referred to as "English JSON").
The {language} version of the exam (PDF) and its
solutions
(PDF).

Objective: Generate a JSON object for the {
no_problem}

problem ("{problem_language}") of the {language}
exam.

This JSON should follow

the structural format of the English JSON.

Steps:

1. Target the "{problem_language}" Problem:
Isolate the "{problem_language}" problem data.

2. Structural Template: Use the "{problem_language

problem section from the English JSON as the
structural basis for your new {language} JSON.
3. Field Handling:

* Copy Directly from English JSON: For the

"{problem_language}" problem, copy the values
of these

fields from the English JSON: ‘Identifier’,
Points ",

“Work Language, "Task Type ', "Eval Type', and

“Task
Meta .

* Extract from {language} PDFs: For all
remaining fields,
populate them with the corresponding content
extracted
from the "{problem_language}" section of the
{language}
PDFs.
* Content Adaptation: The English JSON models
how PDF
content should appear in the JSON. If its
content isn't
a direct PDF copy (e.g., it's formatted/
structured),
then similarly adapt the {language} PDF
content to match
this presentation style and any processing
evident in the English JSON.

Attached are the PDFs, here is the English JSON:
{json_object}

Make sure all values in the JSON have the same
length and

that the JSON itself is parsable with json.loads()
in Python.

Output only the JSON object and nothing else.

Table 13: Prompt used to extract a JSON object from a
translated PDF by mimicking the structure of a manu-
ally parsed example (“json_object”) from the original
English PDF.

s S s
s < = 5
£ < £ & %
< < S <« <
Language XM I X Q
Ukrainian 1 1 1 2 4
Russian 1 1 1 4 18
Portuguese 1 1 3 11 11
Czech 1 1 1 1 11
Spanish 1 1 1 2 1
Swedish 1 1 1 1 1
Chinese 1 1 1 1 2
Korean 1 1 1 1 5
Persian 1 1 1 1 528
French 1 1 1 1 2
German 1 1 1 16 14
Japanese 1 1 1 1 4
Estonian 1 1 1 1 1
Dutch 1 1 3 3 9

Table 14: Number of API calls required to extract a
parsable JSON object varied by task and language.
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B LLM-as-a-judge Instructions

LLM-as-a-judge prompts for OEG, MT, and
XLSum are in Tables 15 to 17 respectively.

Score the response_ generated by a system to a user's
request in {langua%e} on a likert scale from 1
to 7. The quality levels associated with

numerical scores are provided below:

I

|

|

|

17: The response fully adheres to all instructions

| that the user grov1ded

| 5: The chatbot most followed the instructions,

| conforming to tge main points of the request

| but missing some details.

| 3: The chatbox followed o &y a small porIlOn of the
| instructions or missed important point

| 1: The chatbot entirely disregarded the 1nstruct10ns
| ; the response appears to have no relation to

‘ the user's request or is not in {language}.

|

Return only the score and nothing else.

Prompt: {input}
Response: {response}

lScore (1-7):

Score the response generated by a system to a user's
request in {langua%e} on a likert scale from 1
to 7. The quality levels associated with

numerical scores are provided below:

T
|

|

|

| 7: The response represents fluent {language} text

| that might have been written by a native human
| speaker.

| 5: The response has some disfluencies that are

| noticeable but don't significantly hinder

| understanding the response.

| 3: The response is highly disfluent. There are

| several grammatical errors. Most of the meaning
| can be determined, but only with conscious

| effort.

| 1: The response is incomprehensible or is not in {

‘ language}.

|

Return only the score and nothing else.

Prompt: {input}
Response: {response}

lScore (1-7):

i
|
\
\
\
\
|
\
\
\
|
\
\
\
|
|
\
\
\
|

v

Score the response generated by a system to a user's
request in {language} on a likert scale from 1
to 7. The quality %evels associated with

numerical scores are provided below:

7: The response is logically sound and gproprlately
structured with a clear sequence of nicely

connected ideas and topics with no leaps in
reasoni

I
|
|
|
|
|
|
| 5: The response is fenerally well-structured and has
| a generally clear overall progression of ideas
| , but introduces a few logical gaps, or

| suddenl¥ sw1tches topics without an appropriate
| transitio

| 3: The response lacks an overall flow, and/or has

| multiple noticeable jumps between topics. It is
| ﬁossible to discern some relevant ideas, but

| the overall purpose of the response is

| incoherent.

| 1: The response has no overall structure, is in no

| way logically sound, and/or can be divided into
| many mostly- unrelated sections. It is

| difficult to identify any points the text is

‘ trying to make.

Return only the score and nothing else.

| Prompt: {input}
Response: {response}

lScore (1-7):

}
|
|
\
|
|
|
I
|
|
|
|
|
|
|
|
|
|
|
I
|
|
\
\
|
\
|

Table 15: Prompt instructions used in the LLM-as-a-
judge for OEG sub-task.

I

| Score the following translation from {source_lang}
| to {target_lang} on a scale from 0O to 100,

| where_a score of 0 means a broken or poor

| translation; 33 indicates a flawed translation
| with significant issues; 66 indicates a good

| translation with only minor issues in grammar,
| fluency, or consistency; and 100 represents a
| perfect translation in both meaning and grammar
| Answer with only a whole number representing
‘ the score, and nothing else.

|
|

{source_lang} source text:
{source_seg
| {target_lang} translation:
l{target seg

‘\
\
\
|
\
\
|
\
\
\
\
\
\
|

Table 16: Prompt instructions used in the LLM-as-a-
judge for MT sub-task.

{Score the summary generated by a system based on a
| set of reviews in {language} on a likert scale
| from 1 to 7. Evaluate whether all information

| in the summary can be traced back to the

| reviews. Treat the reviews as the source of

| truth and do not consider any external

| information. The quality levels associated with
| numerical scores are provided below:

| 7: All of the information in the summary is fully

| supported by the reviews and no meaning was

| changed.

| 5: Most information is supported, but a small part
| of the summary contailns information that either
| contradicts or cannot be verified by the

| reviews.

| 3: More than half of the information in the summary
|
|
|
|
|
|
|

e%Egeg contradlcts or cannot be verified by the

1: The summary is fully made up of information that

either contradicts or cannot be verified by the
reviews.

Return only the score and nothing else.

Reviews: {input}
Summary: {response}

Score (1-7):

Score the summary generated by a system based on a
set of reviews in {language} on a likert scale
from 1 to 7. Read the reviews and 1dent1fﬁ the
most important points, then evaluate whethe
these key points are covered by the summary.
The quality levels associated with numerical
scores are provided below:

7: The summary covers all key points.

5: Thgosugmary covers about two thirds of the key

3

1

The su@mary covers about a third of the key

The summary does not cover any of the key points
mentioned in the reviews.
Return only the score and nothing else.

Reviews: {input}
Summary: {response}

Score (1-7):

Score the summary generated by a system based on a

set of reviews in {language} on a likert scale

from 1 to 7. Evaluate the degree to which the

summary appears to be fluent, natural text in {

language}, that is appropr1ate in terms of tone

formalit The quality levels associated

with numerical scores are provided below:

7: The summary represents fluent {language} text

that might have been written by a native human

speaker.

5: The summary has some disfluencies that are

notlceab{e but don't significantly hinder

understanding the summar

The summary is highly dis luent. There are
several grammatical errors. Most of the meaning
can be determined, but only with conscious
effort. Alternatively, there are some words in
a foreign language.

The summary is incomprehensible, or is not in {
language{

Return only the score and nothing else.

Reviews: {input}
Summary: {response}

Score (1-7):

= w

Score the summary generated by a system based on a
set of reviews in {language} on a likert scale
from 1 to 7. Evaluate the degree to which the
summary_ appears to be 10 ica 1{ sound and
internally consistent. e quality levels
associated with numerical scores are provided
below:

7: The summary is logically sound and fpropriately
structured with a clear sequence of nicely

connected ideas and topics with no leaps in
reasoning.

T

|

|

|

|

|

|

|

|

|

}

| 5: The summar{ enerally well-structured and has
| a genera 1y c ear overall progression of ideas,
| but introduces a few logical gaps, or suddenly
|
|
|
|
|
|
|
|
|
|
|
|

sw1tches toplCS without an appropriate
transiti

3: The summary lacks an overall flow, and/or has
multiple noticeable jumps between topics. It is
E0551b1e to discern some relevant ideas, but
the overall purpose of the summary is
incoherent.

1: The summary has no overall structure, is in no
way logically sound, and/or can be d1v1ded into
many mostly- unrelated sections. It
difficult to identify any points the text is
trying to make.

Return only the score and nothing else.

| Reviews: {input}
Summary: {response}

Score (1-7):

Table 17: Prompt instructions used in the LL.M-as-a-

judge for XLSum sub-task.
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C MT Prompt instructions

You are a professional {source_language}-to-{
target_language} translator, tasked with
providing translations suitable for use in {
target_region} ({tgt_language_code}). Your goal

is to accurately convey the meaning and
nuances of the original {source_language} text
while adhering to {target_language} grammar,
vocabulary, and cultural sensitivities. The
original {source_language} text {
domain_description}. {domain_instruction}
Produce only the {target_language} translation,
without any additional explanations or
commentary. Retain the paragraph breaks (double
new lines) from the input text. Please
translate the following {source_language} text
into {target_language} ({tgt_language_code}):\n
\n{input_text}

news: Ensure the translation is formal, objective,
and clear. Maintain a neutral and informative
tone consistent with journalistic standards.

social: Ensure you do not reproduce spelling
mistakes, abbreviations or marks of
expressivity. Platform-specific elements such
as hashtags or userids should be translated as-

1
|
|
|
|
|
literary: Aim to maintain the original tone and
register, retaininﬂ the emotional depth of the
story. Dialogues should sound natural and
follow the conventions of the target language.
|
|
|
|
|
|
|
|
|
|

speech: Pay attention to errors that mimic speech
transcription errors and fix as necessary.
Maintain the flow and colloquial style of the
speaker in the translation.

edu: Preserve the line breaks. Use precise .
terminology and a tone apfroprlate for academic
or instructional materials.

dialogue: Maintain dialog turn structure and speaker
indicators (X, Y). Ensure natural flow,
consistent tone (feminine/masculine, polite/
familiar), and preserve any HTML tags (e.g.,
italics).

Table 18: Prompt instruction used in the machine trans-
lation sub-task together with domain information.

D Open-Ended Generation Results by
Language

Table 19 details the open-ended generation perfor-
mance in each language (and locale).

E Cross-lingual Summarization Results
by Language

Table 20 details the cross-lingual summarization
performance in each language.

F Machine Translation Fine-Grained
Results

Table 21 reports the fine-grained MT AUTORANK
scores for all models by language pair.
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GPT 4.1 5.81 422 6.21 638 649 6.64 6.16 6.66 6.00 @ 6.69
Gemini 2.5 Pro 5.45 4.67 6.47 632 624 634 631 621 622 6.64
DeepSeek V3 5.12 4.44 6.36 6.14 636 640 626 596 6.09 6.54
Claude 4 5.84 4.23 6.11 570 637 654 604 626 601 6.50
Mistral Medium 4.98 4.32 6.25 6.05 628 654 6.14 638 605  6.59
Gemma 3 27B 5.32 433 6.19 593 623 641 6.13 620 6.02 6.61
CommandA 5.92 3.83 6.24 596 643 646 578 @ 638 590 643
Qwen3 235B 5.04 4.17 6.42 584 643 625 6.11 618 591 @ 6.62
Llama 4 Maverick 5.57 4.23 5.96 585 | 642 636 6.04 643 559 @ 649
Gemma 3 12B 5.41 4.15 6.12 584 618 636 599 615 586 @ 6.67
AyaExpanse 32B 4.67 3.35 5.95 592 1 639 651 598 6.18 572  6.32
AyaExpanse 8B 4.47 3.06 5.89 565 629 617 608 586 559 6.20
Llama 3.1 8B 3.81 3.12 5.62 504 | 633 598 580 6.00 459 586
CommandR7B 432 3.04 5.87 475 | 630 6.19 564 533 550 5.09
Qwen2.5 7B 4.13 3.15 5.95 435 | 636 6.14 486 545 553 5.5
Mistral 7B 1.79 1.80 5.29 427 | 636 586 357 465 3.83 525

Table 19: Human evaluation results for open-ended generation by language-locale. The scores are averaged across
all evaluated rubrics.
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: £ & E % : £ £ § % % 5 % %
S % £ ¢ £ ¥ & & & £ E & = B
Model Q = = ] = — = - 4 ~ @n ) ) =
Gemini 2.5 Pro 6.11 557 642 651 622 581 6.11 544 574 642 649 579 6.07 6.00
GPT 4.1 6.00 556 638 631 593 579 6.06 571 558 6.54 633 568 6.08 5.88
Claude 4 560 531 633 654 588 544 6.06 596 551 632 647 586 4.62 579
Mistral Medium 558 494 6.06 636 593 556 588 532 549 6.18 638 571 550 5.88
Gemma 3 27B 535 482 642 628 576 501 599 564 529 6.18 622 569 571 582
Gemma 3 12B 536 469 588 632 583 564 6.17 556 532 621 622 550 514 572
DeepSeek V3 547 490 6.00 625 6.07 540 592 524 546 6.03 638 557 500 5.81
CommandA 507 482 631 6.15 565 536 589 553 557 592 6.08 560 518 5.88

Llama 4 Maverick 539 4.71 | 6.25 586 590 528 546 526 557 5.67 599 554 542 571
AyaExpanse 32B 531 4.890 586 644 560 588 553 551 512 6.08 578 561 436 5.82
Qwen3 235B 446 412 592 639 588 542 594 515 512 6.17 647 572 453 554
TowerPlus 72B 536 249 | 631 5.60 569 568 579 522 521 581 6.8 558 517 5.12
AyaExpanse 8B 531 449 622 568 572 511 597 493 497 524 551 528 3.67 5.65

TowerPlus 9B 529 228 574 554 564 412 578 482 500 526 594 562 496 349
Llama 3.1 8B 357 271 5.68 492 476 451 521 358 397 514 515 504 407 454
Qwen2.5 7B 321 265 576 521 365 4.69 458 440 450 4.65 526 543 3.04 4.06
Mistral 7B 235 157 476 343 279 3.69 488 268 3.18 4.65 383 389 207 290

Table 20: Human evaluation results for cross-lingual summarization by language. The scores are averaged across
all evaluated rubrics.
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Model O U @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ @ =8
Gemini 2.5 Pro

GPT 4.1

DeepSeek V3

Claude 4

Mistral Medium

Qwen3 235B

Llama 4 Maverick

CommandA

Gemma 3 27B

Gemma 3 12B

TowerPlus 72B 5 .9 10.7 11. . .7 10.1 11. 15.4 10.3

AyaExpanse 32B g . . b 9 7. d 19.0 11.5 129 14.7

TowerPlus 9B ¥ o 4 14.4 13, d d : 157 15.1 12.0 139

EuroLLM 22B 120, j 9 18. j 3 11 12.0‘19.3

AyaExpanse 8B 8.0 ¥ . . . i .3 0. ; 7.6 17.518.420.0 17.7 7.8

EuroLLM 9B 115 8.7 2 8! 9.6 13080 56 20060 86 17293 125
Llama 3.1 8B 13.6 12.1 10.8 20.0 10.2 13.8 12.3 11.7 13.0 9.2 9.1 84 158 12.8 11.5 13.6 13.5 149 9.0 11.2 10.7 14.1 11.3 11.2 8.7 8.6 1I.1 13.0-10.6 11.4

CommandR7B 94 123 -9.8 153 132 8.6 9.0 18.8 84 10.5 104 183 9.5 89 169 9.8 16.5-14.0 9.9 19.0 18.6 19.0 17.2 17.4 10.9 15.6 8.0 10.7 10.6
Qwen2.5 7B 17.4 20.0 11.6 10.4 14.9 18.2 13.6 18.7 17.8 14.6 16.5 8.5 19.4 13.2 11.0 20.0 13.6 18.6 9.8 18.4 20.0 11.4 19.0 182 16.1 7.9 14.5 20.0
Mistral 7B 20.0 15.9 20.0 12.1 19.1 20.0 20.0 20.0 19.7 19.3 20.0 17.1 19.4 20.0 20.0 19.6 20.0 20.0 13.7 20.0 17.5 18.9 15.9 15.5 12.9 16.6 20.0 15.9 16.2 20.0 20.0

Table 21: Machine translation AUTORANK results across language pairs (lower is better).
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Model ®) &) 53] s3] m m m 53] s3] m m 53] s3] s3] m =

Gemini 2.5 Pro 106

GPT 4.1 19 76

Claude 4 8 76

DeepSeek V3 3 74 79

Mistral Medium

CommandA 19

TowerPlus 9B 80 1[5

Gemma327B 82 17 62

Llama 4 Maverick 5

Qwen3 235B 9 3 68

Gemma3 12B 77 16 9 310

EuroLLM 9B 8 16 1 9 10

Llama 3.1 8B 14 11 16 3.9 14

AyaExpanse 8B 20 6 9

EuroLLM 22B 47 04 19 09

TowerPlus 72B 11 46 [4] 10

CommandR7B 10 13 19 18 2 19 16

AyaExpanse 32B |4 |4 | 7| l 17 18 3 6 l

Qwen2.5 7B 17 20 12 10 18 18 19 3 10 11 19 20

Mistral 7B 20 16 20 12 20 20 20 19 14 19 16 16 20

Table 22: Combination of human evaluation of LLMs for machine translation and AUTORANK (Kocmi et al.,
2025a,b). The left column shows human evaluation (higher is better) either with ESA or MQM annotation protocol
(Kocmi et al., 2024; Freitag et al., 2021) and the right column for each language shows the AUTORANK (lower is
better) based on Table 21.
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Czech — German
Czech — Ukrainian
English — Arabic
English — Bhojpuri
English — Czech
English — Estonian
English — Icelandic
English — Italian
English — Japanese
English — Korean
English — Maasai
English — Russian
English — Serbian
English — Ukrainian
English — Chinese
Japanese — Chinese

GPT 4.1 090 0.85 0.87 0.78 0.87 0.84 093 0.84 0.76 0.88 0.61 0.82 0.89 0.78 0.80 0.94
Claude 4 0.88 0.84 0.73 0.77 0.88 0.79 091 0.84 0.75 092 062 0.77 0.88 0.78 0.85 0.93
CommandA 086 0.83 0.74 0.69 0.87 0.78 0.81 0.83 0.70 0.89 0.59 0.81 0.83 0.80 0.83 0.1
DeepSeek V3 0.86 0.85 055 064 085 085 086 0.83 067 090 061 076 0.85 0.81 0.84 0.88
Qwen3 235B 0.84 0.84 0.53 0.61 0.88 0.81 0.84 0.83 0.70 0.89 0.59 0.80 0.84 0.81 0.86 0.81
AyaExpanse 32B 0.79 0.83 0.54 0.64 0.83 0.63 0.65 0.82 0.63 0.90 0.58 0.74 0.69 0.77 0.82 0.79
Llama 4 Maverick0.82 0.82 0.59 0.66 0.66 0.75 0.78 0.74 0.65 0.82 0.60 0.65 0.74 0.65 0.80 0.84
Qwen2.5 7B 0.72 0.66 034 054 0.78 054 066 0.82 059 0.80 057 0.77 074 0.64 0.79 0.78
Llama 3.1 8B 0.75 0.70 020 058 0.74 063 0.74 0.78 059 0.80 055 0.71 0.77 0.62 0.81 0.63
CommandR7B  0.77 0.71 0.17 0.55 0.68 047 044 0.80 0.61 0.76 0.57 0.57 037 0.50 0.68 0.67
AyaExpanse 8B 0.76 0.66 0.34 049 0.70 046 044 0.72 0.56 0.73 0.50 0.63 042 0.51 0.67 0.70
Mistral 7B 0.64 056 021 048 0.62 049 046 0.63 044 0.60 0.56 053 0.61 0.55 0.62 0.57

Table 23: System-level Soft Pairwise Accuracy (SPA) computed between the LLM judges and human annotators in
the task of machine translation evaluation.

- = o = = 2 - Q a o = o § 9 9
g & < & 9 5 3 5 § 2 =2 & & Z2 § O
L S S A A S
= l = Z < = 2 = = < < < 4 < 2
3y = 2 = z 2 = z = = Z = 7 4
¢ 3 0P o8 2 5 5 P o3 B oO?P OB OB L % %
GPT 4.1 0.46 040 0.53 0.56 047 0.52 0.66 045 045 050 054 046 051 043 041 046
CommandA 041 035 044 034 038 035 043 040 0.33 047 049 036 043 034 034 0.38
Qwen3 235B 0.39 033 0.37 029 035 033 042 038 034 047 049 036 041 033 0.36 0.40
DeepSeek V3 0.36 033 0.37 038 031 033 047 034 028 048 049 033 045 031 035 0.39

Claude 4 035 029 042 035 028 030 052 0.28 030 048 0.56 028 042 025 030 0.39
Qwen2.5 7B 036 032 037 031 031 029 038 037 028 047 049 036 037 034 033 0.36
Mistral 7B 028 0.28 037 022 023 022 024 026 025 046 049 025 027 0.23 023 030

AyaExpanse 32B 0.28 0.29 0.37 0.27 0.22 0.15 0.21 0.28 0.23 046 049 0.23 0.27 0.22 0.24 0.33
Llama 3.1 8B 027 025 037 020 022 025 022 024 023 046 049 025 026 0.20 0.28 0.31
CommandR7B  0.22 0.21 0.37 0.18 0.19 020 0.19 026 0.25 047 049 024 0.17 022 0.26 0.32
AyaExpanse 8B 0.19 0.20 0.37 0.20 0.12 0.11 0.11 0.18 0.13 046 049 0.13 0.18 0.12 0.18 0.29
Llama 4 Maverick0.14 0.17 0.37 0.19 0.05 0.06 0.24 0.11 0.10 046 049 0.07 0.18 0.06 0.12 0.26

Table 24: Segment-level Pairwise Accuracy with Tie Calibration (acceq computed between the LLM judges and
human annotators in the task of machine translation evaluation.
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