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Abstract

Terminology-aware machine translation (MT)
is needed in case of specialized domains such
as science and law. Large Language Mod-
els (LLMs) have raised the level of state-of-
the-art performance on the task of MT, but
the problem is not completely solved, espe-
cially for use-cases requiring precise terminol-
ogy translations. We participate in the WMT25
Terminology Translation Task with an LLM-
based multi-agent system coupled with a cus-
tom terminology-aware translation quality met-
ric for the selection of the final translation. We
use a number of smaller open-weights LLMs
embedded in an agentic “translation revision’
workflow, and we do not rely on data- and
compute-intensive fine-tuning of models. Our
evaluations show that the system achieves very
good results in terms of both MetricX-24 and
a custom TSR metric designed to measure the
adherence to predefined term mappings.

s

1 Introduction

When translating texts from specialized technical
domains such as medicine, finance, or law, it is im-
portant to translate technical terms accurately and
consistently (Castilho and Knowles, 2025; Oncevay
et al., 2025). To this end, the translation systems
can be provided with an existing list of terms and
their translations. While the LLMs have emerged
as state-of-the-art models for MT (Kocmi et al.,
2024), they are rarely evaluated on specialized do-
mains that require strict adherence to terminology.
The goal of the WMT25 Terminology Translation
Task (Semenov et al., 2025) is to determine how
well do the modern MT systems tackle this chal-
lenge.

Recently, a number of capable multilingual
LLM:s that support instruction following were made
available to the community (Team et al., 2025;
Yang et al., 2025; Martins et al., 2025). In paral-
lel, research in multi-agent workflows showed that
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embedding individual LLMs in multi-step work-
flows leads to performance gains. These workflows
can be generic, such as self-refine (Madaan et al.,
2023), or task-oriented workflows in which agents
are assigned natural task-specific roles (Wu et al.,
2024, Briakou et al., 2024).

Our goal was to propose a resource-efficient so-
lution based on smaller instruction- and reasoning-
capable multilingual LLMs with open weights, em-
bedded in an agentic workflow for performance
improvement. We hypothesize that such a work-
flow could lead to solid performance for a number
of language pairs, as the multilinguality of modern
LLMs facilitates translation, and their instruction-
following capabilities enable the implementation
of complex terminology- and revision-related in-
structions. Such a system does not require datasets
and compute for model adaptation and fine-tuning
— only relatively modest inference-time compute
to run the agents is needed. Participation in the
WMT?25 Terminology Task enables us to compare
such a system with various other approaches.

WMT25 Terminology Task datasets are divided
into Track1 and Track2, consisting of texts from
the information technology and financial domains,
respectively (Semenov et al., 2025). Track
datasets contain paragraph-level texts and cover
en-de, en-es, and en-ru language pairs. Track?2
datasets contain long document with document-
level terminology mappings and cover en-zh and
zh-en pairs. Predefined source—translation term
mappings are included in the datasets and they
come in two flavors: “proper” terminologies cov-
ering technical terms, and “random” terminologies
with random words. The idea is to measure the
influence of the predefined terminology on the per-
formance. For the same reason, an additional “no
terminology” setup is included in the task.

Our system, named MeGuMa, is an agentic trans-
lation system that operates in three phases: 1) trans-
lation with individual LLMs; 2) translation revision
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based on reasoning LLMs; 3) the selection phase
using a custom terminology-aware translation qual-
ity metric. Revision agents act as senior translators
who revise the work of junior translators (individ-
ual LLMs). In the revision phase, a reviser LLM ex-
amines a number of phase one translations and com-
poses the final translation. Variants of Gemma3,
Qwen3, and EuroLLM models are employed as
base translators, while Gemma3 and Qwen3 mod-
els set up for “thinking” mode are used for revision.
The final translation is selected from all the gener-
ated translations using a combination of two transla-
tion measures: MetricX (Juraska et al., 2024), and
a custom TSR metric that measures the adherence
to predefined source—translation term mappings.

The final system achieves good results. For
Track1 all MetricX scores (range between 0 and
25, lower is better) are below 2.00, while the
TSR scores are above 0.85 (indicating that 85% of
source terms are correctly translated). For Track?2
all MetricX scores are below 2.5 (below 2.0 for
the “proper terms” setup), and the TSR scores range
between 0.69 and 0.80 except for the random terms
setup with scores between 0.40 and 0.50.

Our contributions are: a new agentic system for
terminology-aware machine translation, a new TSR
metric for approximating the adherence to prede-
fined terminology, and a TTQ metric that aggregates
MetricX and TSR in order to combine translation
quality and the adherence to predefined terminol-
ogy. We make the code and the models’ output
freely available.'

2 Datasets

Three different collections of datasets were re-
leased for the Terminology MT task: 1) DEV, a
set of three datasets for sentence- and paragraph-
level terminology translation task; 2) Track1, a set
of three datasets for sentence- and paragraph-level
terminology translation task; and 3) Trackz2, a set
of ten test datasets for document-level terminology
translation task. Each of these two tracks focus
on a different domain, with Track1 dealing with
the information technology domain, while Track?2
consists of texts and terminology from the finance
domain (Semenov et al., 2025).

The datasets in DEV and Track1 are quite simi-
lar, with the same language pairs and one unique
dataset per pair: English to German, English to
Spanish, and English to Russian. Track2 contains

1https ://github.com/igrubi/irb-mt-wmt2025

ten unique datasets — five datasets for English to
Traditional Chinese translation and five datasets for
Traditional Chinese to English.

Each text from DEV, Trackl, and Track2
datasets is associated with a set of terms and
their translations. These term mappings define
the terminology-aware translation tasks. For
DEV and Trackl a term dictionary is provided
at the sentence/paragraph level, and it contains
source_term target_term entries. For
Track?2 each document is provided with a dictio-
nary of source terms mapped to a list of viable
target terms. Each Track1 and Track2 has three
variants of term mappings: 1) no terms; 2) proper
terms; and 3) random terms. These three variants
differ in their inputs. The no terms variant uses
only input texts, the proper terminology variant
adds specialized dictionaries for domain-specific
terms, and the random terminology variant uses
dictionaries with randomly selected words from
the texts to compare the impact of accurate ver-
sus arbitrary terminology on system performance
(Semenov et al., 2025).

While the DEV and Track1 datasets contain 500
smaller texts with an average of approximately 10
whitespace-separated tokens (see the Appendix, Ta-
ble 9, 10, 11 and 12), each Track?2 dataset contains
between 9 and 13 long texts with approximately
50 paragraphs per text, where each paragraph has
approximately 50 tokens on average (see the Ap-
pendix, Table 16, 14 and 15).

To reduce the required computational resources
and increase the quality of translations and evalua-
tions, we convert Track? translation datasets from
the document-level to the paragraph-level format
of Track1. This process requires two steps: text
splitting and term splitting. Following a data analy-
sis showing that Track2 texts contain paragraphs
separated by two or more newline characters, we
first use regular expressions to split texts into para-
graphs. However, since the term mappings are
provided on the document-level, another step is
needed to create paragraph-level term dictionaries
containing only the source terms that occur in a
paragraph.

To achieve this, for each paragraph we examine
all source terms in the document-level term dictio-
nary and check if a source term is present in the
paragraph text. However, we need to prevent sub-
terms (substrings of longer terms) to be detected in
places where their super-term exists. To this end
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we employ these steps: 1) lowercase the text and
all terms; 2) sort the list of all document terms by
decreasing length (longest terms at the start of the
list); 3) iterate through the term list and check if a
term is present in the paragraph text. If a term is
detected, we save it to the paragraph-level dictio-
nary and remove all occurrences of the term from
the paragraph text. This way a sub-term will not
be included after a super-term. With this procedure
we create a paragraph-level term dictionary that
contains only a relevant subset of document-level
terms.

With this procedure we only reduce the set of dic-
tionary keys to the paragraph-level. The dictionary
values remain the same as in the original Track?2
datasets, i.e., each source term is still mapped to
a list of viable target terms. This is the key dif-
ference between the generated Track?2 paragraph-
level term dictionaries and the Track1 dictionaries,
and we tackle these two cases differently with trans-
lation and revision agents.

Finally, in order to recreate the whole translated
document later, we give each paragraph a unique
identifier that contains information on the exact
location of the paragraph within the document.

After the final submission we discovered that
there was a bug in the function that we used for
splitting Chinese terms. Namely, when string-
matching a term in a text, we required the term
to be surrounded by word-separating whitespace.
While this is a proper approach for European lan-
guages, it is not for Traditional Chinese because
often there is no such separation between words.
As aresult, we lost a good number of the paragraph
terms for the datasets where the source language is
Chinese. For details, see the Appendix, Subsection
A3, difference between Table 16 and 17.

3 The System

Our translation system produces an output in three
phases: 1) individual translator LLMs generate
initial translations, 2) reviser LLMs generate im-
proved translations from the initial ones, and 3)
all of the candidate translations are pooled, and
the best one is selected based on a custom quality
metric.

In the development phase we benchmarked a
number of translator-LLLM candidates on a devel-
opment set consisting of a subset of pairs from
both the DEV, Track1 and Track2 datasets. Most
of the evaluated LLMs demonstrated good results

and were included into the final system.

We start the detailed description of the complete
system with metrics, used both for the benchmark-
ing of LLM and for the selection of final system
outputs.

3.1 Metrics

General translation quality. To evaluate the
general (not terminology-aware) translation quality,
we use MetricX metric (Juraska et al., 2024) (the
"metricx-24-hybrid-x1-v2p6" variant). MetricX
was chosen since its scores of translation qual-
ity are highly correlated with human judgments
(Juraska et al., 2024), and it does not require a
reference translation in order to assess translation
quality. This makes MetricX applicable for assess-
ing translation performance on Track1 and Track?2
test datasets.

Terminology translation success rate. When
performing terminology-aware translation, it is im-
portant that the terms from the source language are
translated to the target language according to the
provided dictionary with correct term mappings.
To measure this we designed a custom metric that
does not require a reference translation and is there-
fore usable both for benchmarking on the test set
and for filtering multiple generated translations.
The metric, dubbed the Terminology Success
Rate (TSR) metric, directly compares source-
language terms present in the source text with the
target-language terms present in the translation.
The input to the metric consists of the source and
target texts, and of the dictionary of term transla-
tions. The metric relies on lemmatizers and sen-
tence segmenters for both source and target lan-
guages, and a sentence-level alignment module.
In the first step, source and target texts are seg-
mented into sentences. In the second step two
sets of sentences are aligned using the SentAlign
method that relies on a multilingual sentence em-
bedding module and an alignment optimization
algorithm (Steingrimsson et al., 2023). The out-
put of SentAlign is a list of pairs of matching sen-
tence blocks — one or more source sentences can
be aligned to one or more target sentences, and a
sentence can be without a match. Given a pair of
aligned (sub)texts, and a (source_term, target_term)
pair from the dictionary such that the source term
appears in the source text, a pair-level score is cal-
culated as the percentage of matched target terms
in relation to the matched source terms. This score,
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capped to 100%, approximates the coverage of the
source terms occurring in source text by the target
terms occurring in the translation. The final score
is calculated by averaging all per-term scores for
each pair of aligned texts, and then averaging over
all pairs in the alignment.

Matching of terms to their occurrences in texts
is preceded by lowercasing and lemmatization in
order to account for different surface forms that
a term can assume. To avoid over-counting of
terms the matching process takes into account the
term overlap — longer terms are matched first and
each subsequent term is matched only to a posi-
tions where it does not overlap with any previously
matched term.

Terminology translation quality. Both previ-
ously described translation metrics are equally im-
portant to assess the final terminology-aware trans-
lation quality. For this reason we combine these
metric into a new metric that we name Terminology
Translation Quality (TTQ).

To achieve this, we convert MetricX from the
25-0 scale (where a lower score means better trans-
lation) to the 0-1 scale (where a higher score means
better translation), using the following equation:

MetricX = (25 — MetricX)/25

Then the final TTQ metric is calculated by averaging
the arithmetic, geometric, and harmonic means of
converted MetricX and TSR.

While the arithmetic mean is influenced by both
scores equally ignoring the relation between their
values, the harmonic and geometric mean progres-
sively penalize cases with larger differences giving
more weight to smaller values. Since we want the
TTQ metric to capture both of these characteristics,
we define it as the average of all three means. In
this way, we enforce the discriminatory strength
of the arithmetic mean in those cases where one
score is extremely small. The TTQ metric produces
a stable and fair score capable of discriminating
between similar solutions.

3.2 LLM Benchmarking and Selection

Translation is performed by LLM-based agents in
two phases - translation and revision. We use pre-
trained, relatively small (8-27 billion parameters)
and open-weights LLMs. No further adaptation or
fine-tuning is performed, and no additional data is
used.

As candidates for the translation we considered
the following LLMs: Gemma3 (12B and 27B)
(Team et al., 2025), Qwen3 (8B and 14B — both
thinking and non-thinking variants) (Yang et al.,
2025), and EuroLLM (9B) (Martins et al., 2025).
These are recent LLLMs, built using state-of-the-art
approaches, that have multilingual and instruction-
following capabilities.

As a first step, we performed a test of ba-
sic translation capabilities on a subsample of
DEV and Track2 datasets. We took 10 longest
texts from each DEV dataset, and 10 longest
paragraphs for each Track2 dataset, and eval-
vated the LLMs with both MetricX and TSR.
The models and their variants tested were:
gemma3_27b, gemma3_12b, qgwen3_14b-think,
gwen3_8b-think, gwen3_14b, qwen3_8b, and
eurollm_9b.

The results, displayed in Tables 1 and 2, show
that all models have competitive performance for
almost all language pairs. Some of the mod-
els appear to be biased towards MetricX, like
eurollm_9b, some others are more inclined to TSR,
like gwen3_8b-think, while some models are bal-
anced between these two metrics, like gemma3_27b.
Only eurollm_9b shows slightly poorer transla-
tion performance from English to Chinese and vice
versa in both metrics (Table 2). For more details,
see the Appendix, Section D.

Based on these results we decided to use all the
model variants except eurollm_9b as basic trans-
lators for both Track1 and Track2. We only use
eurollm_9b as one of the translators for the Euro-
pean languages of Track1.

The idea of a revision phase comes from the
translation-revision system, which is a success-
ful practice performed by professional transla-
tors for years (Arthern, 1978). Although basic
translation can be carried out by less experienced
personnel, the revision requires an experienced
translator to produce final high-quality transla-
tions of the texts. This is the reason why we
speculated that the revision agent should be a
larger and more capable LLM. This intuition was
confirmed by the pilot experiment that we con-
ducted on the subsample of the DEV and Track?2
datasets, which showed that reviser agents based on
smaller models, such as revis-qwen3_8b-think
and revis-eurollm-think, produce a large num-
ber of errors.

Therefore, we decided to use as revis-
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ende enes enru
agents MetricX TSR TTQ | MetricX TSR TTQ | MetricX TSR TTQ
trans-eurollm 1.17 0.44 0.65 3.39 0.78 0.82 3.10 044 0.62
trans-qwen3_8b 1.36 0.56 0.73 3.67 0.88 0.86 4.77 0.68 0.74
trans-qwen3_8b-think 1.80 0.62 0.76 3.53 0.93 0.89 4.50 0.77 0.80
trans-qwen3_14b 1.37 0.56 0.73 3.53 0.90 0.88 3.03 0.69 0.78
trans-qwen3_14b-think 1.23 0.55 0.72 3.86 0.95 0.90 3.82 0.85 0.85
trans-gemma3_12b 1.61 0.64 0.77 3.52 0.95 0.90 3.00 0.74 0.81
trans-gemma3_27b 1.36 0.75 0.84 3.49 0.93 0.90 2.66 0.80 0.85

Table 1: Combined mean scores from English to German (ende), Spanish (enes), and Russian (enru), showing
MetricX, TSR and TTQ scores evaluated on subset of DEV datasets.

enzh zhen
TSR TTQ | MetricX TSR TTQ

agents MetricX
trans-eurollm 4.06
trans-qwen3_8b 3.82
trans-qwen3_8b-think 3.90
trans-qwen3_14b 3.51
trans-qwen3_14b-think 3.51
trans-gemma3_12b 4.40
trans-gemma3_27b 3.93

0.30 0.50 3.50 0.50 0.65
040 0.58 3.22 0.51 0.67
041 0.59 3.26 0.53 0.68
041 0.59 3.34 0.52 0.67
041 0.59 3.20 0.52 0.67
045 0.61 3.31 0.51 0.66
045 0.61 343 0.52 0.67

Table 2: Combined mean scores for Track?2 subset translating English to Traditional Chinese (enzh) and Traditional
Chinese to English (zhen), showing MetricX, TSR and TTQ scores evaluated on subset of Track?2 datasets.

ers only agents based on the largest vari-
ants of Gemma3 and Qwen3 models that
showed solid performance in all languages:
revis-gemma3_27b-think, revis-gemma3_12b
-think, and revis-gwen3_14b-think. Unlike the
standard translation-revision system where the re-
viser receives only one translation, our revision
agents receive as input translations from all of the
basic translation agents, and produce their final
translations from the entire input. To increase
the reasoning power, and thus the quality of re-
vised texts, all of the revision models were prompt-
induced to first think before producing the final
solution. Similar to chain-of-thought prompting
(Wei et al., 2022).

3.3 Context Engineering

Our system is based on prompt-guided LLM agents.
Therefore, the output of these agents is highly de-
pendent on the context of the task, i.e. the way the
context is compiled and formatted for the LLM.
As there are three different cases of term data in
the test datasets, we created an appropriate prompt
for each case: 1) Case 1, when no term data is pro-

vided; 2) Case 2, when a single translated term is
given for each source term (Track1); and 3) Case 3,
when multiple viable translated terms are provided
for each source term (Track2). The final prompt
versions are listed in the Appendices: for transla-
tion prompts look at B and for revision prompts at
C.

Each prompt consists of two parts: the system
prompt and the user prompt. For translation-only
agents, the system prompt defines a role of the
agent, explains the task, describes the key require-
ments of the task, and provides the term dictionary
if the term data is available. The user prompt pro-
vides the text that is to be translated.

For the reviser agents the system prompt is quite
similar to the translation-only one. However, it is
expanded with the original source text and with all
translations produced by the translation agents. The
user prompt only gives a short summary of the task.
An additional difference from the translation-only
prompt is the “thinking command”. This command
is used to induce the agent to think about the given
translations and about the potential enhancements
prior to giving the final revised translation.
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3.4 The Final Translation System

Our system is based on multi-agent approach with
three steps: 1) translation; 2) revision; 3) selec-
tion. The translation step is performed by a number
of agents based on open-weight LL.Ms that each
translate an input text from a source to a target
language. The revision step is performed by three
LLM agents. Each reviser agent receives all the
translations from the translation step and produces
a revised translation. In the selection step we use
the TTQ metric to evaluate all of the produced trans-
lations (from both the translation and the revision
step), and select the best one as the final system out-
put. Additionally, to enable a unified approach for
both tracks, we perform a data preparation step in
which we break Track2 document-level texts into
paragraph-level texts corresponding to the texts of
Track1. During this process document-level termi-
nology dictionary is projected to each of the para-
graphs. The details of the process are explained in
Section 2.

4 Results

The final system produces high-quality translations
with low MetricX scores (Tables 3 and 5) and high
TSR scores (Tables 4 and 6). TSR scores are sig-
nificantly higher for Track1 than for Track2- this
could be caused by both the language differences
(European languages vs. Chinese) and by differ-
ences in the complexity of the terminology dictio-
naries (single-choice vs. multi-choice terms).

pair ‘ noterm proper random ‘ mean

ende 0.36 0.89 0.76 0.67
enes 1.24 1.73 1.63 1.53
enru 0.77 1.38 1.23 1.13

Table 3: MetricX scores of final solution for Track1.

pair | proper random | mean
ende 0.86 0.87 0.87
enes 0.88 0.88 0.88
enru 0.94 0.93 0.94

Table 4: TSR scores of final solution for Track1.

When compared to the translation produced by
all of the LLM agents used (both translators and
revisers) the final system’s translations have the
best MetricX and TSR scores for almost all Track1

and Track?2 datasets. The only exceptions are: 1)
translations from English to German for the “proper
term” case where a standalone trans-eurollm has
the best MetricX score (Track1, see the Appendix,
Table 23); and 2) translations from English to Tra-
ditional Chinese for the “random term” case where
trans-qwen3_14b has the best MetricX scores
(Track2, see the Appendix, Table 30).

The final system uses a metric-guided approach
based on the custom TTQ metric used to select the
best output from a pool of translations. The se-
lection step is an important part of the proposed
translation pipeline since it significantly increases
translation quality scores, raising them above the
scores of the best individual translators and the
scores of the best reviser agents (see the Appendix,
Section E). The reason why the selector chooses
the best translation from the pool of translations
of all agents and not only the reviser agents is
shown in Tables 7 and 8. These tables show the
frequency with which an agent’s output was chosen
for the final solution. Although the reviser agents
have a higher chance of being chosen by the selec-
tor (17.13% vs. 6.89% in Track1, and 14.3% vs.
9.42% in Track2), in total about half of all sam-
ples are selected from individual translator agents
(48.2% in Track1 and 56.5% in Track?2).

In addition, there is an interesting trend in the
results. MetricX scores are increasing (i.e. trans-
lation quality drops) for random and proper term
cases compared to the no-term case (Tables 3 and
5; for more information, see the Appendix, Sub-
sections E.1.1, E.2.1, E.2.2 and E.2.3). We hy-
pothesize that forcing a predefined translation of
a set of terms reduces the general translation qual-
ity because translators need to balance between
two different objectives: 1) general translation and
2) terminology constraint. However, this hypoth-
esis requires more comprehensive research to be
proven.

Upon submission, our system was evaluated?
and compared to other participating systems (20
systems in Track1 and 4 systems in Track?2) (Se-
menov et al., 2025). ChrF2++ was used to measure
translation quality and a custom terminology suc-
cess rate metric (which we label Term-Acc) was
used to measure adherence to the predefined termi-
nology (Semenov et al., 2025).

https://github.com/wmt-conference/
wmt25-terminology/
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agents 2015 2017 2019 2021 2023 | mean

enzh.noterm | 1.49 140 137 141 146 | 143
enzh.random | 2.39 228 226 223 222 | 2.28
enzh.proper 1.88 170 1.73 1.77 1.84 | 1.78
zhen.noterm | 1.22 1.17 1.12 1.14 1.14 | 1.16
zhen.random | 1.54 158 153 146 1.52 | 1.53
zhen.proper | 1.59 157 147 158 1.53 | 1.55

Table 5: MetricX scores of final solution for Track2.

agents 2015 2017 2019 2021 2023 | mean

enzh.random | 0.75 070 0.72 0.73 0.75 | 0.73
enzh.proper | 0.78 0.77 0.78 0.81 0.79 | 0.79
zhen.random | 0.39 048 048 048 046 | 046
zhen.proper | 0.69 0.74 0.75 0.80 0.75 | 0.75

Table 6: TSR scores of final solution for Track2.

agents ende enes enru | mean
trans-eurollm 97% 124% 11.0% | 11.0%
trans-qwen3_8b 5.4% 5.1% 4.9% 5.1%
trans-qwen3_8b-think 5.2% 6.3% 6.2% 5.9%
trans-qwen3_14b 6.2% 7.0% 6.0% 6.4%
trans-qwen3_14b-think 4.8% 4.0% 4.0% 4.3%
trans-gemma3_12b 8.6% 6.5% 9.8% 8.3%
trans-gemma3_27b 6.8% 7.3% 7.4% 7.2%
revis-qwen3_14b-think 11.5% 10.0% 10.6% | 10.7%
revis-gemma3_12b-think | 24.8% 25.3% 24.8% | 24.9%
revis-gemma3_27b-think | 16.6% 158% 15.1% | 15.8%

Table 7: Aggregated total frequencies of agents selected for the final solution across English to German, Spanish,
and Russian translations (Track1).

agents ‘ enzh-n enzh-p enzh-r zhen-n zhen-p zhen-r | mean
trans-qwen3_8b 7.4% 6.0% 8.6% 8.6% 9.7% 8.0% 8.1%
trans-qwen3_8b-think 6.1% 6.4% 7.3% 7.1% 6.0% 7.3% 6.7%
trans-qwen3_14b 6.8% 6.8% 7.0% 9.4% 11.3% 10.7% | 8.7%
trans-gqwen3_14b-think 8.7% 8.2% 7.1% 9.5% 8.5% 8.0% 8.3%
trans-gemma3_12b 11.6% 14.4% 158% 152% 9.8% 12.6% | 13.2%
trans-gemma3_27b 10.6% 11.7% 154% 9.7% 10.5% 11.4% | 11.5%
revis-qwen3_14b-think 126% 11.7% 82% 158% 174% 16.0% | 13.6%
revis-gemma3_12b-think | 17.3% 20.0% 16.1% 13.5% 14.8% 12.6% | 15.7%
revis-gemma3_27b-think | 18.4% 143% 141% 10.7% 11.3% 13.0% | 13.6%

Table 8: Aggregated total frequencies of agents selected for final solutions across different translation directions and
term conditions (Track?2).
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In Track1, our system has an average ChrF2++
of 67.2 (6th place) and a high average Term-Acc
of 97.4 (4th place). In terms of Pareto optimal-
ity between ChrF2++ and Term-Acc, our system is
near-optimal, with only two systems having Pareto
dominance over it: 03-term-guide and duterm.

In Track2, our system has an average ChrF2++
of 54.3 (3rd place) and a competitive average
Term-Acc of 79.5 (2nd place), with only one
system, CommandA_WMT, having Pareto dominance
over it.

In our final submission there is an error for the
proper and random cases of Track?2 translations
from Traditional Chinese to English. The error
originates in the data preparation process (more
information can be found at the end of Subsection
2). We estimated the drop in scores as the result of
this error (see the Appendix, Subsections E.2.4 and
E.2.8). The expected drop is around 0.30 MetricX
scores and around 0.03 and 0.11 TSR scores for
random and proper term cases.

Expectedly, this error effects the official results
of our system: there is a large gap between the
Term-Acc score for en-zh (96.6) and the Term-Acc
score for zh-en (62.4) (Semenov et al., 2025). To
examine the impact of the error, we evaluated? the
debugged version of the system and obtained the
zh-en Term-Acc of 96.6 (see E.4 for more details).
Our repository* contains details of the error, re-
producibility instructions, and the outputs of both
error-containing and error-free versions of the sys-
tem.

Conclusion and Future Work

Our system uses a multi-agent approach with three
steps: 1) translation; 2) revision; 3) selection.
The idea of a revision comes from the translation-
revision system, which is a successful practice car-
ried out by professional translators for years (Arth-
ern, 1978). Here, we expand this practice that uses
one human translator and one human reviser to mul-
tiple LLM translators and multiple LLM revisers.
In addition, we use metric-guided selection as the
final step of our system workflow. Here, we evalu-
ate each translation with the custom TTQ metric and
select the best one as the final output. Finally, the fi-
nal solution yields the best performance compared
to all translations and revisions for all language

3https ://github.com/wmt-conference/
wmt25-terminology/
4https ://github.com/igrubi/irb-mt-wmt2025

pairs and terminology constraint cases.

Internal evaluations show that the proposed sys-
tem has very good translation scores in terms of
both metrics: MetricX (which measures the gen-
eral translation quality) and TSR (which measures
the terminology success rate).

The contributions of this work are a novel agen-
tic approach for terminology-aware machine trans-
lation, a novel TSR metric for measuring the ad-
herence to the predefined term translations, and a
novel TTQ metric that aggregates MetricX and TSR
in a score that combines translation quality and
correctness of terminology translation.

Future work will focus on expanding the eval-
uation to more language pairs in order to test the
robustness of the system. Additionally, evaluation
on translation datasets that contain reference trans-
lations would expectedly provide a more precise
assessment of the system’s performance.

Qualitative analysis of system outputs, based
on evaluations by humans or by the top LLM sys-
tems, could lead to valuable insights and improve-
ments. Measuring how much the system improves
the productivity of translators in a real-world set-
ting would also be valuable. To enable a more
fine-grained analysis of the we make available the
outputs of all the constituent LLMs.*

The TSR metric should be evaluated against hu-
man quality scores on a diverse set of languages
pairs in order to verify its quality and robustness.
The assessment of the quality and reliability of the
TTQ metric also requires validation against human
annotations.

Finally, we plan to improve our system with a
more granular agentic workflow that incorporates
additional specialized roles like pre-editor and post-
editor. The key challenge of such improvements is
boosting performance while reducing the execution
time, influenced by both the number of workflow
steps and by the size of the LLMs used.
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A Data analysis

A.1 DEV

A.2 Trackil

A.3 Track2

DATASET

TEXTS

ende
enes
enru

Table 9: Number of texts in DEV. datasets

DATASET | MIN MEAN MAX | TOTAL
ende 2 9.98 49 4991
enes 3 10.79 46 5397
enru 2 9.43 50 4716
ALL 2 10.07 50 15104

Table 10: Number of tokens in texts in DEV datasets.

DATASET

TEXTS

ende
enes
enru

Table 11: Number of texts in Track1 datasets.

DATASET MIN MEAN MAX | TOTAL
ende.noterm 2 10.40 50 5199
enes.noterm 3 10.60 41 5298
enru.noterm 3 9.02 44 4509
ALL 2 10.00 50 15006

Table 12: Number of tokens in texts in Track1 datasets.
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DATASET | DOCUMENTS

2015.enzh 9
2016.zhen 10
2017.enzh 10
2018.zhen 10
2019.enzh 11
2020.zhen 11
2021.enzh 12
2022.zhen 12
2023.enzh 13
2024.zhen 13

Table 13: Number of documents in Track?2 datasets.

DATASET | MIN MEAN MAX | TOTAL

2015.enzh 18 38.11 68 343
2016.zhen 17 37.00 63 370
2017.enzh 19  43.10 119 431
2018.zhen 19  41.60 91 416
2019.enzh 24 40.27 71 443
2020.zhen 21 46.64 121 513
2021.enzh 28 47.08 119 565
2022.zhen 23 43.25 111 519
2023.enzh 14  41.62 107 541
2024.zhen 15 44.62 91 580
ALL 14 42.53 121 4721

Table 14: Number of paragraphs per document in Track?2 datasets.

DATASET | MIN MEAN MAX | TOTAL

2015.enzh 1 43.00 232 14748
2016.zhen 2 76.21 559 | 28199
2017.enzh 1 43.26 366 18644
2018.zhen 2 72.33 521 30089
2019.enzh 1 44.37 301 19654
2020.zhen 2 67.22 559 | 34485
2021.enzh 1 39.51 340 | 22323
2022.zhen 2 69.03 559 | 35827
2023.enzh 1 42.42 340 | 22948
2024.zhen 2 64.67 374 | 37510
ALL 1 56.01 559 | 264427

Table 15: Number of tokens per paragraph in Track?2 datasets.
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DATASET MIN MEAN MAX | TOTAL

3.86 33 1324
8.56 52 2936

o

2015.enzh.proper
2015.enzh.random

2016.zhen.proper 3.20 22 1182
2016.zhen.random 21.94 114 8118
2017.enzh.proper 3.27 18 1409
2017.enzh.random 8.65 59 3727
2018.zhen.proper 3.77 21 1569
2018.zhen.random 22.6 122 9411
2019.enzh.proper 3.01 19 1333
2019.enzh.random 9.71 62 4302
2020.zhen.proper 3.22 20 1650
2020.zhen.random 20.02 92 10269

3.63 16 2050
8.14 52 4601
3.18 17 1648
20.15 83 10458
3.64 18 1970
8.02 49 4340

2021.enzh.proper
2021.enzh.random
2022.zhen.proper
2022.zhen.random
2023.enzh.proper
2023.enzh.random

=N Bell e lololalelelelelBoll O =leloll el e)

2024.zhen.proper 3.23 16 1871
2024.zhen.random 19.91 99 11552
TOTAL 9.09 122 85720
ALL 3.26 62 | 30787

Table 16: Number of terms per paragraph in Track? datasets.

DATASET MIN MEAN MAX | TOTAL
2016.zhen.proper 0 0.36 6 134
2016.zhen.random 0 1.01 10 372
2018.zhen.proper 0 0.51 7 214
2018.zhen.random 0 0.68 11 283
2020.zhen.proper 0 0.43 6 220
2020.zhen.random 0 0.64 8 330
2022.zhen.proper 0 0.58 7 300
2022.zhen.random 0 0.54 6 281
2024.zhen.proper 0 0.52 11 301
2024.zhen.random 0 0.62 8 360
ALL 0 3.26 62 | 30787

Table 17: Number of terms per paragraph in Track? datasets affected by data preparation bug.
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B Translation prompts

B.1 Case 1 - no terms prompt

B.1.1 System prompt:

You are a professional translator specializing in {source_language} to
{target_language}.

Your task is to translate the provided {source_language} text into fluent and natural
{target_language}.

Key requirements:

e Accurately convey the meaning and nuances of the original text, respecting
{target_language} grammar, vocabulary, and cultural norms.

e Provide only the full {target_language} translation as output. Do not include
any explanations, comments, or additional text.

B.1.2 User prompt:

Translate the following {source_language} text into {target_language}:
{text}

B.2 Case 2 - single-choice terms prompt (Track1)

B.2.1 System prompt:

You are a professional translator specializing in {source_language} to
{target_language}.

Your task is to translate the provided {source_language} text into fluent and natural
{target_language}.

Key requirements:

e Accurately convey the meaning and nuances of the original text, respecting the
grammar, vocabulary, and cultural norms of {target_language}.

e Whenever a {source_language} term matches an entry in the dictionary below,
replace it with the exact {target_language} translation from the dictionary.

e Translate all other text normally, without altering any words not found in the
dictionary.

e Provide only the full translation in {target_language} as output. Do not include
any explanations, comments, or additional text.

Dictionary:
{terms}

B.2.2 User prompt:

Translate the following {source_language} text into {target_language}:
{text}
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B.3 Case 3 - multi-choice terms prompt (Track2)
B.3.1 System prompt:

You are a professional translator specializing in {source_language} to
{target_language}.

Your task is to translate the provided {source_language} text into fluent and natural
{target_language}.
Key requirements:

e Accurately convey the meaning and nuances of the original text, respecting the
grammar, vocabulary, and cultural norms of {target_language}.

e For any term in the {source_language} text that matches a key in the provided
dictionary, use exactly one translation from that term’s list (choose the best
fitting translation in context).

e Translate all other text normally, without altering any words not found in the
dictionary.

* Provide only the full translation in {target_language} as output. Do not include
any explanations, comments, or additional text.

Dictionary:
{terms}

B.3.2 User prompt:

Translate the following {source_language} text into {target_language}:
{text}

C Revision prompts

C.1 Case1 - no terms prompt
C.1.1 System prompt:

You are a professional senior translator specializing in {source_language} to
{target_language}.

You will be given an original text in {source_language} followed by several
translations into {target_language} produced by junior translators.

Your first task: Review the provided translations with these requirements:
e Critically evaluate each translation, noting strengths and weaknesses.

e Focus your observations on translation quality, fluency, grammar, vocabulary,
and cultural appropriateness.

e After your review, reason about potential improvements and how to produce the
best possible translation.

* Keep your review and reasoning succinct (under 1000 words).
e Enclose your review and reasoning within the <think> and </think> tags.
Your second task: Translate the original {source_language} text into fluent, natural

{target_language}, following these guidelines:
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e Complete this task only after the first task.
* Produce the best possible translation based on your previous reasoning.

e Accurately convey the meaning and nuance of the original, respecting
{target_language} grammar, vocabulary, and cultural norms.

e Provide only the final translation as output, without explanations or comments.

Original {source_language} text:
{text}

Translations by junior translators:

1. Translation by the first junior translator:
{translations[0]}

2. Translation by the second junior translator:
{translations[1]}

3. Translation by the third junior translator:
{translations[2]}

4. Translation by the fourth junior translator:
{translations[3]}

5. Translation by the fifth junior translator:
{translations[4]}

6. Translation by the sixth junior translator:
{translations[5]}

7. Translation by the seventh junior translator:
{translations[6]}

C.1.2 User prompt:

First, review these translations and reason about producing the best possible
translation, enclosing your review in <think> and </think>.

Then, provide your improved translation of the original {source_language} text into
{target_language}.

C.2 Case 2 - single-choice terms prompt (Track1)

C.2.1 System prompt:
You are a professional senior translator specializing in {source_language} to
{target_language}.

You will be given an original text in {source_language} along with a dictionary
of terms that must be translated exactly, followed by several translations into
{target_language} produced by junior translators.

Your first task: Review the provided translations with these requirements:

e Critically evaluate each translation, noting strengths and weaknesses.
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Focus your observations on translation quality, fluency, grammar, vocabulary,
and cultural appropriateness.

Verify that all {source_language} terms matching keys in the dictionary below
are correctly translated using the exact {target_language} equivalents provided.

After your review, reason about potential improvements and how to produce the
best possible translation.

Keep your review and reasoning succinct (under 1000 words).

Enclose your review and reasoning within the <think> and </think> tags.

Your second task: Translate the original {source_language} text into fluent, natural
{target_language}, following these guidelines:

Complete this task only after the first task.
Produce the best possible translation based on your previous reasoning.

Accurately convey the meaning and nuance of the original {source_language} text,
respecting {target_language} grammar, vocabulary, and cultural norms.

Replace every term in the {source_language} text found as a key in the dictionary
below with its exact {target_language} translation from the dictionary.

Translate all other text normally, without altering words not found in the
dictionary.

Provide only the final translation as output, without explanations or comments.

Original {source_language} text:
{text}

Dictionary:
{terms}

Translations by junior translators:

1.

Translation by the first junior translator:
{translations[0]}

. Translation by the second junior translator:

{translations[1]}

. Translation by the third junior translator:

{translations[2]}

. Translation by the fourth junior translator:

{translations[3]}

. Translation by the fifth junior translator:

{translations[4]}
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6. Translation by the sixth junior translator:
{translations[5]}

7. Translation by the seventh junior translator:
{translations[6]1}

C.2.2 User prompt:

First, review these translations and reason about producing the best possible
translation, enclosing your review in <think> and </think>.

Then, provide your improved translation of the original {source_language} text into
{target_language}.

C.3 Case 3 - multi-choice terms prompt (Track2)

C.3.1 System prompt:

You are a professional senior translator specializing in {source_language} to
{target_language}.

You will be given an original text in {source_language} along with a dictionary
of terms that must be translated exactly, followed by several translations into
{target_language} produced by junior translators.

Your first task: Review the provided translations with these requirements:
e Critically evaluate each translation, noting strengths and weaknesses.

e Focus your observations on translation quality, fluency, grammar, vocabulary,
and cultural appropriateness.

e Verify that all {source_language} terms matching keys in the dictionary below
are correctly translated using one of the {target_language} alternatives listed
for that term.

e After your review, reason about potential improvements and how to produce the
best possible translation.

e Keep your review and reasoning succinct (under 1000 words).

* Enclose your review and reasoning within the <think> and </think> tags.

Your second task: Translate the original {source_language} text into fluent, natural
{target_language}, following these guidelines:

e Complete this task only after the first task.
* Produce the best possible translation based on your previous reasoning.

e Accurately convey the meaning and nuance of the original {source_language} text,
respecting {target_language} grammar, vocabulary, and cultural norms.

* For each term in the {source_language} text found as a key in the dictionary
below, replace it with exactly one {target_language} translation selected from
that term’s list (choose the best fitting translation in context).

* Translate all other text normally, without altering words not found in the
dictionary.
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* Provide only the final translation as output, without explanations or comments.

Original {source_language} text:
{text}

Dictionary:
{terms}

Translations by junior translators:

1. Translation by the first junior translator:
{translations[0]}

2. Translation by the second junior translator:
{translations[1]}

3. Translation by the third junior translator:
{translations[2]}

4. Translation by the fourth junior translator:
{translations[3]}

5. Translation by the fifth junior translator:
{translations[4]}

6. Translation by the sixth junior translator:
{translations[5]}

7. Translation by the seventh junior translator:
{translations[6]}

C.3.2 User prompt:

First, review these translations and reason about producing the best possible
translation, enclosing your review in <think> and </think>.

Then, provide your improved translation of the original {source_language} text into
{target_language}.

D Model selection
D.1 Tracki

The model selection for Track1 is done based on the scores achieved on the subset of DEV datasets. The
subset contains 10 longest texts from each dataset.
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agents bleu MetricX TSR ‘ TTQ
eurollm 0.41 1.17 0.44 | 0.65
gqwen3_8b 0.29 1.36 0.56 | 0.73
gwen3_8b-think | 0.30 1.80 0.62 | 0.76
qgqwen3_14b 0.39 1.37 0.56 | 0.73

gwen3_14b-think | 0.34 1.23 0.55 | 0.72
gemma3_12b 0.39 1.61 0.64 | 0.77
gemma3_27b 0.43 1.36 0.75 | 0.84

Table 18: Mean scores for DEV subset, translations from English to German.

agents bleu MetricX TSR | TTQ
eurollm 0.45 3.39 0.78 | 0.82
qwen3_8b 0.44 3.67 0.88 | 0.86
gwen3_8b-think 0.47 3.53 0.93 | 0.89
gwen3_14b 0.45 3.53 0.90 | 0.88

gwen3_14b-think | 0.46 3.86 0.95 | 0.90
gemma3_12b 0.44 3.52 0.95 | 0.90
gemma3_27b 0.45 3.49 0.93 | 0.90

Table 19: Mean scores for DEV subset, translations from English to Spanish.

agents bleu MetricX TSR ‘ TTQ
eurollm 0.23 3.10 0.44 | 0.62
gwen3_8b 0.21 4.77 0.68 | 0.74
gwen3_8b-think | 0.26 4.50 0.77 | 0.80
gwen3_14b 0.28 3.03 0.69 | 0.78
qwen3_14b-think | 0.25 3.82 0.85 | 0.85
gemma3_12b 0.27 3.00 0.74 | 0.81
gemma3_27b 0.27 2.66 0.80 | 0.85

Table 20: Mean scores for Track?2 subset, translations from English to Russian.

D.2 Track2

The model selection for Track?2 is done based on the scores achieved on the subset of Track?2 datasets.
The subset contains 10 longest paragraphs from each dataset.

agents MetricX TSR | TTQ
eurollm 4.06 0.30 | 0.50
qwen3_8b 3.82 0.40 | 0.58
qwen3_8b-think 3.90 0.41 | 0.59
qwen3_14b 3.51 0.41 | 0.59
gwen3_14b-think 3.51 0.41 | 0.59
gemma3_12b 4.40 0.45 | 0.61
gemma3_27b 3.93 0.45 | 0.61

Table 21: Mean scores for Track?2 subset, translations from English to Traditional Chinese.
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agents MetricX TSR | TTQ

eurollm 3.50 0.50 | 0.65
gwen3_8b 3.22 0.51 | 0.67
gwen3_8b-think 3.26 0.53 | 0.68
gwen3_14b 3.34 0.52 | 0.67
gwen3_14b-think 3.20 0.52 | 0.67
gemma3_12b 3.31 0.51 | 0.66
gemma3_27b 3.43 0.52 | 0.67

Table 22: Mean scores for Track? subset, translations from Traditional Chinese to English.

E Scores

E.1 Tracki

E.1.1 MetricX scores

agents noterm proper random | mean
trans-eurollm 0.70 0.75 0.77 0.74
trans-qwen3_8b 0.93 1.34 1.20 1.16
trans-qwen3_8b-think 0.92 1.34 1.27 1.18
trans-qwen3_14b 0.87 1.19 1.04 1.03
trans-qwen3_14b-think 0.86 1.31 1.15 1.11
trans-gemma3_12b 0.70 1.33 1.22 1.08
trans-gemma3_27b 0.73 1.32 1.11 1.05
revis-qwen3_14b-think 1.38 1.89 1.69 1.65
revis-gemma3_12b-think | 0.71 1.32 1.12 1.05
revis-gemma3_27b-think | 0.69 1.22 1.06 0.99

final 0.36 0.89 0.76 0.67

Table 23: MetricX scores for Track1, translations from English to German.

agents noterm proper random | mean
trans-eurollm 1.83 1.90 1.91 1.88
trans-qwen3_8b 2.04 2.35 2.16 2.18
trans-qwen3_8b-think 1.85 2.31 2.32 2.16
trans-qwen3_14b 1.85 2.11 2.06 2.01
trans-qwen3_14b-think 1.84 2.27 2.25 2.12
trans-gemma3_12b 1.77 2.36 2.35 2.16
trans-gemma3_27b 1.82 2.33 2.20 2.12
revis-qwen3_14b-think 2.53 2.99 2.75 2.76
revis-gemma3_12b-think 1.97 2.30 2.24 2.17
revis-gemma3_27b-think 1.83 2.24 2.13 2.07

final 1.24 1.73 1.63 1.53

Table 24: MetricX scores for Track1, translations from English to Spanish.
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agents noterm proper random | mean

trans-eurollm 1.66 1.84 1.67 1.72
trans-qwen3_8b 1.77 2.01 2.13 1.97
trans-qwen3_8b-think 1.70 2.28 221 2.06
trans-qwen3_14b 1.61 1.96 1.86 1.81
trans-qwen3_14b-think 1.60 2.15 2.09 1.95
trans-gemma3_12b 1.42 2.21 2.11 1.91
trans-gemma3_27b 1.49 2.17 2.20 1.95
revis-qwen3_14b-think 2.25 2.74 2.63 2.54
revis-gemma3_12b-think 1.67 2.18 2.19 2.01
revis-gemma3_27b-think 1.53 2.17 1.97 1.89

final 0.77 1.38 1.23 1.13

Table 25: MetricX scores for Track1, translations from English to Russian.

E.1.2 TSR scores

agents proper random | mean
trans-eurollm 0.37 0.57 0.47
trans-qwen3_8b 0.68 0.74 0.71
trans-qwen3_8b-think 0.72 0.74 0.73
trans-qwen3_14b 0.67 0.73 0.70
trans-qwen3_14b-think 0.70 0.77 0.73
trans-gemma3_12b 0.77 0.79 0.78
trans-gemma3_27b 0.78 0.77 0.78
revis-qwen3_14b-think 0.69 0.73 0.71
revis-gemma3_12b-think | 0.72 0.76 0.74
revis-gemma3_27b-think 0.74 0.79 0.77

final 0.86 0.87 0.87

Table 26: TSR scores for Track1, translations from English to German.

agents proper random | mean
trans-eurollm 0.54 0.75 0.64
trans-qwen3_8b 0.78 0.81 0.79
trans-qwen3_8b-think 0.84 0.84 0.84
trans-qwen3_14b 0.78 0.81 0.79
trans-qwen3_14b-think 0.82 0.85 0.84
trans-gemma3_12b 0.83 0.85 0.84
trans-gemma3_27b 0.85 0.86 0.85
revis-qwen3_14b-think 0.80 0.80 0.80
revis-gemma3_12b-think | 0.84 0.85 0.85
revis-gemma3_27b-think | 0.85 0.86 0.85

final 0.88 0.88 0.88

Table 27: TSR scores for Track1, translations from English to Spanish.

1323



agents proper random | mean

trans-eurollm 0.56 0.70 0.63
trans-qwen3_8b 0.80 0.84 0.82
trans-qwen3_8b-think 0.87 0.88 0.88
trans-qwen3_14b 0.83 0.84 0.84
trans-qwen3_14b-think 0.89 0.88 0.89
trans-gemma3_12b 0.89 0.88 0.89
trans-gemma3_27b 0.88 0.90 0.89
revis-qwen3_14b-think 0.84 0.84 0.84
revis-gemma3_12b-think | 0.88 0.87 0.88
revis-gemma3_27b-think | 0.88 0.87 0.88

final 0.94 0.93 0.94

Table 28: TSR scores for Track1, translations from English to Russian.

E.2 Track2
E.2.1 MetricX scores - English to Traditional Chinese

agents 2015 2017 2019 2021 2023 | mean
trans-qwen3_8b 213 207 204 212 216 | 2.10
trans-qwen3_8b-think 207 204 198 2.02 205 | 2.03
trans-qwen3_14b 203 192 194 195 200 | 197
trans-qwen3_14b-think 197 190 183 1.89 190 | 1.90
trans-gemma3_12b 225 209 201 201 213 | 2.10
trans-gemma3_27b 205 192 189 199 201 | 1.97
revis-qwen3_14b-think 199 186 184 194 193 | 191
revis-gemma3_12b-think | 1.99 193 183 1.88 196 | 1.92
revis-gemma3_27b-think | 1.93 183 1.78 186 1.86 | 1.85

final 149 140 137 141 146 | 143

Table 29: MetricX scores for Track2, translations from English to Traditional Chinese with no terms.

agents 2015 2017 2019 2021 2023 | mean
trans-qwen3_8b 243 238 222 236 241 | 236
trans-qwen3_8b-think 264 262 264 260 2.64 | 2.63
trans-qwen3_14b 229 226 215 218 219 | 2.21
trans-qwen3_14b-think 255 248 243 236 239 | 244
trans-gemma3_12b 296 285 270 2.66 284 | 2.80
trans-gemma3_27b 272 268 264 253 260 | 2.64
revis-qwen3_14b-think 239 240 237 239 242 | 240
revis-gemma3_12b-think | 2.31 2.30 224 223 233 | 2.28
revis-gemma3_27b-think | 2.46 236 241 229 235 | 2.38

final 239 228 226 223 222 | 228

Table 30: MetricX scores for Track2, translations from English to Traditional Chinese with random terms.
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agents 2015 2017 2019 2021 2023 | mean

trans-qwen3_8b 217 203 209 212 217 | 2.12
trans-qwen3_8b-think 219 204 209 209 214 | 2.11
trans-qwen3_14b 205 195 199 198 205 | 2.01
trans-qwen3_14b-think 205 190 192 197 202 | 197
trans-gemma3_12b 236 210 211 217 222 | 2.19
trans-gemma3_27b 2.18 198 2.01 2.04 210 | 2.06
revis-qwen3_14b-think 211 191 198 194 2.07 | 2.00
revis-gemma3_12b-think | 2.09 193 2.04 2.00 2.01 | 2.01
revis-gemma3_27b-think | 2.05 1.85 194 197 2.00 | 1.96

final 188 170 173 1.77 1.84 | 1.78

Table 31: MetricX scores for Track2, translations from English to Traditional Chinese with proper terms.

E.2.2 MetricX scores - Traditional Chinese to English - Bug

agents 2016 2018 2020 2022 2024 | mean
trans-qwen3_8b 1.69 1.75 160 162 1.62 | 1.65
trans-qwen3_8b-think 1.64 166 161 159 162 | 1.62
trans-qwen3_14b 1.61 158 154 162 156 | 1.58
trans-qwen3_14b-think 1.59 157 151 157 1.52 | 1.55
trans-gemma3_12b 1.77 169 176 166 1.69 1.72
trans-gemma3_27b 1.66 166 162 162 1.65 1.64
revis-qwen3_14b-think 1.68 166 175 177 1.86 1.75
revis-gemma3_12b-think | 1.63 1.66 1.65 1.67 170 | 1.66
revis-gemma3_27b-think | 1.65 1.66 1.58 1.63 158 | 1.62

final 1.29 126 118 122 120 | 1.23

Table 32: MetricX scores for Track2, translations from Traditional Chinese to English with random terms.

agents 2016 2018 2020 2022 2024 | mean
trans-qwen3_8b 176  1.74 160 1.68 1.69 | 1.69
trans-qwen3_8b-think 1.71 172 1.63 1.63 1.68 | 1.67
trans-qwen3_14b 1.62 1.63 158 1.63 1.68 | 1.63
trans-qwen3_14b-think 1.65 161 155 1.61 1.63 | 1.61
trans-gemma3_12b 175 176 165 172 175 | 1.73
trans-gemma3_27b 1.74 173 1.60 1.68 1.76 | 1.70
revis-qwen3_14b-think 1.83 1.71 1.80 198 192 | 1.85
revis-gemma3_12b-think | 1.74 1.70 1.65 1.77 174 | 1.72
revis-gemma3_27b-think | 1.72 1.66 1.62 1.64 1.68 1.66

final 133 129 123 128 1.28 | 1.28

Table 33: MetricX scores for Track?2, translations from Traditional Chinese to English with proper terms.

E.2.3 MetricX scores - Traditional Chinese to English - Correct
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agents 2016 2018 2020 2022 2024 | mean

trans-qwen3_8b 1.69 1.69 157 159 1.60 | 1.63
trans-qwen3_8b-think 1.67 165 159 1.60 1.62 | 1.63
trans-qwen3_14b 1.57 157 152 1.62 1.56 | 1.57
trans-qwen3_14b-think 1.56 151 146 151 152 | 1.51
trans-gemma3_12b 159 154 151 147 1.51 1.52
trans-gemma3_27b 1.63 1.61 154 157 156 | 1.58
revis-qwen3_14b-think 219 213 208 2.07 207 | 211
revis-gemma3_12b-think | 1.68 1.70 1.64 1.69 175 | 1.69
revis-gemma3_27b-think | 1.67 1.62 1.59 1.61 1.60 | 1.62

final 1.22 117 112 114 114 | 1.16

Table 34: MetricX scores for Track2, translations from Traditional Chinese to English with no terms.

agents 2016 2018 2020 2022 2024 | mean
trans-qwen3_8b 1.7 176 172 176 1.79 | 1.76
trans-qwen3_8b-think 1.77 196 186 1.73 1.85 1.83
trans-qwen3_14b 1.70 1.71 163 172 1.67 | 1.69
trans-qwen3_14b-think 1.74 179 175 1.67 1.70 | 1.73
trans-gemma3_12b 263 272 265 241 264 | 2.61
trans-gemma3_27b 209 237 210 196 203 | 2.11
revis-qwen3_14b-think 1.87 202 200 197 211 | 1.99
revis-gemma3_12b-think | 1.87 2.09 192 184 192 | 1.93
revis-gemma3_27b-think | 1.99 2.00 2.08 195 1.96 | 2.00

final 1.54 158 153 146 152 | 153

Table 35: MetricX scores for Track2, for translations from Traditional Chinese to English, with random terms.

agents 2016 2018 2020 2022 2024 | mean
trans-qwen3_8b 1.83 180 1.72 185 1.87 | 1.81
trans-qwen3_8b-think 191 188 183 194 190 | 1.89
trans-qwen3_14b 182 1.78 168 180 1.83 | 1.78
trans-qwen3_14b-think 1.88 1.86 1.72 1.84 185 | 1.83
trans-gemma3_12b 208 201 201 224 205 | 2.08
trans-gemma3_27b 210 205 194 210 2.02 | 2.04
revis-qwen3_14b-think 204 199 197 204 213 | 2.03
revis-gemma3_12b-think | 1.99 192 190 201 193 | 1.95
revis-gemma3_27b-think | 2.05 195 1.84 197 191 | 1.95

final 1.59 157 147 158 153 | 1.55

Table 36: MetricX scores for Track2, for translations from Traditional Chinese to English, with proper terms.

E.2.4 MetricX scores - Traditional Chinese to English - Bug Assessment

We are unable to adequately assess the expected MetricX scores and the drop in the final results of our

submission as a result of the bug. For this assessment, we need access to the translation reference texts

that are unavailable. However, as we can observe in Sections E.1.1, E.2.1, E.2.2 and E.2.3, MetricX

scores are increasing (i.e. translation quality drops) for random and proper term cases compared to the
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no-term case. The intuition behind this trend is that forcing terminology reduces the general translation
quality because translators need to balance between two different objectives: 1) general translation and 2)
terminology constraint. Based on this intuition, we can approximate the drop in the final MetricX scores
as a missed increase in MetricX scores (i.e. missed drop in general translation quality) as a result of less
constrained terminology.

agents | 2016 2018 2020 2022 2024 | mean

final-bug 129 126 1.18 122 120 | 1.23
final-correct | 1.54 158 153 146 1.52 1.53

final-diff | 025 032 035 024 032 | 030

Table 37: Estimation of the final score drop due to the bug, MetricX scores for Track2, translations from Traditional
Chinese to English with random terms.

agents \2016 2018 2020 2022 2024 ‘ mean

final-bug 1.33 129 123 128 128 | 1.28
final-correct | 1.59 1.57 147 158 1.53 1.55

final-diff | 026 028 024 030 025 | 027

Table 38: Estimation of the final score drop due to the bug, MetricX scores for Track2, translations from Traditional
Chinese to English with proper terms.

E.2.5 TSR scores - English to Traditional Chinese

agents 2015 2017 2019 2021 2023 | mean
trans-qwen3_8b 056 047 050 053 058 | 0.53
trans-qwen3_8b-think 0.55 051 055 058 0.58 | 055
trans-qwen3_14b 053 042 049 047 052 | 049
trans-qwen3_14b-think 0.53 048 051 050 051 ] 051
trans-gemma3_12b 0.61 054 058 056 0.60 | 0.58
trans-gemma3_27b 0.60 054 060 059 0.65 | 0.60
revis-qwen3_14b-think 053 041 050 048 054 | 049
revis-gemma3_12b-think | 0.55 044 053 051 057 | 052
revis-gemma3_27b-think | 0.58 047 056 052 0.59 | 0.55

final 075 070 0.72 0.73 0.75 | 0.73

Table 39: TSR scores for Track2, for translations from English to Traditional Chinese, with random terms, Track2.
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agents 2015 2017 2019 2021 2023 | mean

trans-qwen3_8b 0.65 064 064 0.66 0.67 | 0.65
trans-qwen3_8b-think 0.66 0.65 066 0.67 0.68 | 0.66
trans-qwen3_14b 0.66 0.64 0.64 0.66 0.67 | 0.66
trans-qwen3_14b-think 0.66 0.65 066 0.68 0.68 | 0.67
trans-gemma3_12b 0.70 069 0.68 072 0.71 0.70
trans-gemma3_27b 0.70 0.69 069 072 0.71 | 0.70
revis-qwen3_14b-think 0.67 0.66 0.67 0.68 0.68 | 0.67
revis-gemma3_12b-think | 0.67 0.67 0.67 0.69 0.68 | 0.68
revis-gemma3_27b-think | 0.68 0.68 0.67 0.69 0.69 | 0.68

final 078 0.77 0.78 081 0.79 | 0.79

Table 40: TSR scores for Track2, for translations from English to Traditional Chinese, with proper terms, Track?2.

E.2.6 TSR scores - Traditional Chinese to English - Bug

agents 2016 2018 2020 2022 2024 | mean
trans-qwen3_8b 0.56 090 090 090 0.86 | 0.82
trans-qwen3_8b-think 0.55 090 090 090 0.86 | 0.82
trans-qwen3_14b 0.54 090 090 090 0.86 | 0.82
trans-qwen3_14b-think 0.55 090 090 090 0.86 | 0.82
trans-gemma3_12b 055 089 090 090 0.86 | 0.82
trans-gemma3_27b 0.55 089 090 091 0.86 | 0.82
revis-qwen3_14b-think 055 089 090 090 0.85 | 0.82
revis-gemma3_12b-think | 0.55 0.89 0.90 090 0.85 | 0.82
revis-gemma3_27b-think | 0.55 0.89 0.89 090 0.86 | 0.82

final 056 091 090 091 087 | 0.83

Table 41: TSR scores for Track2, for translations from Traditional Chinese to English, with random terms, Track2.

agents 2016 2018 2020 2022 2024 | mean
trans-qwen3_8b 090 0.88 091 0.89 090 | 0.89
trans-qwen3_8b-think 091 0.88 091 0.89 0.89 | 0.90
trans-qwen3_14b 090 0.89 091 090 090 | 0.90
trans-qwen3_14b-think 091 090 092 091 090 | 091
trans-gemma3_12b 091 087 091 0.88 0.89 | 0.89
trans-gemma3_27b 091 0.88 090 0.88 0.89 | 0.89
revis-qwen3_14b-think 091 090 091 089 090 | 0.90
revis-gemma3_12b-think | 0.90 0.87 090 090 0.89 | 0.89
revis-gemma3_27b-think | 0.91 0.88 091 0.90 0.90 | 0.90

final 092 091 092 092 091 | 092

Table 42: TSR scores for Track2, for translations from Traditional Chinese to English, with proper terms, Track2.

E.2.7 TSR scores - Traditional Chinese to English - Correct
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agents 2016 2018 2020 2022 2024 | mean

trans-qwen3_8b 035 043 044 044 043 | 042
trans-qwen3_8b-think 036 043 044 044 042 | 042
trans-qwen3_14b 034 043 044 044 042 | 042
trans-qwen3_14b-think 035 043 044 044 042 | 042
trans-gemma3_12b 035 043 044 045 044 | 042
trans-gemma3_27b 036 044 045 045 043 | 043
revis-qwen3_14b-think 034 042 043 043 041 | 041
revis-gemma3_12b-think | 0.36 042 043 044 042 | 041
revis-gemma3_27b-think | 0.35 044 045 045 043 | 042

final 039 048 048 048 0.6 | 0.46

Table 43: TSR scores for Track?2, for translations from Traditional Chinese to English, with random terms.

agents | 2016 2018 2020 2022 2024 | mean
trans-qwen3_8b 0.66 070 073 076 0.71 | 0.71
trans-qwen3_8b-think 0.66 070 0.73 0.75 0.71 0.71
trans-qwen3_14b 0.66 071 073 077 0.72 | 0.72
trans-qwen3_14b-think 0.67 0.72 0.73 077 0.72 | 0.72
trans-gemma3_12b 0.66 069 072 075 0.70 | 0.70
trans-gemma3_27b 0.66 070 0.72 076 0.72 | 0.71
revis-qwen3_14b-think 0.67 0.71 0.72 076 0.72 | 0.72
revis-gemma3_12b-think | 0.66 0.68 0.71 0.76 0.71 | 0.70
revis-gemma3_27b-think | 0.66 0.70 0.73 0.76 0.72 | 0.71

final 0.69 0.74 0.75 080 0.75 | 0.75

Table 44: TSR scores for Track2, for translations from Traditional Chinese to English, with proper terms.

E.2.8 TSR scores - Traditional Chinese to English - Bug Assessment

Here, we provide an assessment of the expected TSR scores and the drop in the final results of our
submission as a result of the bug. The assessment is calculated with full correct terms on the original
submitted translations that contain the bug.
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agents 2016 2018 2020 2022 2024 | mean

trans-qwen3_8b 034 041 041 042 040 | 040
trans-qwen3_8b-think 033 042 041 042 040 | 040
trans-qwen3_14b 033 041 041 042 040 | 0.39
trans-qwen3_14b-think 033 041 041 042 040 | 0.39
trans-gemma3_12b 033 040 041 042 0.39 0.39
trans-gemma3_27b 0.33 040 041 042 040 | 039
revis-qwen3_14b-think 033 040 040 041 039 | 0.39
revis-gemma3_12b-think 033 040 040 041 039 | 0.38
revis-gemma3_27b-think 033 041 040 042 040 | 039

final | 036 045 044 045 043 | 043
-0.03 -0.03 -0.04 -0.03 -0.03 ] -0.03

final-delta (bug - correct)

Table 45: Assessment of the final score drop due to the bug, TSR scores for Trackz2, for translations from Traditional
Chinese to English, with random terms.

agents 2016 2018 2020 2022 2024 | mean
trans-qwen3_8b 053 053 054 061 055 | 0.55
trans-qwen3_8b-think 054 054 056 061 056 | 0.56
trans-qwen3_14b 0.56 059 057 065 059 | 059
trans-qwen3_14b-think 056 059 059 065 0.59 | 0.60
trans-gemma3_12b 0.52 053 054 0.60 054 | 055
trans-gemma3_27b 055 056 056 064 058 | 0.58
revis-qwen3_14b-think 0.57 058 058 0.64 059 | 0.59
revis-gemma3_12b-think 0.55 055 056 0.63 056 | 0.57
revis-gemma3_27b-think 0.55 056 057 064 057 | 0.58

final | 0.61 063 064 069 0.64 | 0.64
0.08 -0.11 -0.11 -0.11 -0.11 ] -0.11

final-delta (bug - correct)

Table 46: Assessment of the final score drop due to the bug, TSR scores for Track?2, for translations from Traditional
Chinese to English, with proper terms.

E.3 Metric-guided agent selection
E.3.1 Trackil
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agents noterm proper random | total

trans-eurollm 10.4% 6.2% 12.6% 9.7%
trans-qwen3_8b 4.6% 7.0% 4.8% 5.4%
trans-qwen3_8b-think 5.2% 5.2% 5.2% 5.2%
trans-qwen3_14b 6.4% 5.0% 7.4% 6.2%
trans-qwen3_14b-think 3.6% 5.4% 5.6% 4.8%
trans-gemma3_12b 8.4% 9.2% 8.2% 8.6%
trans-gemma3_27b 7.2% 7.4% 5.8% 6.8%
revis-qwen3_14b-think 12.0% 12.4% 10.2% 11.5%
revis-gemma3_12b-think | 23.5% 24.6% 26.4% | 24.8%
revis-gemma3_27b-think | 18.6% 17.5%  13.8% | 16.6%

Table 47: The frequency of agents selected for the final solution, for translations from English to German, Track1.

agents noterm proper random | total
trans-eurollm 122%  13.2% 11.7% | 12.4%
trans-qwen3_8b 3.4% 6.4% 5.6% 5.1%
trans-qwen3_8b-think 8.2% 5.0% 5.8% 6.3%
trans-qwen3_14b 6.2% 8.7% 6.0% 7.0%
trans-qwen3_14b-think 4.0% 5.0% 3.2% 4.0%
trans-gemma3_12b 9.6% 4.3% 5.6% 6.5%
trans-gemma3_27b 8.0% 7.0% 7.0% 7.3%
revis-qwen3_14b-think 13.0% 7.6% 9.4% 10.0%
revis-gemma3_12b-think | 17.2% 27.6% 31.2% | 25.3%
revis-gemma3_27b-think | 18.2% 15.0% 14.4% 15.8%

Table 48: The frequency of agents selected for the final solution, for translations from English to Spanish, Track1.

agents noterm proper random | total
trans-eurollm 11.6% 9.6% 11.7% | 11.0%
trans-qwen3_8b 4.3% 5.2% 5.2% 4.9%
trans-qwen3_8b-think 5.4% 6.2% 7.0% 6.2%
trans-qwen3_14b 7.2% 6.0% 5.0% 6.0%
trans-qwen3_14b-think 3.2% 4.6% 4.2% 4.0%
trans-gemma3_12b 10.6% 8.6% 10.2% 9.8%
trans-gemma3_27b 7.4% 7.0% 7.8% 7.4%
revis-qwen3_14b-think 11.0% 10.8% 10.2% | 10.6%
revis-gemma3_12b-think | 21.4% 27.8% 25.2% | 24.8%
revis-gemma3_27b-think | 17.8% 14.2% 13.4% | 15.1%

Table 49: The frequency of agents selected for the final solution, for translations from English to Russian, Track1.

E.3.2 Track2
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agents 2015 2017 2019 2021 2023 total

trans-qwen3_8b 11.0% 64% 69%  74% 6.0% | 7.4%
trans-qwen3_8b-think 78% 48% 51% 61% 6.6% | 6.1%
trans-qwen3_14b 6.1% 6.7%  6.3% 7.9% 6.8% | 6.8%
trans-qwen3_14b-think 75%  71% 10.1% 9.0% 94% | 8.7%
trans-gemma3_12b 72% 11.1% 12.1% 12.0% 13.8% | 11.6%
trans-gemma3_27b 93% 11.8% 13.5% 88% 10.1% | 10.6%
revis-qwen3_14b-think 122% 14.6% 142% 123% 10.5% | 12.6%
revis-gemma3_12b-think | 17.7% 19.0% 16.2% 17.3% 16.6% | 17.3%
revis-gemma3_27b-think | 20.6% 18.0% 151% 18.7% 19.7% | 18.4%

Table 50: The frequency of agents selected for the final solution, for translations from English to Traditional Chinese,
with no terms, Track2.

agents 2015 2017 2019 2021 2023 total
trans-qwen3_8b 7.2% 7.6% 6.0% 4.7% 5.3% 6.0%
trans-qwen3_8b-think 52%  69%  5.6% 6.5% 13% | 6.4%
trans-qwen3_14b 6.4% 6.7% 8.3% 6.9% 5.9% 6.8%
trans-qwen3_14b-think 87%  62% 92% 10.0% 6.6% 8.2%
trans-gemma3_12b 13.1% 155% 124% 15.0% 15.5% | 14.4%
trans-gemma3_27b 128% 99% 124% 9.7% 14.0% | 11.7%
revis-qwen3_14b-think 9.6% 113% 112% 13.4% 12.1% | 11.7%
revis-gemma3_12b-think | 20.6% 19.4% 19.4% 20.1% 20.5% | 20.0%
revis-gemma3_27b-think | 16.0% 16.0% 15.1% 13.2% 12.3% | 14.3%

Table 51: The frequency of agents selected for the final solution, for translations from English to Traditional Chinese,
with proper terms, Track2.

agents 2015 2017 2019 2021 2023 total
trans-qwen3_8b 9.0% 11.6% 9.7%  7.4% 6.4% 8.6%
trans-qwen3_8b-think 6.1% 55% 85% 14% 83% | 7.3%
trans-qwen3_14b 93% 62%  6.5% 6.3% 13% | 7.0%
trans-qwen3_14b-think 52% 7.1% 85% 74% 6.6% | 7.1%
trans-gemma3_12b 154% 17.6% 151% 18.0% 13.1% | 15.8%
trans-gemma3_27b 157% 16.0% 14.8% 14.8% 15.7% | 15.4%
revis-qwen3_14b-think 81% 76% 92% 67%  9.6% | 8.2%
revis-gemma3_12b-think | 174% 12.7% 14.8% 16.8% 18.2% | 16.1%
revis-gemma3_27b-think | 13.4% 153% 124% 148% 144% | 14.1%

Table 52: The frequency of agents selected for the final solution, for translations from English to Traditional Chinese,
with random terms, Track?2.
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agents 2016 2018 2020 2022 2024 total

trans-qwen3_8b 7.0% 8.6% 8.5% 8.6% 9.8% 8.6%
trans-qwen3_8b-think 86% 50% 12% 15% 12% | 7.1%
trans-qwen3_14b 9.4% 84% 109%  8.6% 94% | 9.4%
trans-qwen3_14b-think 10.0% 103% 93% 9.6% 87% | 9.5%
trans-gemma3_12b 132% 13.7% 155% 173% 153% | 15.2%
trans-gemma3_27b 91%  93%  9.3% 94% 11.0% | 9.7%
revis-qwen3_14b-think 151% 182% 14.6% 163% 153% | 15.8%
revis-gemma3_12b-think | 17.2% 13.7% 13.4% 13.6% 11.2% | 13.5%
revis-gemma3_27b-think | 10.0% 12.5% 109% 8.6% 11.7% | 10.7%

Table 53: The frequency of agents selected for the final solution, for translations from Traditional Chinese to English,
with no terms, Track?2.

agents 2016 2018 2020 2022 2024 | total
trans-qwen3_8b 11.0% 88% 89% 84% 11.3% | 9.7%
trans-qwen3_8b-think 7.0%  52%  5.0% 6.7% 6.3% | 6.0%
trans-qwen3_14b 102% 11.5% 13.6% 10.7% 10.5% | 11.3%
trans-qwen3_14b-think 9.1% 81% 68% 10.0% 8.7% 8.5%
trans-gemma3_12b 10.5% 10.8% 9.7% 9.6% 9.1% | 9.8%
trans-gemma3_27b 89% 103% 11.6% 104% 11.0% | 10.5%
revis-qwen3_14b-think 151% 19.4% 192% 17.7% 15.6% | 17.4%
revis-gemma3_12b-think | 15.6% 16.1% 13.6% 15.7% 13.6% | 14.8%
revis-gemma3_27b-think | 12.1% 93% 11.1% 104% 13.4% | 11.3%

Table 54: The frequency of agents selected for the final solution, for translations from Traditional Chinese to English,
with proper terms, Track2.

agents 2016 2018 2020 2022 2024 total
trans-qwen3_8b 72%  69%  7.6% 8.2% 9.3% 8.0%
trans-qwen3_8b-think 6.7% 81% 70% 77% 1.0% | 7.3%
trans-qwen3_14b 81% 105% 9.5% 98% 143% | 10.7%
trans-qwen3_14b-think 7.8% 10.0%  6.4% 84%  7.5% 8.0%
trans-gemma3_12b 14.0% 10.5% 12.8% 11.9% 13.6% | 12.6%
trans-gemma3_27b 11.6% 12.7% 11.1% 13.1% 93% | 11.4%
revis-qwen3_14b-think 164% 17.3% 18.5% 14.4% 14.3% | 16.0%
revis-gemma3_12b-think | 16.2% 11.0% 122% 129% 11.5% | 12.6%
revis-gemma3_27b-think | 11.6% 12.5% 14.6% 13.2% 12.9% | 13.0%

Table 55: The frequency of agents selected for the final solution, for translations from Traditional Chinese to English,
with random terms, Track?2.
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E.4 Final results - Track2- Bug Correction

Here we compare the Track?2 scores of the submitted MeGuMa system and the scores of the error-corrected
version. The error occurred when projecting document-level terminology map to the paragraph level. This
operation, performed because our system operates on the paragraph level, used whitespace-delimiters for
term matching. This approach, suitable for European languages, is not correct for Chinese texts. For a
more detailed description, see the end of Subsection 2.

The corrected system was scored using the evaluation code from the official repository.’ The corrected
show a large increase (34 points) of the terminology success rate Term-Acc (labeled as “Proper, Acc.’
by the organizers). This is expected, since the erroneous term matching caused the loss of predefined
term translations fed to the system. For the random terminology, there is a smaller increase of 2 points.
Translation accuracies, in terms of ChrF2++, increase by approximately 3.5 points.

In order to ensure transparency, our repository® contains detailed code-level description of the bug, the
outputs of the corrected system, and the instructions how to run our system.

)

System ‘ Bleud ChrF Proper,Acc. Random, Acc.
MeGuMa [submitted] | 32.96 69.41 62.43 86.76
MeGuMa [debugged] | 39.07 72.73 96.62 87.66
Difference ‘ 6.11 3.32 34.19 0.90

Table 56: The final scores of MeGuMa system, before and after correcting the data preparation bug. Translations from
Traditional Chinese to English, with proper terms, Track?2.

System ‘ Bleu4 ChrF Proper, Acc. Random, Acc.
MeGuMa [submitted] | 23.88 65.21 51.55 86.44
MeGuMa [debugged] | 31.38 69.07 53.68 92.58
Difference ‘ 7.50 3.86 2.13 6.14

Table 57: The final scores of MeGuMa system, before and after correcting the data preparation bug. Translations from
Traditional Chinese to English, with random terms, Track?2.

System ‘ Bleud ChrF Proper, Acc. Random, Acc.
MeGuMa [submitted] | 30.83 68.31 51.91 85.91
MeGuMa [debugged] | 30.83 68.31 5191 85.91
Difference ‘ 0.00 0.00 0.00 0.00

Table 58: The final scores of MeGuMa system, before and after correcting the data preparation bug. Translations from
Traditional Chinese to English, with noterm terms, Track?2.

Shttps://github.com/wmt-conference/wmt25-terminology/
(’https ://github.com/igrubi/irb-mt-wmt2025
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